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Abstract

T Cells are one of the most important players of the immune system. They are responsible for
the elimination of the pathogen-infected or tumorigenic cells (target cells). When a target cell is
recognized, the T Cell establishes a contact zone called the immunological synapse (IS). Subsequently,
the cytoskeleton rotates and the MTOC relocates to the IS. The cytoskeleton rotation is correlated
with a movement of organelles attached to microtubules (MT). The MTOC repositioning results from
an interplay between MTs and dyneins in the IS pulling MTs via two mechanisms: cortical sliding and
capture-shrinkage. Since many aspects of the process remain unknown, we designed a theoretical model
for the molecular-motor-driven motion of the MT cytoskeleton in the cell with one or two IS. The model
offers explanations of several experimental results including the biphasic nature of the MTOC movement.
We also compared the two mechanisms in different cell configurations and found that the T Cell performs
one of the most important immune reactions with stunning efficiency by the advantageous placement of
dyneins and by employing two mechanisms acting in synergy. We also analyzed Ca2+ diffusion in the
T Cell following the MTOC repositioning. We provided the evidence that mitochondria relocate towards
the IS with the MTOC and their placement together with their ability of absorption and redistribution
significantly increase the Ca2+ concentration.

Zusammenfassung

T Zellen sind einer der wichtigsten Spieler des Immunsystems. Sie sind verantwortlich für die Be-
seitigung von infizierten-oder tumorösen Zellen (Zielzellen). Wenn eine Zielzelle erkannt ist, schafft die
T-Zelle eine Immunologische Synapse (IS) genannte Kontaktzone. Dann rotiert das Zytoskelett und
das MTOC zieht zur IS. Die Rotation ist mit einer Bewegung von an Mikrotubuli (MT) angehefteten
Organellen korreliert. Die MOTC Umpositionierung ergibt sich aus dem Zusammenspiel zwischen MT
und Dyneinen in der IS wobei MTs über zwei Mechanismen gezogen werden: ”cortical slidingünd ”capture-
shrinkage”. Da viele Aspekte des Prozesses unbekannt bleiben entwarfen wir ein theoretisches Modell für die
durch molekulare Dyneinen Bewegung des MT Zytoskeletts in der Zelle mit einer oder zwei IS. Das Modell
bietet Erklärungen mehrerer experimenteller Ergebnisse einschließlich der biphasischen Natur der MTOC
Bewebung. Ebenso verglichen wir die beiden Mechanismen unter verschiedenen Konfigurationen und
fanden, dass die T-Zelle eine der wichtigsten Immunreaktionen durch nutzbar Anordnung von Dyneinen
und Einsatzes zweier in Synergie arbeitenden Mechanismen mit erstaunlicher Effizienz durchführt. Wir
analysierten auch folgenden Ca2+ Diffusion in der T-Zelle. Wir liefern den Nachweis, dass Mitochondrien
mit das MTOC zu der IS ziehen und ihre Plazierung, zusammen mit der Fähigkeit der Absorption und
Umverteilung, die global Ca2+ Konzentration signifikant steigert.
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1.1. Human body and threats

What keeps us alive? Many philosophers and thinkers tried to provide an answer to this overwhelm-
ingly profound question. A biologist might answer that we are alive thanks to our immune system
defending us against threats that we encounter every day of our lives. The defense of our organism is
an enormous, fascinating task due to the complexity of the human body and an incredible amount of
challenges present in our everyday reality. We live our lives entrapped in our bodies, relying on their
functions, and perceiving the world by its senses, often without realizing its complexity. A human
body, like every living system, is composed of cells that are frequently termed ”the building blocks
of life”. The astonishing complexity of a human body is illustrated by the fact that it is composed of
tens of trillions of cells [1], exceeding the number of stars in the Milky Way galaxy by an order of magnitude.

All cells are enclosed by a plasma membrane protecting the internal from the environment. Cells share
many basic properties. They carry and can reproduce genetic information, perform hundreds of complex
chemical processes, respond to outer stimuli, and utilize energy to carry out their function. Moreover,
they evolve, which is the ability that since the dawn of history of species led to the evolution of the
astonishing variety of complex living forms from single-cell organisms [2–4]. Despite their similarities,
cells exhibit different shapes, sizes, and mechanical properties enabling them to perform various functions.
Typical diameter of T lymphocytes of adaptive immune systems is in tens of micrometers and they search
and eliminate the threats to our organisms [5–13]. The neuron cells are of elongated shape with the
length greatly exceeding the width and are specialized to carry electrical impulses [14–16]. White fat cells
store the energy that can be released and fuel the body during the fasting [17], brown fat cells defend
mammals against hypothermia by dissipating chemical energy to create heat [18]. Hundreds of various
types of cells coexist and cowork together and form the complex machinery of a human body. This great
system of coworking cells never stays the same. Every day, billions of cells die in the body of an adult
human and they are replaced by new ones, born from cell division or fusion in continuous, never-ending
reconstruction [19,20].

There are tens of thousands of known diseases that can endanger a human body [21]. Some of them are
the most trivial ones like a common cold, but the spectrum also contains serious threats like cancer [22].
Unfortunately, a new day can bring another unexpected challenge as was recently demonstrated by the
COVID-19 pandemic. We are able to survive in this potentially hostile environment only due to the
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immune system, which fights new challenges as long as we live. The damage of the immune system often
results in death, which we can illustrate by observing untreated HIV patients [23–26]. It is clear that
our immune system has an enormous, fascinating task: to defend a constantly evolving body composed of
tens of trillions of cells against thousands of existing diseases and also respond to all possible new threats.
Despite the challenges of various pathogens, like viruses or bacteria that we encounter through contact,
ingestion, and inhalation, we are able to function properly and most of the time in a good health. It is due
to the multiple layers of the immune system that can mount a great variety of responses to diverse threats.

1.2. Immune system

The immune system of mammals can be broadly divided into innate and adaptive immunity. The two
branches have many things in common and share some basic properties. For example, some agents of
both systems use similar mechanisms to carry out immune responses, which can be demonstrated by the
release of cytotoxic granules during target elimination by cytotoxic T lymphocytes and natural killer (NK)
cells belonging to the adaptive and innate immune system, respectively [12, 27, 28]. Moreover, both must
possess the fascinating ability to distinguish self from non-self, which enables the destruction of pathogens
without harming the host [29]. One can only wonder about the difficulties of such a task when considering
the complexity of the human organism and the variety of threats.

Despite many similarities, the principle of protection of our organism by innate immunity differs from
the one by adaptive immunity. The main difference between the two branches of immunity is that innate
immunity generates a non-specific response against the threats, whereas adaptive immunity responds
specifically to a particular pathogen [30]. They also differ in the manner of recognizing the threats to the
organism and in the speed of reaction [31]. Moreover, although both systems have a memory, the one of
the adaptive immune system is more advanced, remembers previous encounters with the pathogen, and
can mount a specific response [32–35]. They also differ by age. The innate immunity is evolutionary older
since some of its parts appear to be very ancient, perhaps predating the division between animals and
plants more than a billion years ago [29]. The elements of the innate immune system can be found in all
multicellular organisms [36]. The adaptive immune system is relatively new since it arose in evolution five
hundred million years ago and its complex protection provided great advantages to vertebrates [29]. While
innate immunity is already present in a body, adaptive immunity is created gradually as a response of the
body when exposed to specific foreign substances. But in spite of all the differences, the two branches of
the immune system do not work independently. Their cooperation is demonstrated by the fact that the
innate immunity shapes the differentiation and expansion of the cell of adaptive immunity [31,37].

The innate immunity is an evolutionarily conserved defense system and some of its features are shared
among a large variety of organisms, like plants, invertebrates, and mammals. The innate system consists
of physical barriers, chemical barriers, and cellular defenses. The physical barriers, including the skin and
the gastrointestinal tract, prevent the threats from entering a human body [36]. The chemical barriers,
like stomach acid, are hostile to a large number of microorganisms and prevent the viruses from gaining a
foothold [38]. When a threat overcomes barriers, the innate immune system stimulates cellular defenses [29].
Its cells and receptors quickly recognize and respond to infectious agents shared by a variety of microbes
that are not present in an uninfected host [39]. Consequently, they quickly recognize the threat and react.
The speed of the reaction is critical. The agents of the adaptive immunity have to be activated and
expand to mount an adequate reaction. This may take days, which is arguably too slow considering that
the doubling times of some bacteria are around one hour. Consequently, their number can multiply one
thousand times during ten hours [31]. It is the innate immune system that defends our organisms during
the first hours after encountering a new threat [40–42]. For example, when a bacteria enters a body by a
wound, the innate system is the first line of defense [38].

1.3. Adaptive immunity

Contrarily to the innate system, the response of the adaptive immune system is more sophisticated and
highly specific to a threat [38, 39, 43], which makes it usually substantially more powerful. The adaptive
immune response has two main tasks: to create an immune response that targets specifically the invading
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pathogen and to form an array of memory cells that can last for years. A substance capable of provoking
adaptive immune response is called an antigen (antibody generator) [31, 38]. The agents of the adaptive
immune system circulate through the organism looking for threats. The recognition of an antigen by the
agents of the adaptive immune system initiates an immune reaction. The adaptive immunity consists
of a relatively small number of different types of cells with a specificity for a pathogen. The particular
agents must therefore proliferate massively to gain a sufficient number to fight the threat [39]. When the
antigen is eliminated, the majority of the defending cells dies. The adaptive immune system then produces
long-lived so-called memory cells, which remain in the organism even decades after the initial exposure in
an apparently dormant state but keep their effector functions. When they encounter the specific antigen
for the second time, they re-express the effector functions, which enables fast and efficient response to an
already known threat [39, 44, 45]. Therefore, the memory cells provide long-lasting protection after the
recovery. They also greatly increase the effectiveness of the adaptive immune system, since its reaction
depends on the host’s prior exposure.

The responses to pathogens are carried out by white blood cells referred to as lymphocytes, these can can
be divided into two different classes, the B and T lymphocytes, also known as the B and T Cells [39, 46].
These classes share some features. They both express highly antigen-specific receptors unique to them, B
Cell receptor and T Cell receptor (TCR), created during somatic gene recombination [32, 47, 48]. They
are both relatively small, being of approximately 10µm in diameter [5, 9, 46]. Although T Cells travel
to thymus for later development, they both originate in the bone marrow [49–51]. However, despite the
similarities, they carry out different functions, these can be broadly divided into two classes: the antibody
responses and the cell-mediated immune responses.

During the antibody responses, the B cells fight the infection by secreting antibodies called im-
munoglobulins. These circulate through body fluids in search of the antigen that stimulated their
production [39, 52, 53]. Antibodies have billions of forms and mediate various biological responses. They
bind to the viruses and microbial toxins, thus inactivating their ability to bind to receptors on host
cells [31, 54]. Moreover, the binding also marks the pathogens for the destruction by the cell of the innate
immune system.

During the cell-mediated responses, the T Cells react directly against the antigen on the surface of the
cell [31, 46, 55]. They direct multiple aspects of adaptive immunity responses towards the pathogens and
tumors. The T Cells have a simple, although not easy objective: to control the cells of the organism and
eliminate the threats. There are several types of T Cells with different functions. A helper T Cell might
for example secrete signal molecules to activate macrophages destroying the invading microbes [31,56,57].
By contrast, a cytotoxic T lymphocyte controls the cells of the organisms and directly eliminate the
infected cell posing the threat to the organism [58]. They are the line of defense against viral infections,
infections caused by other intracellular pathogens replicating in the cytoplasm, and the tumors. The T
Cells have a fascinating ability to react to the pathogens by massive expansion and migration to every
part of the body in order to fight the infection [59–61]. Different classes of T Cells and their functions are
described in Section 2.7.

The population of both the B Cells and the T Cells can be subdivided into several classes performing
different functions in variable circumstances depending on the threats. Nevertheless, it would be a mis-
conception to consider their actions separate. Similarly to the immune system having two collaborating
branches, the adaptive immune system employs multiple types of cells often acting in synergy. The classes
of the T and the B Cells cooperate, complete, and navigate each other in various immune responses across
our organism. For example helper T Cells, a subclass of the T Cells, help to activate the B Cells to
secrete antibodies and promote several aspects of immune action of T lymphocytes directly attacking the
threats [57,62–64].

1.4. Cytotoxic T Cell

A cytotoxic T Cell, a cytotoxic T lymphocyte (CTL), or a killer cell, is a representative of T Cells.
The CTLs have a crucial role in our organism since they search for and destroy virus-infected and
tumor cells, parasites, and foreign invaders. They are a ”foot soldiers” of our immune system, capable
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Figure 1.1.: Sketch of the CTL killing the antigen-presenting cell (APC). First, the CTL makes contact with the
APC and actin filaments accumulate at the immunological synapse. Consequently, actin density in the
center of the immunological synapse rapidly decreases and actin forms a ring around the immunological
synapse. Then, the microtubule organizing center (MTOC) and the cytolytic granules transition towards
the immunological synapse. After the secretion of granules, the CTL detaches from the APC. The figure
was taken from [74] with the permissions stated in the Appendix C.

of a fast recruitment, speedy movement, quick reaction, and merciless action [59–61, 65, 66]. They are
one of the several cells that have the “license to kill” other cells of the body [67–69]. They destroy an
antigen-presenting cell (APC) by polarized secretion of lytic granules containing perforin and granzymes.
The life and immune reaction of the CTL is thoroughly described in Chapter 2. Here, I briefly outline the
CTL immune response to present the main topic and goals of my work.

Before the description of the process, it should be mentioned that the CTLs are not the only ones
using the polarized secretion to kill the threats. The process is also employed by the NK cells of the
innate immune system. Both the NK and the CTL cells are fundamental to host defense against threats.
However, in spite of using the same mechanism, the role of the NK cells and the CTLs in the immune
system differs substantially. The differences are given mainly by the fact that they belong to different
branches of the immune system. The NK cells lack the antigen-specific cell surface receptors that recognize
specific threats. Moreover, they participate in the early defense against the infections [70]. Contrarily
to the NK cells, the CTLs have a highly specific TCR located on their surface. TCRs are immensely
diverse heterodimers consisting of α and β chains. They recognize specific peptides bound to a major
histocompatibility complex (MHC) on the APC and initiate an inflammatory response [71, 72]. After
recognizing the antigen, the CTL proliferate to obtain sufficient numbers to fight a threat, which delays
their effective response [73]. To summarize, the response of the NK cells is fast and non-specific and the
response of the CTLs is specific but delayed.

Cytotoxic killing of a target cell, sketched in Fig. 1.1, is completed in a sequence of steps. First, the
CTL establishes contact with the APC with the help of the TCR [75–80] that binds to the antigens on
the surface of the target cell. A tight contact zone, called immunological synapse (IS), is composed of
multiple supramolecular activation clusters [81–83], see Section 2.8.3. Actin filaments, one of the major
components of the cytoskeleton forming complex networks under the plasma membrane, play a crucial role
in the IS formation. Motile CTLs have a shape of a stereotypical tadpole and the leading edge is enriched
by actin. When the CTL forms a conjugate with the APC, one observes the actin is accumulated across
the synapse. Within the next minute, the actin density in the center of the IS rapidly decreases. One also
observes a high actin density at the periphery of the IS [74]. Consequently, the actin forms a ring-like
shape around the IS. Second, the CTL polarizes by rotating the entire microtubule (MT) cytoskeleton and
repositioning the microtubule-organizing center (MTOC) towards the IS due to the forces acting on MTs,
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(a) (b) (c) (d)

1

Figure 1.2.: Experimental images of the MTOC repositioning [5]. MTs and the plasma membrane of the APC are
labeled green and red, respectively. The white and yellow arrows mark the MTOC and the center of
the IS, respectively. In the cell configuration when the IS and the MTOC are initially diametrically
opposed, the MTOC transitions to the IS during approximately ninety seconds. The figure was taken
from [5] with permissions stated in the Appendix C.

see Fig. 1.2 [5–10, 84]. The mechanisms pulling MTs are described in Section 2.9. Multiple organelles,
mitochondria, the Golgi apparatus, and the endoplasmic reticulum (ER) are attached to the MTs and are
dragged with them. Therefore, the polarization is a complex process involving a massive rearrangement
of the internal structure of the CTL. In the third and the final step, the CTL secretes the lytic granules
containing cytotoxic material to the target cell, thus delivering the ”kiss of death”, see Section 2.10. The
lytic granules contain the pore-forming protein perforin and the apoptosis-inducing granzyme, so the APC
is destroyed via apoptosis or necrosis [11–13,85–88]. Subsequently, the CTL detaches from the APC.

This thesis focuses on the second step: the MTOC repositioning, see Fig. 1.2 [Hornak2020,Hornak2022].
As already mentioned, it is a complex process changing the entire internal structure of the cell. However,
the movement originates mainly from the interplay of only two players, the MTs and the dynein motor
proteins located in the IS. Due to their importance, I will briefly introduce the two players and the place
where they interact.

The MTs are stiff biopolymers anchored in the MTOC from which they sprout to the cell periph-
ery [89–91], see Section 2.3. The end of the MT anchored in the MTOC and the free end are termed
the minus and the plus end, respectively. They provide a shape and a structure to the cell and play a
role in a variety of cellular processes, including the movement of the cell in the environment. The MT
cytoskeleton undergoes a constant reconstruction since the periods of polymerization alternate with the
periods of depolymerization in a constant process termed dynamic instability (DI) [92–102], see Section
2.3.1. Due to this constant rebuilding, the cytoskeleton adapts itself to various functions of the cell
and performs significant morphological changes during the cell cycle [95, 103–105]. The DI plays a key
role in repositioning since the constant growing and shrinking enables the tips of polymers to find the
IS where they can be captured by dyneins. A dynein, a minus end directed motor protein (towards
the MTOC), is indispensable for the polarization, as was convincingly demonstrated by knock-out
experiments [106–110]. It is a homodimer composed of two identical massive heavy chains ending with
an MT-binding stalk, see Section 2.6. The dyneins actively walk on the MT and generate the force that
pulls the filament and the MTOC towards the IS [111–113]. The IS is divided into several supramolecular
activation clusters (SMACs), see Section 2.8.3. The TCRs and adhesion molecules are organized in
the central supramolecular activation cluster (cSMAC) [81, 83, 114–116]. Secretion of the lytic granules
takes place in a specialized secretory domain located next to the cSMAC and within the peripheral
supramolecular activation cluster (pSMAC) surrounding the cSMAC. The distal cluster (dSMAC)
encircling the pSMAC is the place of actin accumulation [74, 117]. It was reported that the dyneins
colocalize with the adhesion and degranulation-promoting adapter protein (ADAP) forming a ring at the IS
periphery [118–120]. The structure of the IS and the location of pulling forces are described in Section 2.8.3

It was suggested that the MTs are pulled by the cortical sliding mechanism, sketched in Figs. 1.3a and
b, in which the dynein steps to the minus end of the MT while being anchored at the cell cortex and
therefore pulls the MTOC towards the IS [9, 118, 121]. The MT tip remains free and the MT slides on
the cell membrane. It was suggested that the periphery of the IS is the region where a dynein attaches
and pulls MTs [9, 118]. The observations in [5] provided evidence of a second mechanism driving the
repositioning: the capture-shrinkage mechanism [122], sketched in Fig. 1.3c. An optical trap was used
in [5] to place a target cell in such a way that the MTOC and the IS were diametrically opposed at the
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(a) (b) (c) (d)

1

Figure 1.3.: Sketch of the cortical sliding and the capture-shrinkage mechanisms. The outer transparent and inner
spheres stand for the cell membrane and the nucleus of the cell, respectively. The big and the small
black spheres depict the MTOC and dynein motors, respectively. The blue lines represent unattached
MT sprouting from the MTOC. They can attach to capture-shrinkage dyneins (red) or can be pulled
by cortical sliding mechanism (yellow). (a-b) The cyan circle represents the periphery of the IS where,
cortical sliding dyneins are located. (a) MTs pulled by cortical sliding attach to the dynein at the
periphery of the IS. (b) MTs slide on the cell membrane and the MTOC approaches the IS. (c-d) The
brown circle denotes the center of the IS, where the capture-shrinkage dyneins are located. (c) The MTs
pulled by capture-shrinkage form a stalk connecting the MTOC and the IS. (d) The MTOC approaches
the IS and MTs depolymerize. The figure was made using the simulation software [Hornak2022B].

beginning of the repositioning. Such configuration allowed dynamical imagining in a quantitative fashion
and observations of the morphological changes of the MT cytoskeleton, which enabled the identification of
the mechanism. The capture-shrinkage mechanism acts in end-on fashion with the plus ends of the MT.
The tip of the filament is fixated on the cell membrane, where it depolymerizes probably due to the forces
of dyneins pulling it against the cortex [122]. The MTs, whose plus ends are captured in the center of
the IS, straighten and form a stalk connecting the IS with the MTOC, see Fig. 1.4, sketched in Fig. 1.3.
Subsequently, the MTs in the stalk depolymerize, visualized in Fig. 1.3d, and the MTOC approaches the
IS. Simultaneously, the center of the IS invaginates to the cell proving the location of the pulling force. To
summarize, the polarization is a complex process, an interplay between the MTs and the dynein motor
proteins acting via two functionally and spatially different mechanisms.

The process of a CTL repositioning becomes more complicated when the T Cell attacks two targets at
once. More precisely, the T Cell can attack a second target cell creating the second IS before severing
the contact with the first cell [9]. In such a case, several scenarios can take place: the MTOC transitions
stochastically between the two IS, it wiggles between the IS without moving to any of them, or is pulled
to one and stays there [Hornak2022]. Similarly to the case of one IS, the MT cytoskeleton dynamic is the
result of the interplay between the MTs and the dyneins. Contrarily, the MTs are pulled to two places
simultaneously and the dyneins from different IS are in a constant tug-of-war. The MTOC movement
to one of the IS is caused by the stronger forces resulting from higher number of attached dyneins. The
process is influenced by the DI, since the number of the attached dynein motors must increase with the
number of the intersecting MTs. At the end of the transition, dyneins detach, which is caused by several
factors including the depolymerization of the capture-shrinkage MTs. Simultaneously, the MTs intersect
the distant IS and attach to the dyneins that can initiate a new transition.

1.5. Cellular signaling

Although the modeling of the MTOC repositioning is the main part of the thesis, it is not the only one.
The increase and the diffusion of the Ca2+ ions in a T Cell following the IS formation was the second
subject of my work. The topics of the Ca2+ diffusion and the MTOC repositioning in T Cells are closely
connected since multiple signaling steps governing T Cell targeted killing depend on Ca2+ concentration.
It can be exemplified by the processes of the MTOC and the mitochondria relocation to the IS or by the
secretion of the lytic granules [5, 8, 123,124].
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Figure 1.4.: Time-lapse images from the experiments [5] depicting MTs pulled by the capture-shrinkage mechanism.
MTs sprouting from the MTOC terminate in end-on fashion in the center of the IS. Over the next
forty seconds MTs straighten (white rectangle) and form a stalk connecting the MTOC and the IS. The
figure was taken from [5] with permissions stated in the Appendix C.

I have already demonstrated that the human body composed of trillions of cells is a fascinating but
incredibly complex system. But complex organisms need more than just protection to survive. There
is one thing that is just as important as protection: good and efficient communication. Despite all the
dangers the life was able to evolve in various environments and adapt to them. The key to the survival
of the cells is the ability to sense their natural surroundings and to react to changing environmental
conditions [125]. At the same time, the cells must be able to communicate with one another, respond to
cues, and also send a message to the surrounding cells if necessary. Possibly, the prokaryotic chemotaxis
system was the first, relatively simple form of a cellular signaling system [126]. However, multicellular
organisms emerged and they had more than two billion years to evolve [127, 128]. As they were evolving,
taking new forms, and adapting to various conditions, new signaling pathways were developed. At the end
of this development, there are complex organisms composed of cells communicating with a large array of
signals and carrying out thousands of functions [129–131].

The communication between the cells, also called the cellular signaling, is the fundamental ability to
accept, process, and transmit signals from the environment and with itself. Cellular signaling carries
information crucial for survival, like information about the availability of nutrients, variations of the light
level, or changes in the temperature. Cells can also change their working based on the signals from other
cells. Without this ability, multicellular life could not exist. For example the creation and maintenance
of the specialized tissues of multicellular organisms, like muscles or brain tissue, relies on the tightly
coordinated regulation of cell number, location, and morphology.

Signals can be divided based on the range of the communication. Paracrine (short-ranged) cell
synthesized proteins affect only the neighboring cells [132]. In endocrine (long-ranged) signaling hormones
travel to act on target cells at distant body sites [133]. Juxtacrine signals depend on the contact between
two cells and autocrine signals act on the cell emitting the signals [134]. Signals can be physical or chemical
in nature. The physical signals include the signals transmitted by pressure, temperature, voltage, light, or
electromagnetic field [135–137]. Despite the large variety of physical signals, the majority of those in cells
is chemical [134]. The chemical signaling is astonishingly diverse, it is carried by small molecules, such
as lipids, or complex polymers of sugars. The signal molecules include growth factors, neurotransmitters,
ions, gases, hormones, and extracellular matrix components [138]. Signaling molecules also differ in their
action. Some cross the membrane and subsequently bind to intracellular receptors in the cytoplasm or
nucleus. However, the vast majority binds to receptors on the target cell plasma membrane [133].

Cells receive and respond to the chemical messenger (ligand) through receptors located both on the
surface and inside the cell [139]. The binding to the ligand results in conformational changes of the receptor.
They activate complex signaling networks performed by second messengers or signaling intermediates. They
relay exterior cues to the cell and lead to the reprogramming of diverse genetic, structural, and biochemical
processes [134, 140]. I deal with only one messenger: Ca2+. In a human body, less than ten grams of the
total approximately 1400 grams of calcium escapes from being trapped in bones or teeth [141]. However,
this small amount is extraordinarily significant qualitatively since it regulates a manifold of crucial biological
processes.
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1.6. Ca2+ signaling

From all the messengers carrying signals, Ca2+ stands out as by far the most versatile one [142]. It has
a toolkit consisting of various components that can be combined to create a broad spectrum of spatial
and temporal signals. Contrarily to other messengers controlling only a limited amount of functions,
Ca2+ regulates a large number of key cellular processes, from the fertilization and the beginning of the
cell life, to its end during the programmed cell death. The Ca2+ signals can influence both short and
long-term functions of the cell. However, the functions are typically not separate, they are often in
synergy and cooperate in the same biological process. When we consider the example of targeted T Cell
killing, the contact with the APC induces a sudden increase in cytoplasmic Ca2+ leading to a short-term
reduction of the motility allowing the formation of the IS [143–145]. The long-term functions include the
production of cytokines and chemokines. To illustrate the versatility of Ca2+ signaling, one can mention
the control of the fundamental cellular processes, including motility functions, muscle contractions,
neuro/enzyme secretion and exocytosis, development and maintenance of neural circuits, learning, and
memory [146, 147, 147–149]. The importance of Ca2+ signaling might also be demonstrated by the fact
that its disturbance may lead to several serious illnesses, like Alzheimer’s disease and Diabetes [149]. In
the cells of the immune system, calcium signaling plays a key role in various functions, including gene
transcription, T Cell activation, effector function, and a variety of transcriptional programs [143,150].

Due to its importance, Ca2+ concentration requires careful and efficient control. For this reason, the
majority of eukaryotic cells export Ca2+ or close it into membrane-enclosed stores maintaining cytosolic
concentration in the resting T Cell at ∼ 100nM, which results in a 104 gradient between the extracelular
spaces and the cytosol [148, 151, 152]. However, the intracellular concentration can increase dramatically.
For example, after the contact with the APC, the Ca2+ concentration increases up to ∼ 1µM [153]. It is
not just the global Ca2+ concentration in the cell that matters. Specific outcomes and various biological
functions are encoded and modified by the magnitude of various spatio-temporal patterns, presence of
microdomains of low or high concentration, kinetics, and frequency of Ca2+ waves. The high specificity of
the signals in the cell is the result of a complex interplay between the channels and the pumps transferring
Ca2+ between various organelles and driving the exchange with the exterior. The transfer takes place due
to the simple diffusion along concentration gradients (channels) or by active processes (active transporters
and pumps) powered by adenosine tri-phosphate (ATP). The capacities of some channels and pumps
depend on the Ca2+ concentration and their interplay leads to complex feedback loops creating various
Ca2+ oscillations and microdomains. The importance of the patterns can be demonstrated by the role that
the Ca2+ microdomains play in the control of neuronal function and gene expression [154, 155]. Another
process depending on the Ca2+ is T Cell repositioning during the target elimination.

A robust Ca2+ signal is necessary for the T Cell activation after the IS formation. The main entry
pathway of Ca2+ in the cell are the Calcium release-activated calcium (CRAC) channels, which are store-
operated channels activated by the depletion of the ER [157,158]. The regulation of the Ca2+ concentration
in the microdomain around the IS appears to be crucial since it influences the influx through the CRAC
channels. The MTOC repositioning is paralleled with the relocation of several organelles, channels, and
pumps to the IS, sketched in Fig. 1.5, resulting in a specific control of Ca2+ signals. Ca2+ is exported from
the cell via plasma membrane Ca2+ ATPase (PMCA) pumps [159]. The PMCA pump are redistributed
during the polarization and accumulated in the IS proximity [160]. Since the PMCA pumps are located
close to the CRAC channels, Ca2+ can be taken out from the cell before diffusing deeper into the cytosol.
Ca2+ signaling is also substantially influenced by the ER, which is the main intracellular Ca2+ store
crucial for maintaining the Ca2+ concentration [161, 162]. Its depletion, stimulating the influx through
the CRAC channels, is triggered by an external stimulus after which Ca2+ is released from ER by IP3

receptors [163–165]. The influx of CRAC channels can be stopped by the refillment of the ER, which
happens when the cytosolic Ca2+ rises. In such a case, Sarcoendoplasmic Reticulum Calcium ATPase
(SERCA) pumps on the ER membrane are activated and they transport Ca2+ from the cytosol back to
the ER [166, 167]. The CRAC channels can be also deactivated by the high Ca2+ concentration in the
surrounding microdomain [156, 168]. Mitochondria play a key role in diffusing Ca2+ in the T Cell. They
relocate to the IS, where they act as sinks reducing the local Ca2+ concentration. In this way, they control
the activity of CRAC channels dependent on the Ca2+ concentration in the microdomain. Absorbed Ca2+

is then redistributed to the rest of the cell increasing the global cytosolic concentration [160,169,170].
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(a) (b)

(b)

1

Figure 1.5.: Sketch of Ca2+ signaling and the polarization of the T Cell [156]. (a) The T Cell at rest. (b) Activated
and polarized T Cell after the relocation of the channels, pumps, mitochondria, and the ER. The figure
was taken from [156] with the permissions stated in the Appendix C.

1.7. The goals of the thesis

1.7.1. MTOC repositioning

Although the repositioning was observed in multiple experiments [5, 8, 9, 118, 121], many aspects remain
poorly understood. The capture-shrinkage mechanism was identified as the main pulling force in the
configuration where the MTOC and the IS are initially diametrically opposed. When the CTL was treated
with taxol, an inhibitor of microtubule depolymerization, the capture-shrinkage mechanism was effectively
”turned off” and the cortical sliding mechanism was the only one pulling the MTs. In such cells, one
observes significantly slowed repositioning [5]. Additionally, Yi et al. [5] demonstrated that the process
can be divided into two phases, see Fig. 1.6a. In the first so-called ”polarization phase”, the MTOC travels
quickly in a circular motion around the nucleus. In the second ”docking phase”, the MTOC slows down and
moves straight from the nucleus to the IS, see Fig. 1.6b. What causes the transition between the two phases
and the decrease in the MTOC speed? Is it an emergence of a resistive force when the MTOC-IS distance
is around 2µm? Or is slowing caused by the detachment of dynein motors? The experiments proving
the dominance of the capture-shrinkage mechanism were performed in one initial configuration where the
MTOC and the IS were initially diametrically opposed. Is the capture-shrinkage mechanism dominant in
other naturally occurring situations? If the capture-shrinkage indeed is dominant, what is the role of the
cortical sliding mechanism? More importantly, how does the interplay of two mechanisms influence the
T Cell polarization and killing? Why is the cortical sliding dynein located just on the periphery of the
IS? Is it to facilitate the interaction with MTs, as was hypothesized in [9]? We analyze these questions
in the framework of a quantitative theoretical model of the MTOC repositioning [Hornak2020,Hornak2022].

The MTOC repositioning was previously analyzed with computational models, as discussed in Section
2.9.2. However, our model incorporates a 3D model of the cytoskeleton and a stochastic model of dynein
motor proteins firmly anchored on the cell membrane. Moreover, we perform detailed studies of the
process in different initial configurations of the cell defined by the angle between the MTOC and the IS.
Furthermore, we analyze the MTOC repositioning in the cell with two IS.

The model is a challenging task due to its complexity. The process of MTOC repositioning is in essence
stochastic. The MT cytoskeleton is not stable but constantly changing since MTs randomly switch between
the growing and shrinking state. The dynein’s attachment to the filaments, the speed and the direction
of stepping, and its detachment from the MT are also stochastic. One can choose from a large variety of
modeling methods [171] to model polymers, see Section 2.3.2. Atomistic models offer the most accurate
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(a) (b)

(c)

1

Figure 1.6.: The biphasic nature of the MTOC repositioning [5]. (a) Sketch of the two phases in the T Cell in
contact with the Raji B cell (APC). In the polarization phase, the MTOC travels in a circular motion
around the nucleus. In the docking phase, the MTOC moves directly from the nucleus to the center of
the IS. (b) Compilation of eight MTOC repositioning events plotted as dependence of the MTOC-IS
distance one time. The speed substantially decreases at the MTOC-IS distance ∼ 2µm corresponding
to the change of the orientation of the MTOC motion. The figure was taken from [5] with permissions
stated in the Appendix C.

descriptions of the polymer structure interactions. However, they are not suitable for the modeling of long
polymers for several reasons including the computational cost. Since repositioning is a collective process
of tens of MTs that takes several minutes to complete, coarse-grained models are logical choice. The MTs
are modeled as inextensible polymers connected to the MTOC represented by planar, rigid structure, see
Section 3.3. One filament is represented by a bead-rod model and divided into approximately twenty
beads connected by segments whose length was kept constant. The IS in our model is a circular area with
diameter of 2µm on the surface of the cell. If we consider the maximum density of one thousand dyneins
per micrometer square, the model contains more than twelve thousands dyneins. If one adds the number
of MT beads, one realizes that the model consists of more than fourteen thousand elements. The motion,
probability densities, and forces have to be computed in every time step. To keep the lengths of the MT
segments constant, one has to use constrained dynamics, see Section 3.6, which is computationally demand-
ing due to the necessity to calculate projection matrices. To summarize, the simulation is computationally
challenging due to a high number of elements composing the model and the need to satisfy constraints.

1.7.2. Mitochondria relocation and calcium diffusion

The publication [Hornak2016] presents results from both experiments and modeling. We analyze the
geometrical paths of the mitochondria and prove that the mitochondria relocation towards the IS is
correlated with the rotation of the MTOC. Subsequently, we test the hypothesis that the movement
of the mitochondria combined with their ability of Ca2+ absorption and redistribution is sufficient to
significantly increase the cytosolic concentration.

We develop a model of the cell with the specific geometries of mitochondria and ER and use it to
calculate the dependence of the cytosolic concentration on the rotation angle of mitochondria. The cell
and the nucleus are represented by two spheres and mitochondria by elongated rod-like structures arranged
into a spindle. Two geometries of the ER are implemented, one also spindle-like, the other in a shape
of a truncated cone. Compartments can exchange Ca2+ via channels and pumps with various spatial
distributions. Mitochondria can take and release Ca2+ over the entire surface. CRAC channels accumulate
in a narrow, circular region in the middle of the IS. PMCA pumps in the model are unequally distributed
on the plasma membrane and a defined fraction accumulates around the IS. The ER exchanges the Ca2+

with the cytosol via SERCA pumps and IP3 receptor channels. The Ca2+ currents through the plasma
membrane and the compartment membranes are implemented as flux/boundary conditions on the 2D
surfaces.
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1.8. Outline

In Chapter 2, I will discuss the biological background of the CTL polarization. I will present organelles
that play a role during the MTOC repositioning. As was stated previously, the MTOC repositioning
mainly results from the interplay of MTs and dyneins. Therefore, I will focus on presenting the structure
of the MT and the experiments measuring the key physical properties, see Section 2.3. Moreover, I will
outline the main methods for the modeling of MTs and other biopolymers. The same attention will be
given to the dynein motor protein, see Section 2.6.

CTLs go through complex development and their life consists of several phases. Their story begins
long before the targeted killing and sometimes continues long after it. Moreover, they do not act alone
but belong to a team of various agents of the immune system. It is my ambition to present the immune
response of the CTL in a larger biological context. Therefore, I will briefly describe other types of T Cells,
see Section 2.7. Then, I will also present several stages of the life of the CTL, see Section 2.8, and focus
on the MTOC repositioning during the targeted killing, see Section 2.9.

The targeted killing is one of many biological functions that require large restructuring of the cytoskele-
ton and the repositioning of the MTOC. During these processes, the changes are often facilitated by the
same agents: dyneins and MTs. I will present the MTOC repositioning during the cell migration and
mitotic spindle oscilations and highlight the similarities with the MTOC dynamics in the CTL with one,
or two IS, see Section 2.13.

In Chapter 3, I will introduce the computational model of the CT with one or two IS. The model
consists of two main elements: the MT cytoskeleton composed from a variable number of MTs connected
to a rigid MTOC, and the dynein motor proteins located in the IS pulling the MTs via two mechanisms.

In Chapter 4, I will review my manuscripts and summarize my work. In Chapter 5.1, I will briefly
comment on our achievements and put them into a scientific context.
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2.1. Cell

All living organisms, whether simple unicellular organisms or complex multicellular organisms, are com-
posed of cells. The cells are incredibly diverse and their structure, complexity, and shape depend on the
organism or cell’s specific functions. Despite their fascinating variety, all cells share basic characteristics:
they emerge by the fusion of two cells or the division of the mother cell into two daughter cells. They
react to external stimuli, obtain and consume energy, and a vast majority contain DNA governing the
cellular functions [172,173].

Based on the presence of the nucleus, cells are divided into prokaryotes (Greek: “before nucleus”)
and eukaryotes (“well nucleus”) [105]. The prokaryotic cells of the single cell organisms have a simpler
structure than eucariotic cells composing not only unicellular but also complex multicellular organisms
like animals or plants. The procaryotes are also much smaller, their diameter is typically around 1− 2µm,
compared to the 5 − 100µm of eucariotic cells. The plasma membrane encloses the cells and separates the
outside environment from the cell interior called cytoplasm. Both prokaryotes and eukaryotes contain the
liquid component of the cytoplasm called cytosol containing salts, sugars, and soluble proteins. The main
difference between the two types of the cells is compartmentalization, since the eucariotic cell contains
membrane bound organelles designed for specific functions [174, 175]. The organelles important for this
work are described below:
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Figure 2.1.: Sketch of the Eukaryotic cell. Plasma membrane envelops the cell. The cell’s nucleus has the central
position. The organelles are confined between the plasma membrane and the nucleus. The two centrioles
forming the MTOC are located underneath the plasma membrane. The Golgi apparatus is located close
to the rough endoplasmic reticulum attached to the nucleus. The figure was reused with the permissions
stated in the Appendix C.

The nucleus is usually the largest organelle in the cell enclosed by the nuclear envelope isolating it from
the cytoplasm. It can have many shapes including spherical or ovoid. It is a specialized organelle serving
as an administrative center of the cell containing the genetic material in the form of DNA [176].

Mitochondria are membrane bound organelles often having a prolonged shape. However, their shape,
size, and number can change because they grow, shrink, and go through fission and fusion. They perform a
wide array of functions, from which we can mention the production of the energy by the synthesis of ATP.
They are often termed the ”powerhouse of the cell”. As the second example, one can mention the ability
to absorb and redistribute calcium [156,177]. The number of mitochondria varies in different type of cells
due to the different need of the energy. In the case of CTL the number was measured as 44 [Hornak2016].

The endoplasmic reticulum (ER) is a membrane system forming a three-dimensional network of
flattened sacs and tubules enveloping the nucleus of the cell. The organelle involves with the production,
processing, and transport of proteins and lipids. Based on the amount of associated ribosomes, the ER
can be divided into rough (higher number of ribosomes) and smooth (smaller number of ribosomes) [178]
ER.

The smooth endoplasmic reticulum (SER) is composed of three-dimensional polygonal networks called
cisternae. The SER has a complex structure, since the cisternae have a high curvature, new tubules are
budding of the sides of old ones and their branches can fuse. They are bound to the cytoskeleton, since
the cisternae can slide alongside the cytoskeletal filaments or grow alongside it. The function of the SER
differs in various cells. They include the synthesis of lipids and steroid hormones, storage of calcium in
the cell or the detoxification of dangerous byproducts of the metabolism.

The rough endoplasmic reticulum (RER) is a series of flattened sacs extending across the cytoplasm.
The RER is defined by the presence of ribosomes bound to the membrane. Due to the low curvature, the
RER has a sheet-like appearance. It plays multiple roles including the protein synthesis and folding. RER
is attached to the nucleus and located close to the Golgi apparatus [179,180].

14



2.2. Cytoskeleton

(a) (b)

1

Figure 2.2.: Sketch and the fluorescence microscope image of the cytoskeleton. (a) The sketch of the typical organi-
zation of the cytoskeletal filaments in the cell is shown. The filaments are between the cell membrane
and the nucleus. The actin filament network is located under the plasma membrane. MTs are con-
nected to the centrosome (MTOC). The figure was taken from [181] with the permission stated in the
Appendix C. (b) Endothelial cells under the fluorescence microscope. Nuclei, MTs, and actin filaments
are marked blue, green, and red, respectively. The figure was reused with the permissions stated in the
Appendix C.

Ribosomes are complex macromolecular machines composed of two subunits carrying out different
functions. They can be spatially divided into two groups. Membrane-bound ribosomes are attached to the
ER membrane and perform synthesis of proteins simultaneously translocated into the ER. Free ribosomes
synthesize other proteins and are not attached to any membrane [173].

Golgi apparatus is a very complex, irregular structure composed of different classes of cisternae varying
in shape and form stacked close to the nucleus [174]. Its function is to sort and transport vesicles to a
proper location. As the products from the ER reach the Golgi apparatus, they are tagged by proteins and
sugar molecules serving as identifiers. Subsequently, they are transported to the final location based on
those identifiers.

Plasma membrane composed of both lipids and proteins encloses the cell [174]. The most important
structure of the cell membrane is the semipermeable phospholipid bilayer forming the barrier between two
aqueous domains. It provides basic protection and structural support of the cell and stabilizes the internal
environment. It transports nutrient substances to the cell and toxic substances out of the cell. The
proteins embedded in the bilayer perform a number of specific functions including recognition of other cells.

Since the cytoskeleton plays a key role during the repositioning, I will describe it in its own section and
then focus on MTs.

2.2. Cytoskeleton

The cytoskeleton is a complex network consisting of growing and shrinking filaments crossing through the
cytosol maintaining the cell’s shape and providing mechanical resistance to deformation and giving struc-
tural support to organelles. The cytoskeleton also enables key functions like cell signaling, the transport
of intercellular cargo, and provides mechanical support for cell division and motility. The eukaryotic cy-
toskeleton comprises three types of filaments: actin filaments, MTs, and intermediate filaments, see Fig.
2.2. The filaments undergo a constant reconstruction, they either shrink or prolong, which enables them
to adapt to the cell shape in different conditions and various tasks.
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Figure 2.3.: Sketch of cytoskeletal filaments. The figure was used with the permissions stated in the Appendix C.

Actin and Intermediate filaments

Actin filaments play a crucial role in the MTOC repositioning. The network provides structural support
to the cell and is one of the factors determining its shape. Consequently, the MT cytoskeleton rotates in
the envelope given partially by the actin network. Moreover, the actin clearance in the IS is crucial for
the recruitment of dynein and the MTOC repositioning [182].

In most eukaryotic cells, actin is the most abundant protein [183]. Actins connect in a head-to-tail
fashion and create one polarized protofilament. Two protofilament intertwine in a helical fashion and form
one actin filament, sketched in Fig. 2.3. They are the thinnest of all the filaments with the diameter of
4 to 7nm and the length up to several µm [184]. Compared to MTs, actin filaments are highly flexible,
their persistence length is around 17.7µm, three orders of magnitude smaller than the one of the MT.
They are very dynamic, undergoing constant reconstruction mainly by the process of treadmilling, during
which they grow at one end and depolymerize at the other. They form highly complex three-dimensional
networks and bundles located mainly under the plasma membrane, see Fig. 2.2, regulated by a variety
of actin-binding proteins. Actin filaments have multiple mechanical functions: They provide mechanical
integrity, they are responsible for muscle contraction, and they play a key role in cell motility and
intercellular transport. The recent experimental work suggests that the changes in the actin network form
the IS and enable the dynein recruitment [182].

Intermediate filaments are diverse components of the cytoskeleton composed of a variety of proteins
expressed in different cell types [185,186]. They are assembled from a broad class of intermediate filament
proteins [187], sketched in Fig. 2.3. They have an average diameter of 10nm, which is intermediate between
the diameters of actin and MTs. They are the most flexible of all three main types of cytoskeleton filaments.
The main task of intermediate filaments appears to be structural support by providing mechanical strength
to cells and tissues [185,187].

2.3. Microtubules

The tubulin subunit, a heterodimer of α- and β-tubulin, is the basic building block of MTs [188]. The
length of the tubulin is approximately 8nm. Tubulin subunits are linked in a head-to-tail fashion,
β-subunits of one tubulin dimer contacting the α-subunits of the next dimer. Such longitudinal contact
between the subunits leads to the formation of protofilaments. Protofilaments associate side-by-side due
to the lateral interactions of the tubulin subunits forming a hollow cylindrical MT, see Figs. 2.4 and 2.5.
The outer and inner diameters are approximately 25nm and 13nm, respectively. The number of filaments
forming MT can differ, see Fig. 2.5, but the usual number is thirteen. The asymmetry of the subunits
causes the intrinsic polarity of the filament that is crucial for many biological functions.
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Figure 2.4.: Sketch of the MT structure. Tubulin dimers are composed of α- and β-tubulin. They form one protofil-
ament by linking in a head-to-tail fashion, where the β-tubulin of one subunit links to the α-tubulin
of the next. Thirteen protofilaments associate laterally and form a hollow MT. The figure was reused
with the permissions stated in the Appendix C.

One end of the protofilament has the α-subunits exposed (minus end) while the other end terminates
with the exposed β-subunits (plus end). MT is always composed of the protofilaments of the same polarity.
Consequently, the plus end and minus end of the MT have only the β-subunits and α-subunits exposed,
respectively. Currently, there are multiple models of the arrangements of the neighboring protofilaments.
In the model sketched in Fig. 2.4 heterodimers in the adjacent protofilaments are slightly shifted forming
spiraling rows of α- and β-tubulin monomers in the wall of the MT. In an alternative model, the subunits
are shifted to give the MT wall a checkboard pattern [188]. Due to their tubelike construction, MTs are
substantially stiffer than other components of the cytoskeleton, which is manifested by their persistence
length of about 5mm [189] exceeding the diameter of the cell by two orders of magnitude. MTs are
formed into various spatial arrangements to execute diverse cellular function. Filaments play a key role in
maintaining cell morphology and providing mechanical stiffness to cells. They are involved in intercellular
transport, cell division, moving of secretory vesicles, and the repositioning of the MTOC. MT never stays
the same but constantly grows or shrinks.

In the next section, I will focus on the methods measuring the key mechanical properties. I will provide
a brief historical perspective on the experimental work and then focus on recent experiments and models.

2.3.1. Experiments

MTs were observed in several experiments in early 1950s. Robertis et al. reported that the axons of
amphibian sciatic nerves consists of “large bundle[s] of parallel, tightly packed fibrils” [190, 191]. The
same filaments were similarly described by Palay in 1956 as “numerous, long, tubular elements of the
endoplasmic reticulum, about 180Å wide and remarkably straight” [192]. Various groups reported similar
filaments in early sixties in different types of cells [193–195]. Finally Slautterback, and Ledbetter and
Porter described the MTs, recognized their presence in various types of cells and, perhaps the most
importantly, named them. Ledbetter and Porter analyzed plant cells and reported the evidence of
”slender tubules, 230 to 270Å in diameter and of indeterminate length, in plant cells of this type” [195]
Slautterback observed similar tubules in protozoa. Moreover, based on the extensive research of other
works in the field he compared various sightings of tubule-like structures and created a unified concept of
“microtubules” [196]. Year later, Ledbetter and Porter observed the 13-fold radial symmetry of MTs and
proposed that they arrange to form a hollow tubes [197]. Soon after, Mohri discovered the amino-acid
composition of the protein forming MTs and coined the name tubulin [198]. Protein subunit of MTs were
also isolated in by Shelanski et al. [199]. In 1970 Stephens et al. discovered the two types of MT proteins:
α and β tubulins [190,200]. Finally, basic understanding of the MT structure was established during 1970s.

Due to the key role of MTs in the intracellular processes many experiments have been carried out to
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Figure 2.5.: Cross section of MTs with eleven (a), fifteen (b) protofilaments. Protofilaments form a hollow MT. The
figure was taken from [201] and reused with the permissions stated in the Appendix C.

analyze their biomechanical properties in the years following their discovery [193,195,197]. More recently,
a large array of techniques was used to measure their mechanical properties. Three MT parameters were
crucial for my work: flexural rigidity, persistence length, and Young’s modulus. The rigidity and persistence
length determine the stiffness against bending and Young’s modulus gives the extensibility of the MT. The
review focusing on mechanical properties of MTs listing the experimental techniques and measured values
can be found in [202].

The flexural rigidity

In 1993, Gittes et al. used thermal fluctuations and reported the rigidity of MTs stabilized by taxol as
2.2 × 10−23Nm2, which is in a range given by later measurements [91]. They also demonstrated that
the MT is rigid over the typical dimensions of the cell [91]. In the same year, Dye et al. [203] reported
that the taxol increases the flexibility of MTs. A year later, thermal fluctuations were used together with
hydrodynamic flow to measure the rigidity by Vernier et al. [204]. Similar techniques were used to study
the effects of MT-associated proteins and ligand binding on rigidity [205]. The combination of direct
buckling and optical trapping techniques was used by Kurachi et al. [206]. Unexpectedly, they found
that the rigidity depends on the length. Moreover, comparing the MTs with similar lengths they found
that MTs assembled from brain-derived associated proteins were considerably more rigid than the MTs
assembled from purified tubulin and then stabilized with taxol ( 4×10−23Nm2 and 1×10−23Nm2). Felgner
et al. used optical tweezers to investigate the rigidity(3.7× 10−24Nm2) and the influence of MT-associated
proteins [207, 208]. In 2002 by Takasone et al. used calibrated optical tweezers and confirmed that the
rigidity is length dependent [209]. Janson et al. [210] demonstrated that the rigidity depends on the speed
since fast growing MTs are more flexible. The elastic response was also investigates by indentation with
atomic force microscopy [211,212]. The effect of various MT stabilizers, including taxol, were analyzed by
Hawkins et al. in [213]. The stabilizers were also used in the experiments investigating the dependence of
the rigidity on the temperature. It appears that the rigidity decreases with the rising temperature but
only at the presence of certain stabilizers [214]. In vitro severing experiments were used in combination
with molecular dynamics to analyze the seam interface in [215]. The results of recent work suggest that
the MT adjust its conformation, stiffness, and dynamics based on multiple mechanochemical inputs [216].
One can found other experiments measuring mechanical properties of the MTs [210, 217–219]. In 2021,
Zhou et al. reported that in vivo the rigidity is dynamically regulated during various intracellular
functions [217]. They provided plausible explanations for the discrepancies between the results of the
previous studies. Their study revealed that the rigidity of the MT decreases through three phases with the
increasing growth rate. This finding offers a way how to manipulate MT rigidity by altering the growth rate.

To summarize, one can see that the measured values of the flexural rigidity vary over several order of
magnitudes and are usually between 1 × 10−25Nm2 and 4 × 10−23Nm2 [206, 209]. The flexural rigidity
depends on the presence of stabilizers, temperature, length of the MT, the speed of its growing, and the
presence of MT-associated proteins. However, one fact is clear: MTs are very stiff and their persistence
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length always exceeds the dimensions of the cell. Consequently, MTs can always provide the structural
support to the cell regardless of the circumstances.

The persistence length

The persistence length can be in principle computed from the flexural rigidity and it was measured in some
of the experiments stated above. The first experiments in 1983 used dark-field microscopic images and
statistical analysis of the contour lengths and end-to-end distances [220]. The first precise measurements
were performed almost a decade later. The flexural rigidity was reported as 2.0 − 6.3mm by Gittes et
al., Venier et al., Kurachi et al., and Janson et al. [91, 204, 206, 210]. During the next twenty years, the
persistence length was measured by various techniques and the usually accepted range of persistence length
in current literature is 1 − 10mm [202]. Optical traping was used in [206, 208, 221, 222] The analysis of
MT trajectories were used in [189, 223]. One of the most widely used techniques was thermal fluctua-
tion [91,204,205,224–229]. Thermal fluctuations were also used by Pampaloni et al., who reported that the
dependence of the persistence length on the length of the filament was caused by the anisotropic association
of heterodimeric α and β tubulins [230]. More recently, tangent correlations were used to determine the
persistence length [231, 232]. The latest advances in the field can be illustrated by the work of Wisan-
pitayakorn et al. in 2022 [233]. Similarly, in 2022, Sweet et al. addressed the discrepancies between the
path persistence length and filament persistence length [234]. Kabir et al. demonstrated that the rigidity
of the microtubule can be manipulated by using the natural osmolyte trimethylamine N-oxide [235]. To
summarize, the measuring of the persistence lengths and other properties of MTs is still vivid today after
almost fifty years from the discovery of the MT.

Young’s modulus

The modulus measures the tensile or compressive stiffness of a material when the force is applied longitu-
dinally. The measured values of the Young’s modulus vary over three orders of magnitude. The smallest
values (1MPa) were measured in the experiments performed by Vinckier et al. [236]. Contrarily, Kurachi
et al. measured values around 7GPa [206]. The measurement of the modulus was performed in many
experiments [91,206,211,212,236–238] and it is usually found between 0.31–1.2GPa. The differences of the
results may be caused by many factors including the length of MTs or presence of MT-associated proteins
influencing their spatial organization and dynamics [239,240].

Dynamic instability of microtubules

In the life of MT the periods of the growing exchange with the periods of rapid shrinking in a process
called dynamic instability (DI). The MT can rapidly switch between the two states and both the shrinking
and prolonging MTs coexist in the cytoskeleton. Some of the filaments shrink to nonexistence while others
achieve great lengths. DI enables the formation of filaments of various lengths in a timescale of minutes.
DI is the reason for the dynamic nature of the MT cytoskeleton allowing it to alter and adapts itself to
the needs and the functions of the cell and undergo dynamic changes through the cell cycle.

DI of the MT can be empirically described by the following parameters: frequencies of catastrophe and
rescue and the rates of growing and shrinking. MTs are polar filaments that grow and shrink at both ends.
However, the minus ends are usually anchored in the MTOC and only the plus ends are left exposed.
Since our work focuses only on MTs connected to the MTOC, we only consider the parameters concerning
the plus end of the MT.

It was said previously that the MT is a polymer consisting of α- and β-tubulin dimers assembling in
a head-to-tail manner. The growing and shrinking of MTs take place due to the addition and release of
subunits from the ends, respectively. The addition takes place when the end of the MT collides with the
free subunit. Since the frequency of the collisions increases with the amount of available tubulin around
the plus end, the growth rate increases with the tubulin concentration [92, 96]. However, the DI of the
MTs cannot be fully explained by the number of available subunits [95].

It appears that the guanosine triphosphate (GTP) plays a key role in switching between the two states.
It bounds to the β-tubulin close to the head-to-tail interface between subunits. Its subsequent hydrolysis
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Figure 2.6.: Sketch of the DI. The MT grows by the addition of GTP-tubulin dimers at the plus end. They form a
protective cap preventing the disassembly of the MT. When the protective cap is lost, the MT undergoes
a catastrophe and shrinks. The MT can switch back from the period of shrinking to growing by the
event called rescue. Reprinted from [241]. The figure was reused with the permissions stated in the
Appendix C.

to guanosine diphosphate (GDP) deeply affects the arrangements of the polymer. The protofilament
composed of GTP–tubulin is nearly straight. The GDP protofilaments curve outward from the wall of the
MT probably due to the intrinsic curvature of GTP-tubulin [242–244]. MT polymer is held together by
lateral forces between the subunits in protofilaments resisting the tendency of GDP filaments to bend from
the MT wall. The slight change in MT structure can break bonds between the filaments. Since the tubulin
subunits at the end of the protofilament are more likely to be bound to GTP, they form a protective
structure against the MT disassembly known as GTP-cap. Once this structure is lost, for instance due to
the depletion of available subunits around the end of the filament, the MT disassembles, see Fig. 2.7. It
was suggested that the cap can be lost due to the stochastic nature of the tubulin addition. The GTP
hydrolyzes in the added subunits, but the lag of hydrolysis results in GTP cap. The mean size of the cap
is still disputed [98, 245] and the length fluctuates due to the addition of subunits. Eventually, the cap
disappears, the GDP subunits at the end are exposed and the MT disassembles [246].

The transition from polarization to shrinking is known as a catastrophe. Contrarily to the grow rate, the
speed of depolymerization is mostly insensitive to the tubulin concentration [92]. The opposite transition
back to the polymerization is called rescue and its mechanisms are poorly understood. One possible
explanation suggests that the GTP domains in the middle of MTs can contribute to the rescue event [247].
Another possibility is that the addition of the dimer to shrinking ends of several protofilaments can revert
depolymerization [95].

Polymerization and depolymerization speeds, catastrophe and rescue rates are the four parameters defin-
ing the DI. The parameters depend on the cell phase [248,249], distance from the cell membrane [250–253]
and measured values differ substantially [93, 246, 254–262]. In general, the speed of the depolymerization
is substantially faster than the growing speed and both are typically in order of tenths of micrometer per
second [96,101,246,246,251,254,256,256,262–264,264–266]. The catastrophe rate is length dependent and
the number of catastrophes is higher at the periphery of the cell [103,250,254,256,264,266,267].

So far, I described the growing and shrinking only at the ends of filaments since the densely packed
structure of the dimers distant from the ends was generally considered stable. However, Schaedel et al.
reported that the MT structure can be remodeled. They suggested that dimers can spontaneously leave and
be added into the lattice at the sites of structural defects [268]. This result would not have any influence
on our coarse-grained modeling of the MT. However, the results show that the concept of MT dynamics
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Figure 2.7.: MT depolymerization. Shrinking MTs visualized by a time-resolved cryo-electron microscopy, Bar
100nm. Reprinted from [97]. The figure was reused with the permissions stated in the Appendix C .

may need to be extended to the entire body of MT previously considered to be a stable material.

2.3.2. Models

MTs belong to one of the large array of biopolymers that living organisms synthetize. The other examples
may be RNA and DNA cellulose, lipids, collagen or carbohydrates. Polymers are usually long molecules
consisting of repeated subunits (monomers, dimers) that are relatively small and connected by covalent
bonds.

From a point of view of computational scientist, polymers present many challenges, since they exhibit
interesting behavior over a broad range of length scales from a single subunit (nm) to the length of the
filaments several orders of magnitude longer. Moreover, polymers may be intertwined in a complex network
displaying fascinating properties. Similarly, the time scale of the simulation can differ by several orders
of magnitude ranging from femtoseconds to minutes or in some special cases to years (glasses). Models of
polymers can be broadly divided into two classes: atomistic or coarse-grained [171].

Atomistic models

Atomistic models are used to analyze length scales significantly shorter than the typical length of
polymer. They present a valuable tool in theoretical and computer simulations allowing an elaborate
examination of the mechanics of materials. The models using the right approach allow to capture subtle
structural properties and reactions of molecules. Atomistic models are the right choice to study the local,
monomer-level rearrangements, interactions, fluctuations or monomer–monomer contacts at interfaces
of domains [269–272]. Atomistic models can be also used to analyze how monomers and segments of
polymers arrange near a nanoparticle surface [273–275], the solubility, absorption or diffusion of small gas
molecules within pores of a polymer membrane affected by the specific chemistry and size of the small
molecules [276], or the interactions of charged polymer [277,278].

Atomistic models were used to simulate MTs and to validate experimental results. Two popular
molecular dynamic simulation systems, Amber and Charmm, were used in molecular dynamics simulations
of MTs [279–281]. Tuszynski et al. [282, 283] carried out molecular dynamic simulations of electrostatic
and structural behaviors of tubulin dimers like the binding strength and lattice formations of the MT.
Wells et al. created all-atom simulation of a relatively small segment of the MT to analyze its structural
performance under various loads [284]. Moreover, several molecular dynamics simulations were used to
analyze details of the interaction between α and β monomers [218]. Deriu et al. used the models to evaluate
the elastic constants of the two monomers. Additionaly, they used finite element method to examine
properties of the 1µm long cylindrical MT [285]. Sept et al. combined all-atom molecular dynamics
simulations with continuum mechanics to investigate mechanical properties of the MT. Structural analysis
of microtubule vibration were performed by Havelka et al. [286]. The atomistic models provided a valuable
insight into the mechanical properties and assembly of the MTs. However, the length scale of the MT is
limited even in the recent simulations [287].

Alongside its advantages, atomistic models have several limitations. First of all, they do not necessar-
ily provide the accurate results. The precision of the results depends heavily on the force fields, initial
configuration, and even simulation protocol. Both the forces and initial configuration are often hard to

21



Chapter 2. State of the art

Figure 2.8.: Coarse-grained representation of a polymer chain. The small spheres depict atoms, and the big spheres
represent coarse-grained beads and repeating monomeric units. Reprinted from [289]. The figure was
reused with the permissions stated in the Appendix C.

optimize for some specific systems. Most importantly, they are computationally very expensive. Although
the models are usually limited to the lengths scales of Å and the time scales of ns, the simulations take a
large amount of time even with modern computers with hundreds of high-performance CPUs running in
parallel. Due to the computational cost they cannot be used for the polymer chain-level rearrangements
occurring over larger length and time scales or the slow dynamics of large molecules [288]. To simulate
longer time scales and length scales, one needs to reduce computational cost while maintaining a high
degree of realism.

Coarse-grained models

CG models extensively reduce the degrees of freedom by representing the segment of the filament by a
single polymer ”bead” [290, 291], sketched in Fig. 2.9. Such modeling approach is enabled by the fact
that the dynamics and the shapes of polymer structures at the length scales approaching the chain size
are not influenced by the movement of individual atoms or by changes in the local monomer structures.
CG models also allow the larger time steps by removing the fast movement of individual molecules. The
reduction of degrees of freedom improves the computational efficiency and prolongs time step enabling the
simulation of complex polymer ensembles for substantially larger time-scales. Here, I briefly review several
CG models used to model biopolymers.

Basic coarse-grained models

Freely-jointed chain (FJC) is the simplest model of the polymer [292]. The polymer has no elasticity
and no resistance to bending. It is divided into the segments with constant lengths whose orientation is
completely independent from the orientations of neighboring segments and positions of the beads, sketched
in Fig. 2.9a. Despite its simplicity, the model is surprisingly useful and finds new applications [293].

Worm-like-chain (WLC) developed by Kratky and Porod in 1949 results from adding the resistance to
bending to the FJC. WLC is used to describe the dynamics of the semi-flexible polymer that is fairly
stiff, has a finite resistance to bending and the successive segments have approximately the same orien-
tation [294]. The persistence length of such polymer exceeds its lengths by several orders of magnitude.
The energy of the model is given by the angles between the neighboring segments, see Fig 2.9b. The
Hamiltonian of the discretized case is expressed by the Eq. 3.6. WLC model is still relatively simple
since it has only two parameters: the length and the bending rigidity that can be determined by fitting
experimental data [293]. The model is suitable to describe stiffer polymers whose nearby segments are
roughly aligned and therefore it is a good candidate for the model of MT and other biopolymers [295,296].

Bead-spring model (BSM) is one of the most widely used models. As its name suggests, the beads in this
model are connected by the harmonic springs, sketched in Fig. 2.9c. Usually, a simple harmonic potential
is assumed and the springs follow Hooke’s law of elasticity: they are infinitely extendable and their force
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Figure 2.9.: Sketches of basic coarse-grained models. The position of the beads and the segments between them
are given by the vectors r⃗i and t⃗i, respectively. (a) Freely jointed chain. The polymer can assume any
configuration due to no interaction between the neighboring segments. Two neighboring segments t⃗4
and t⃗5 have almost antiparallel orientation and overlay. (b) Worm-like chain model. The bending force
acting on the beads is given by the angle θ between two neighboring segments (here t⃗0 and t⃗1). (c)
Bead-spring model. The lengths of the segments can change. The distances r⃗0-r⃗1 and r⃗1-r⃗2 correspond
to the length of the relaxed stalk l0. Distances l1 and l2 are the lengths of the shorter and prolonged
spring, respectively.

increases linearly with their length [297]. The Hamiltonian of such a chain is:

HBSM =
ch
2

N−1∑

0

(|r⃗i+1 − r⃗i| − l0), (2.1)

where r⃗i are the coordinates of the beads, l0 is the length of the relaxed stalk, N is the number of the
beads, and ch is a positive real number giving the elastic modulus. BSM with Hookean spring was
widely used. However, it was well known that finite-extensibility has a key role in determining polymer’s
rheological properties [298, 299]. A large array of models with finite fully extended length differing by
the interactions between the beads were developed to overcome the shortcomings of the model. For
example in the multi-bead finitely extensible nonlinear elastic (FENE) model, the spring force acting on a
bead rises non-linearly with the distance between the beads. As another example, we can name FENE-
Fraenkel (FF) model that bears similarities to the FENE model, but the spring has a non-zero length [300].

Semiflexible harmonic chain (SHC) model combines bending force of the WLC and extensibility of the
BSM. The Hamiltonian of the SHC with N beads divided by the segments of the same equilibrium length
can be expressed as:

HSHC =
ch
2

N−1∑

0

(|r⃗i+1 − r⃗i| − l0) + κ

N−2∑

0

(1 − q⃗i+1 · q⃗i), (2.2)

where κ is the bending rigidity for the discretized case and q⃗i = r⃗i+1−r⃗i
|r⃗i+1−r⃗i| is the unit tangent vector between

the two beads. The SHC model enables the study of the effects of bending rigidity, bond extension, the
structure of the discrete chain, and the force-extension behaviour [301].

The models in this section are not the most recent. However, they are not outdated since they still find
new applications. For example despite its simplicity, the WLC model can simulate the MT bending and
due to its simplicity, it may be the right choice when simulating complex MT networks.

Recent coarse-grained models

Dima et al. analyzed microscopic origins of the mechanical response of MTs [302] with a self-organized
polymer model, which is a topology-based model for tubulin. The model enabled force-induced simulations
at rates and time scales similar to those used in single-molecule experiments. A complex coarse-grained
model was developed by Deriu et al. to investigate the elastic networks [303]. The model was able
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to simulate a system consisting of hundreds of interacting tubulin monomers enabling to simulate the
entire MTs with the length up to 350nm. Theisen et al. analyzed the mechanical behavior of MTs
under the influence of bending forces in order to investigate the mechanisms of MT severing [304]. A
combination of severing experiments and CG models was used by Szatkowski et al. to investigate the
mechanics of the MT seam interface [215]. Models were also used to study the behavior of multiple
MTs. This can be exemplified by the analysis of the torsional behavior of MT bundles [305, 306].
Stevens used modeling to calculate the persistence length and Young’s elastic modulus [307]. Coarse-
grained models are not used only to investigate purely mechanical or dynamical properties. This can
be demonstrated by the mechanochemical model created by Ji et al. used to investigate mechani-
cal–chemical coupling of MTs [308]. The authors also used mechanochemical modeling to study the
growing of MTs and the GTP cap [309]. Modeling of a contiguous microtubule fragment enabled to
study the correlations of biomechanic properties with dynamic structural transitions at the nanoscale [310].

In recent years we saw the development of a new kind of model called ultra-coarse-grained (UCG) models
that should address some of the weaker points of CG models. CG models assume that the details below
the resolution of CG beads are averaged out. This approach however sets a limit on the resolution of
practical coarse-grainings. UCG allows the construction of models with any resolution comprising discrete
conformational or chemical changes within the CG beads [311, 312]. UCG models were recently used to
model various functions of biomolecular complexes like mechanical properties of F-actin or conformational
changes of proteins [313, 314]. UCG approach was recently used to simulate the mechanical properties of
MTs including the length-dependent persistence length [218].

Closing remarks on modeling

The thesis does not intend to substitute many outstanding textbooks about modeling techniques [315–318].
Similarly, it is not and cannot be the comprehensive review of the modeling approaches that can be found
in other sources [171]. I will briefly provide sources for the different modeling approaches. Lattice models
can be found in [319]. Glotzer et al. provide a review of the molecular and mesoscale simulation [320].
Models for the polymeric fluids and nonequilibrium simulation methods used to study effects of mechanical
shear or external field effects can be found in [321–324]. Continuum models for polymer fluid dynamics are
review in [325]. The topic of polymer modeling is very vivid and new methods are developed every year.
They differ in the approach, resolution, or requirements for the computational resources. At the end of
this section, I will repeat what was stated at the beginning: the method must always be chosen concerning
the problem and aims.

2.4. MTOC

Figure 2.10.: The sketch of the MTOC. Mother and daughter centrioles are composed of nine triplets consisting of
three MTs. Centrioles are arranged perpendicularly and embedded in pericentriolar material. Mother
centriole carries the appendages serving as the anchoring centers MTs sprouting from the pericentriolar
material. The figure was reused with the permissions stated in the Appendix C.
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The MTOC nucleates and organizes the spatial arrangements of MTs. It can be found in all eukaryotic
cells [326], but its morphological characteristics can differ [327]. The centrosome, a non-membrane-bound
organelle of approximately 1µm in size, plays the function of the MTOC in animal somatic cells [328].
The centrosome consists of a pair of centrioles encapsulated in a matrix of proteins called pericentriolar
material (PCM) [329], sketch in Fig. 2.10.

Centrioles are cylindrical structures from nine MT triplets, see Fig. 2.11a, comprising a complete A-MT
oriented to the center of the centriole, and two incomplete B- and C-MTs [330]. The B-MT is attached
to the wall of the A-MT and the C-MT is attached to B-MT. A-MT is connected to the C-MT of the
neighboring triplet by the A-C linker, see Fig. 2.11b. The A-MTs are connected to the central hub of the
centriole by radial spokes, see Fig. 2.11b. At the proximal and distal ends of the centrioles are minus and
plus ends of the MTs, respectively. The centrioles are bound by interconnecting fibres [331]. The structure
displays ninefold symmetry, its diameter is about 250nm and the length ranges from 150nm to 500nm. The
two centrioles are not identical, since they differ by age, functions, and additional structures presented on
their surface. Post-mitotic centrosome contains a fully mature mother centriole and an immature shorter
daughter centriole created in the previous cell cycle [332]. The mother centriole carries characteristic
distant and subdistal appendages differing quantitatively, morphologically, and functionally. The subdistal
appendages are the centers of MT nucleation, since the γ-tubulin, a protein directly participating in the
nucleation of MT, is localized at the head of appendages [326,333].

PCM embedding the centrioles is a collection of hundreds proteins and acids [334]. Although the order
of the PCM is still discussed, it appears that it is highly organized [335,336]. One of its primary functions
is the regulation of MTs [337]. It contains γ-tubulin and organizes MT arrays by the control of nucleation
and release of MTs [338,339].

The MTOC appears to be the major organizing center of the cell, since it determines not just the
configuration of the cytoskeleton, but also the organization of the structures and organelles connected to
MTs, like mitochondria, or ER. The MTOC represents a coordination center in eukaryotic cells at which
hundreds of cytoplasmic proteins concentrate and react during various regulatory functions including cell
cycle transitions [333,340]. The MTOC is responsible for many key biological functions like the organization
of the mitotic and meiotic spindle apparatus separating the chromosomes during the cell division and
monitoring DNA damage [326, 328]. Moreover, the MTOC has many functions connected to targeted
cytotoxicity like directional transport of granules, and polarization of subcellular structures [326].

Figure 2.11.: Cross section of the centriole. (a) Transverse section of centriole tomogram. Nine MT triplets are
connected to the radial linker. The dashed circle indicates the region displayed in figure b. The scale
bar, 10 nm. (b) Reconstructed centriole triplet. The radial spoke is connected to the A-MT and A-MT
and the C-MT of neighboring triplets are connected by the linker. Scale bar 10nm. The figure was
taken from [330] and reused with the permissions stated in the Appendix C.

2.5. Molecular Motors

The cell is highly organized into many compartments having various biological functions. They can also act
as factories producing various sets of products that are later needed in other compartments or consumed in

25



Chapter 2. State of the art

the cell [341]. The transport and distribution in such a complex environment is of utmost importance and
it is a task of cytoskeleton filaments molecular motors [111,173,174,342]. Molecular motors are specialized
proteins associated with cytoskeleton that can transform chemical energy into mechanical work. They
have nanoscale dimensions and work in the viscous environment of the cytoplasm [173, 174]. Under the
overdamped conditions they cannot rely on inertia to continue the movement and they are continuously
influenced by the Brownian motion. In every eukaryotic cell one can find tens of various motor proteins
differing in the type of filament on which they walk, in the direction in which they walk, and in the cargo
they transport [174]. Some operate as single molecules while others work in large collections as in our
skeletal muscle. Some of them walk on actin filaments, while others step on MTs [111,341,343].

Three classes of motor proteins walking on the cytoskeletal filaments are known: myosin, which interacts
just with actin filaments, and two proteins interacting with MTs: dynein and kinesin. Motor proteins
consists of a motor domain, head region, and tail region connected by a stalk. They associate with the
filament by their head region whose structure is similar among three types. Each head of the motor
has a binding site for the filament and for the ATP [111, 341, 344]. Despite their diversity, molecular
motors have one thing in common: they go through energy-dependent conformational changes resulting
in unidirectional movement. They use the energy gained from repeated cycles of APT hydrolysis to
walk and also carry cargo along the cytoskeletal filament [173, 174, 341, 343]. The hydrolysis of ATP
powers a mechanochemical cycle of the stepping consisting of the binding of the motor head to the
filament, conformational change depending on the motor type, the release of the filament with subsequent
relaxation, and the reattachment on the filament [174,341,343].

The motor proteins are involved in key biological functions. Besides their role in active intracellular
transport, they carry membrane-enclosed organelles such as secretory vesicles, mitochondria, or Golgi
apparatus to their destinations in the cell. Motor proteins also provide the force causing the filaments to
slide against each other driving such phenomena as cell locomotion and division, muscle contraction, or
ciliary beating, see Sections 2.5.1 and 2.6.

I will briefly outline the classes and functions of kinesin and myosin. Due to its importance in the MTOC
repositioning, dynein will be presented in its own section.

2.5.1. Myosin and kinesin

Today, at least two dozen classes of myosin can be differentiated [345]. They differ in various char-
acteristics like processivity and speed of the movement. Furthermore, they are involved in different
functions [341, 343]. Almost all of them walk on actin filament towards its plus end [346]. The speed
of the movement vary for the different classes and it ranges from about 0.2 to 60 µms−1 [343]. Myosin
is responsible for the active intercellular transport alongside the actin filaments. The interplay between
the actin and myosin plays a key role in a variety of cell movements and functions with central roles in
biology, like cell division, metabolism, reproduction, communication, and muscle contraction [174,347,348].

The superfamily of kinesin can be differentiated into 14 classes [349–351]. All groups except one walk
on the MT towards the plus end with steps of the length of 8nm [349, 352, 353]. Many types of kinesin
are processive motors that can walk hundreds of steps before their detachment from the filament and
their run lengths can be over 2µm. The speed of the motors depends on the type and they range from
0.02 to around 3µms−1 [350]. Kinesins play an important role during the cell division since several of the
kinesin superfamily members contribute to the formation of mitotic and meiotic spindle and chromosome
separation [349,354].

2.6. Dynein

Dynein can be found in a variety of cells and can be divided into two main categories: axonemal and
cytoplasmic dyneins [355–357]. Axonemal dyneins are mainly known to be responsible for propagating
bending motions of cilia and flagella [113, 358–360]. They also play a key role in neuron function and
hearing [361]. A morphologically similar cytoplasmic dynein drives a large variety of fundamental
cellular processes. It includes the transport of organelles towards the minus ends of MTs, neural
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Figure 2.12.: A representative structure of the cytoplasmic dynein. ”The dynein motor binds microtubules through
a microtubule-binding domain (MTBD) at the end of a coiled-coil stalk (grey). The motor domain
consists of a ring of AAA+ domains (dark blue) with between one and three active sites of ATP
hydrolysis. The motile element is the linker (light blue), which reaches across the face of the AAA+
ring. The N-terminal tail of dynein (grey) is involved in dimerisation and binding to dimers of in-
termediate chains, light intermediate chains and three light chains (different shades of green). Cargo
binding is mediated by these accessory chains ... The rest of the model, including the heavy chain tail
(grey), intermediate chain and light intermediate chain (green), is an artist’s impression.” The figure
was created by Janet Iwasa (Department of Biochemistry, University of Utah, UT). The figure and
the caption were taken from [344]. The text of the caption is delimited by quotation marks. The
permissions are stated in the Appendix C.

transport, nuclear migration, organization of the mitotic spindle, transport of a wide variety of intracel-
lular cargoes, chromosome movement during mitosis, or maintenance of the Golgi apparatus [341,362–371].

The structure of dynein is fundamentally distinct from that of myosin or kinesin [341, 372, 373] since
it differs in complexity and the number of ATP binding sites. Moreover, its mass is almost ten times
bigger than the mass weight of kinesin. Dynein is a homodimer composed of two identical massive
heavy chains comprising three functionally distinct domains: a cargo-binding tail, a large motor domain,
and an MT-binding stalk, sketched in Fig. 2.12. The tail binds to dimers of intermediate chains, light
intermediate chains, and three light chains that mediate binding to the cargo [344, 374]. The large motor
domain comprises six or seven AAA+ domains arranged in a ring around the central cavity. The domains
have distinct properties; several can bind ATP with varying binding affinities. The tail is connected to
the motor domains by a motile linker that can shift the position relative to the ring and play a role in
the dynein motility [344, 355, 375, 376]. The coiled-coil connects the motor domain and the small globular
domain mediating the attachment to MTs. The cargo binding tail and the MT binding coil appear to
extend from opposite sides of the motor domain [372,374,377–380].

Dynein steps to the minus-end of the MT powered by ATP hydrolysis and is responsible for the majority
of the minus-end-directed transports in eukaryotes [341,344,355]. The complex repetitive machinery of ATP
binding, hydrolysis into ADP, and subsequent release of ADP and phosphate produces the powerstroke and
structural changes of dynein stepping [344, 375, 381]. Dynein closely interacts with the protein dynactin,
which plays a general regulatory role. The disruption of dynactin interferes with the minus-end transport
mediated by cytoplasmic dynein. Moreover, the presence of dynactin almost doubles the processivity of a
single dynein [111, 341, 382]. The dynein functions as a gear and can alternate between steps of different
sizes (8, 16, 24, 32nm). At high loads, the length of the step is predominantly 8nm, corresponding to
the length of the tubulin heterodimer subunits of one MT protofilament. The step size at zero loads is
usually 24nm or less probably 32nm [383–388]. The measured values of the speed differ. Some of them are
relatively large, over 10µms−1 while some are substantially under 1µms−1 [174,382,383,385,386,389–391].
The dynein can move backwards with a much slower force-dependent speed [384,386,392,393].
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2.6.1. Experiments

This section reviews only the most commonly used experimental methods. The review of experimental
techniques can be found in [394,395].

Biochemical experiments focus on measuring the rates of the chemical reactions associated with
the activity of motor proteins. They include isotope exchange, stopped flow, fluorescent labeling, and
temperature quenching. They revealed that the protein activities involve a complex network of biochemical
states and structural conformations [396–400]. However, their fundamental problem is that they measure
and average the properties of many active and inactive molecular motors, which makes the determination
of the mechanisms of motility of a single molecule very difficult.

X-ray crystallography and cryomicroscopy methods can be used to determine structural information by
providing images of biochemical states of single motors with atomic-scale resolutions [401, 402]. However,
the experimental conditions may substantially differ from the conditions in the cell. The second drawback
is that the methods provide just static properties and therefore cannot answer the questions related to the
dynamics of motor proteins.

Single-Molecule Experimental Methods

Single-molecule experimental techniques provide most of the information about the mechanisms of
motor proteins. They can observe and modify the activity of motor protein molecules with a high and
unprecedented spatial and temporal resolution providing substantial insight into the dynamics of molecular
motors. The single-molecule methods are described in several reviews [403–407]. Here, I want to briefly
outline the most important methods.

Light microscopy usually uses fluorescent dyes to directly attach to enzyme molecules, allowing high
precision localization and tracking of single molecular motors. The method is used for the clarification
of the structural and dynamic properties of motor proteins [400, 408]. Video-enhanced differential
interference contrast light microscopy was instrumental in the discovery of kinesin-based motility in
living cells [409]. The same method was used for the investigation of the dynein’s processivity in
2000 [382] and to analyze the collective behavior of multiple dyneins in 2005 [386]. Another version of
light microscopy, the immunofluorescence microscopy was used already at the beginning of the 1990s to
localize dynein [410]. More than a decade later, Reck-Peterson et al. used fluorescence microscopy to
measure the stepping behavior and processivity of dynein [388]. In 2006, Jennifer Ross et al. measured
the processive bidirectional motion of dynein–dynactin complexes by total internal reflection fluorescence
microscopy [411]. Dark-field microscopy was used to study the axonemal dynein-driven motility or to
investigate the functions of the dynein arm [412, 413]. Dynein’s motility in the cell was also studied
with fluorescence microscopy by Mitchell Ross et al. [414]. Despite its advantages, the method also has
several drawbacks. The fundamental limitation is the spatial resolution due to diffraction. Usually, light
microscopy cannot accurately observe structures smaller than ∼ 100nm, which is substantially larger than
the size of some motor proteins [415, 416]. This problem motivated the development of new successful
experimental methods called super-resolution spectroscopy [415–417].

There are several super-resolution techniques currently used to analyze biological sys-
tems [400, 416, 418, 419]. Structured illumination microscopy uses varying patterns of stripes to
obtain a high-resolution view of the object. Stimulated emission depletion uses a doughnut-shaped laser
beam to stimulate the deactivation of the excited fluorophores to the ground state without affecting objects
in the central hole area. It was developed by Stefan W. Hell in the 1990s and awarded the Nobel prize
for chemistry in 2014 [420]. The method substantially improved the spatial resolution (up to 10-20nm).
Recently, the method was used to investigate the interplay between MTs and dynein [421]. Photoactivated
localization microscopy and stochastic optical reconstruction microscopy localize the center of mass of the
image by the increasing amount of photons that are emitted from the source. The last two methods were
applied to tract different motor proteins both in vivo and in vitro [400, 407, 422, 423]. The latter method
was also recently used for the investigation of motor assemblies and protein stochiometry [424].

Optical-trap spectroscopy was used for the analysis of the dynamic properties of different molecular
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motors [425, 426]. It uses a laser beam to observe the movements of a bead chemically attached to a
single motor protein molecule [408, 427]. The molecular motor drags the bead as it walks along the
cellular track while a trapping force pushes it to the focus region of the non-uniform laser field. The
optical tweezers setup can be calibrated with a very high precision and it can approach a harmonic
potential. The accurate monitoring of the attached bead enables quantifying the dynamic properties of
motor proteins. The method can measure nanometer displacements and forces in the range of pN, which
is suitable for the analysis of couplings in motor protein systems [407]. The advantage of this method
is that it can be coupled with other experimental approaches like fluorescent labeling. Unfortunately,
the method can hardly be applied to analyze processes in a heterogeneous environment of living cells
in a complex experimental setup. The method was used by Mallik et al. to investigate dynein step-
ping [387] and by Liedel et al. to measure the detachment rate and forces [428]. A year later, it was
used to estimate the stall force of kinesin during intracellular transport [429]. The technique has re-
cently been used to measure the displacement of dynein or the machinery of the dynein–dynactin [430,431].

Magnetic tweezers utilize a magnetic field to manipulate of single molecules [408,432]. Motor protein is
chemically bound to the surface and the magnetic bead at the same time. One then tracks the position
of the bead and its fluctuations parallel to the surface and the distance from it. Using the equipartition
theorem, fluctuations enable to calibrate the force acting on the bead. The great advantage of the
method is the capability to apply relatively large torques [408, 433], which makes it suitable for the
investigation of molecules with critically important rotational degrees of freedom like nucleic acid motor
proteins [434, 435]. Such molecules must perform many functions like unziping or untangling, which is
hardly possible without rotation. The drawback of the method is the low temporal resolution limiting
its applications to slow dynamic processes [408]. Magnetic tweezers were used to measure kinesin stall
force [436–438]. Tweezers have recently been used to investigate machinery that maintains the spindle
at the center of the cell during metaphase and anaphase [439]. In 2022, Xie et al. used magnetic tweez-
ers to investigate how the viscoelastic properties of the cytoplasm medium can hold and move spindles [440].

Atomic force microscopy is a high-resolution non-optical imaging technique developed in the middle
of the 1980s by Binnig et al. [441]. The sample interacts with a microcantilever, whose deflection is
measured via a reflected laser, allowing the calculation of the force on the cantilever. Moreover, time-lapse
measurements can provide information on the sample’s motion. The authors reported that the method
can measure forces as small as 10−18N and that it has a spatial resolution of tens of Å. During the last
four decades, the method has emerged as one of the most powerful and versatile single-molecule techniques
due to its ability to analyze the three-dimensional morphology of biological specimens with subnanometer
resolution in both air and liquid environments [442]. Conventional atomic force microscopy provides an
insight into the structure and morphological changes of heterogeneous biological samples. Single-molecule
force spectroscopy can investigate the nanomechanical biological properties of proteins. Moreover, it can
provide the physical properties like Young’s modulus, mass-per-length values, and flexibility of specific
species [442,443]. The method is widely used to investigate biological structures. For example, it was used
to investigate the substructure of the MT protofilament [212, 444, 445]. The method was used to study
the cytoskeletal filaments and their associated proteins [446] and to make videos of myosin walking along
an actin filament [447, 448]. Several groups used the method to investigate dynein directly. Wagner et
al. investigate the interaction between the dynein motors and neurofilaments [449]. The applications of
the method for the analysis of dynein and its interaction with filaments can be exemplified by two recent
works from 2022 [450,451].

As the last method, I would like to mention cryogenic electron microscopy (cryo-EM) due to the recent
exciting development. Cryo-EM enables the determination of the 3D shape or structure at cryogenic
temperatures. The sample is frozen and then examined by electrons. Although the method has been
known for several decades, it has been substantially improved during the last few years [453, 454]. In
the year 2017, Jacques Dubochet, Richard Henderson, and Joachim Frank were awarded the Nobel Prize
in Chemistry for ”developing cryo-EM for the high-resolution structure determination of biomolecules in
solution” [455–457]. The method is increasingly used to analyze biological samples. During the last few
years, several groups have investigated the dynein motor proteins, see Fig. 2.13 [452,458,459].
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Figure 2.13.: Cryo-electron microscopy of dyneins walking on the microtubule. Scale bars, 40nm; (a) Dyneins are
densely packed along the sides of the MT. (b) Dyneins are sparse on the MT. The figure was taken
from [452] and reused with the permissions stated in the Appendix C.

2.6.2. Models

The modeling of the individual molecular motors can have many goals. For example, the models are used
to explain the coupling between biochemical reactions and motions on the track to understand the energy
conversion. However, this clearly stated task may become very challenging. In general, it is known that
chemical processes may be reversible, although the exact experimental evidence can be missing [400].
Nevertheless, the reversibility of the processes cannot be neglected since it may lead to the wrong physical
results. The reversibility of the motors can be exemplified by the case of ATP hydrolysis since the motors
can, under certain conditions, synthesize the ATP [460]. Another challenge lies in the reversibility of
the motor motion, exemplified by the case of dynein that may revert the motion and walk to the plus
end of the MT under higher loads [384]. Moreover, the step length of the motor can change in different
conditions. Here, I will describe three modeling approaches used to model molecular motors.

Continuum ratchet potential methods model the molecular motor as a particle moving along multiple
parallel, periodic, and, in general, asymmetric free-energy potentials. Various potentials result from the
interactions between motor proteins and the cellular tracks. Moreover, they interact with molecules fueling
the motion, like the ATP and the products of the chemical reactions. Released chemical energy allows
the motor to switch stochastically between various states. The molecular motors work in non-equilibrium
and the energy from the chemical reactions is necessary for the motion. At the equilibrium conditions,
no movement can be observed without its constant supply The temporal evolution of the system can be
described by the set of Fokker-Planck equations incorporating potential functions and the probability
densities of the motor to be found at specific locations [400,461,462]. The advantage of the models is that
they are solvable by using well-known analytical and numerical tools. Moreover, similar chemically-driven
ratchet models can be also used to analyze non-equilibrium phenomena [463, 464]. Their disadvantage
lies in the fact that to solve the equations, the potential may need to be simplified. Additionally,
the realistic potentials are very hard to obtain from the experimental data, which limits the ability of
models to estimate the real properties of motors. However, both the knowledge of experimental details
and computational resources are increasing, which may provide new and exciting applications of the
models [400].

Discrete-state stochastic models use traditional chemical kinetics to describe the movement of molecular
motors as a network of chemical transitions between several biochemical states with variable positions.
They approach the modeling of the movement by analyzing the probability density function relating the
kinetics of motor proteins to biochemical transitions. The advantage of the model is that the transition
rates can be directly measured in bulk chemical kinetic experiments and the dynamic properties can be
obtained in single-molecule experiments. Consequently, when using discrete stochastic methods, one can
get analytical expressions for dynamic properties of motor proteins [400,462,465]. The models have many
merits. They were used, for example, to investigate interactions between various domains of motor proteins
and how they influence the motility, and to analyze the energy landscape [465–467]. The disadvantage of
discrete-state stochastic models is their weak description of connections to molecular structures. Moreover,
they insufficiently describe the potential resulting from the intermolecular interactions with other molecules.

Mechanochemical and structural models can incorporate the structural properties of motor pro-
teins [400, 468]. The models describe the mechanical changes of the motor protein using known
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information about the structure. The models have been successfully used to analyze the dynamic behavior
of myosins and to show how their different parts transmit forces and synchronize the movement [469,470].
They were also used to analyze the mechanochemical aspects of processive dynein motion [468]. The
disadvantage of the methods is that they use simplified models of structures and coarse-grained potentials.
Moreover, the structural information about the motors and cellular tracks is still incomplete. However,
the progress in experimental work will provide a better understanding and the improvement of the models.

The modeling of molecular motors is a lively field and it would be impossible to review all the models
here. Recent models of the dynein and reviews of modeling methods can be found in [400,465,468,471–476].

2.7. Types of T Cell

I want to remind that during cell-mediated immune responses, activated T Cells act directly against APCs
by killing them or by the production of the signal molecules activating macrophages for the destruction of
the virus [31, 56, 57, 67–69]. I will briefly review other types of T Cells to put the CTL into a biological
context.

Helper T Cells

Helper T Cells play a key role in adaptive immunity as they are necessary for almost all adaptive immune
responses [57,477,478]. The importance of helper cells is demonstrated by AIDS resulting in the decrease in
their numbers [479]. They function for the most part in peripheral tissues and various lymphoid organs [50].
As the name suggests, their role mainly consists in helping other agents of the immune system. During the
activation by the APC, the näıve T Cell can evolve into one of the many subsets [480] performing different
functions. For example TH1 cells produce cytokines stimulating other immune cells. They activate CTL to
kill infected cells and B Cells to secrete antibodies. They mainly defend the organism against intracellular
pathogens. TH2 cells stimulate B Cells to secret various classes of antibodies and defend the organism
against large extracellular pathogens. Regulatory T Cells (TReg) play a key role in maintaining peripheral
tolerance, preventing autoimmunity and limiting chronic inflammatory diseases [481, 482]. Helper T Cells
can generate memory cells that can quickly react to a threat in a case of reinfection.

Natural killer T Cells

Natural killer T Cells (NKT) have the characteristics of both branches of the immune system [483]. NKT
Cells exhibit a manifold of surface receptors characteristic of the NK cell lineage. Similar to other types of T
lymphocytes, NKT Cells also express a TCR. However, TCR is semi-invariant with a relatively restricted
repertoire [484, 485]. Consequently, the functions of TCR resemble more conserved pattern-recognition
receptors of innate immunity than the diverse antigen-specific receptors of the adaptive branch of the
immune system. TCR engagement results in the evocation of effector functions like cytokine secretion and
cytotoxicity [483,486,487]. They interact with agents from both branches of the immune system, they can
activate NK cells of the innate immune system as well as B and T Cells from the adaptive branch [488,489].
NKT differentiate into multiple subsets carrying out different functions in different tissues. They are high
in numbers in liver, spleen, and bone marrow [490,491]. NKT Cells contribute to the defense mechanisms
against various pathogens, including bacteria, viruses, fungi, protozoa, or parasites, play an important role
in autoimmune conditions, and stimulate tumor-specific T Cells and effector NK [492–494].

γδ T Cells

Several properties distinguish γδ T Cells from the rest of T Cells. First and foremost, they have a distinct
TCR composed from glycoprotein γ and δ chains [495,496]. Second, they also have a different development,
since they obtain several functions already in the thymus. When they leave, they are ready to action and
do not require additional peripheral maturation to initiate effector function. Since they reside in special
tissues, they can respond to tissue-specific ligands. The combination of the last two properties makes
them the the first line of defense in many tissues. They are rare in the secondary lymphoid organs, but
more numerous in many peripheral tissues, like the skin, intestines, or lungs [497,498]. The third property
distinguishing them from other T Cells is their capacity to recognize wide range of antigen without MHC
molecules [499–501]. γδ T Cells recognize different constellations of antigens resulting in widening the
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Figure 2.14.: Sketch of the TCR. TCR consists of an α and a β polypeptide chains. They are about 280 amino acids
long and have a large extracellular part folded into two Ig-like domains. One domain is variable (V,
shaded orange) and the second is constant (C, shaded blue). The antigen-binding site is formed by the
two variable Vα and a Vβ domain. Contrarily to antibodies having two antigen binding domains, TCR
exhibits only one. The TCR heterodimer is associated with a large array of invariant membrane-bound
proteins (not shown) playing a role in the T Cell activation after the binding of the TCR to antigen.
Typically, T Cells have around 30,000 TCRs on their surface [508].

scope of immune responses. They can eliminate the APC directly by the release of cytotoxic molecules
like perforin and granzymes or indirectly by activating other immune cells [502–504]. Although they
are accounting for a small fraction of all T lymphocytes, they are included in a large array of immune
responses. They quickly proliferate as the response to tumor, inflammation, and invading pathogens such
as malaria [501,505–507].

2.8. Life and immune response of the cytotoxic T Cell

Since the life of the CTL begins long before the immune response and continues after it the description of
the APC elimination without the events leading to it would be limited. Therefore, I will describe the life
of the CTL to provide a context to one of the key immune reactions of the human body. I will go through
the several stages of the life of the CTL from bone marrow progenitors to naive cells, effector cells, and
memory cells, and focus on the targeted killing.

2.8.1. Bone marrow progenitors naive cells, and their activation

Bone marrow is a source of different stem and progenitor cells [509]. T cells originate from bone marrow
progenitors that later travel to the thymus (hence the name ”T Cell”) for the maturation, selection, and
subsequent export to the periphery [50]. During their maturation in the thymus, T Cells rearrange gene
segments, leading to the creation of a unique antigen-binding molecule, the TCR, which is responsible
for the specificity of each cell [50, 510, 511]. This antigen-binding receptor was first identified by several
research groups in 1980s [512]. The TCR is later responsible for the recognition of APCs. The antigen-
binding heterodimer is predominantly composed of two disulfide-linked polypeptide chains called α and
β [47, 508, 513], sketched in Fig. 2.14. The chains are about 280 amino acids long and have a substantial
extracellular part folded into two immunoglobulin-like domains. Unlike the antibodies that have two
antigen-binding sites, TCR has only one that is located in the extracellular part. Both α and β chains are
connected to a large array of invariant membrane-bound proteins helping to activate the CTL following
the TCR binding to the antigen. In the thymus, every TCR is associated with a coreceptor. T Cells
expressing CD8 coreceptor will be later activated into CTL. The coreceptor has an additional role in the
targeted killing since it binds to molecules on the surface of the APC further stabilizing the connection
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Figure 2.15.: Sketch of the activation of the näıve cell. Several types of proteins activating the T Cell are shown.

between the two cells [514].

T Cells leaving the thymus for the periphery are called näıve (resting) cells [515–517]. However, the
thymus is not solely responsible for the maintenance of their numbers, since majority of näıve cells in
humans derive from turnover. They are surprisingly long-lived and have expected lifespans of several
years. They migrate through the secondary lymphoid tissues and peripheral circulation but are unable to
mount any kind of response against a threat since they lack the necessary tools. Specifically, they lack the
lytic granules that serve as CTL’s primary weapons. Before the T Cell can kill, it must turn itself into the
effector T Cell capable of an immune response.

The näıve cell turns it self into an effector cell by a complex process known as activation mediated by the
TCR [508,518–520]. The process is initiated in peripheral lymphoid organs when the näıve cell encounters
APC. There are three main types of APC able to activate T Cells: dendritic cells, macrophages, and B
cells. It appears that dendritic cells are the most potent since their function is to present the antigen to the
agents of the immune system [521]. Immature dendritic cells can be found in tissues of the body including
the skin, gut, and respiratory tract. They encounter a pathogen that induces their maturation from an
antigen-capturing cell to an antigen-presenting cell able to activate näıve cells. Three types of protein
located on the surface of the APC play a role in näıve cell activation: major histocompatibility complex
(MHC) proteins presenting foreign antigen to the TCR, costimulatory proteins binding to complementary
receptors on the surface of the T Cell, and adhesion molecules enabling a T Cell to bind to APC, sketched
in Fig. 2.15. The interaction between the TCR and MHC proteins is described in Section 2.8.2.

Two things take place when the APC is recognized: the CTLs prepare the weapons and expand in
numbers. Following the activation, the CTL begins to synthesize cytotoxic materials and the compartments
for their storage [59,522]. However, the immune system could not mount an effective immune reaction with
an insufficient number of T Cells. For this reason, activated T Cells undergo a massive proliferation that
can increase their numbers by several orders of magnitude [515, 516, 523]. The new effector cells migrate
through the organism in search of pathogens that stimulated their activation [508].

2.8.2. Recognition of the antigen-presenting cell by the effector T Cell

Effector CTL stroll through our organisms looking for the threats. However, before the CTL can engage
the threat, it has one extremely difficult task: to recognize it. CTL can recognize intracellular threats
by the detection of the foreign peptides, which are fragments of the pathogen’s proteins. Peptides are
located on the cell’s surface and presented and accumulated in the large clusters of the genes termed the
major histocompatibility complex (MHC). CTL (and other types of T Cells) can recognize the peptide
only when they are presented by the MHC molecules [75]. Consequently, the CTL does not recognize
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Figure 2.16.: Sketch of the IS. ”The immunological synapse consists of a series of supramolecular activation clusters
(SMACs) forming a bull’s-eye–like ring when observed in cross section. The central SMAC (cS-
MAC) consists of the T-cell receptor (TCR) and associated kinases, the peripheral SMAC (pSMAC)
of integrins, and the distal (dSMAC) of excluded phosphatases, such as CD45, as well as actin and
actin-interacting proteins, e.g. IQGAP-1. The centrosome docks by the cSMAC and determines the
point of secretory granule exocytosis in cytotoxic T lymphocytes (CTLs).” The figure and the caption
was taken from [534], the text of the caption is delimited by quotation marks. The permissions are
stated in the Appendix C.

the peptide, but the peptide-MHC molecules (pMHC). Surprisingly, there are over 1015 possible pMHCs
produced from 20 proteogenic amino acids [524]. The T Cells have to recognize and react against an
astonishingly large array of indicators of a danger to the organism. The recognition of the pMHC and the
following initiation of the immune reaction is one of the main tasks of TCR [47,58]. The recognition of the
pMHC is mediated by the variable complementarity-determining regions of the TCR [75, 525]. However,
the pool of TCR is still relatively limited(< 108). It is unclear how such a limited pool can provide an
immune response to an enormous, several orders of magnitude higher number of peptides [524, 526]. One
possibility is the large degeneracy of TCR giving it the ability to respond to manifolds of pMHC.

MHC molecules have two properties that make it difficult for the pathogen to escape the detection
of the immune system. First, MHC is polygenic. It contains several different MHC classes of genes
possessing a set of MHC molecules with different peptide-binding specificities. Second, the MHC is highly
polymorphic. There are several variants of every gene in the population. Interestingly, MHC genes are
the most polymorphic genes currently known [527]. Two major MHC classes differ in their structure,
their expression pattern on tissues of the body, and functions. This can be exemplified by the two main
structurally and functionally distinct classes: class I and class II MHC proteins that present peptides
to CTL and helper T Cell, respectively [508, 525, 528, 529]. Despite of all the effort, some of it very
recent [530], many aspects of the TCR-pMHC binding remain unclear.

The engagement of the TCR results in the suppression of T Cell locomotion and the creation of the
IS [531,532].

2.8.3. IS formation and structure

The IS is a complex contact zone between the two cells. The processes taking place or initiated in the IS
play a key role in many basic cellular functions. It can be exemplified by the influx of the Ca2+ through
the CRAC channels [Hornak2016] or by the TCR signaling [533]. It is impossible to review here all of its
functions. I will outline the organization, shape, and the location of the pulling forces.

The IS was first described by the Kupfer’s group in 1998 as a highly organized contact zone with
radially symmetric compartments termed supramolecular activation clusters (SMAC) [81], sketched in
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Figure 2.17.: Actin filaments and the MTOC at the IS. Cortical actin is reduced at the synapse when the MTOC
is docked. Green and red represent actin and tubulin, respectively. The MTs connect to the MTOC
located in the middle of the actin ring. The figure was taken from [74] with the permissions stated in
the Appendix C.

Fig. 2.16. The early experiments describe the mature IS as a bull’s eye arrangement of SMACs formed
within the first few minutes of T Cell–APC contact [535, 536]. The center of the bull’s eye (cSMAC),
accumulates TCR, pMHC complexes, and various signaling molecules, like protein kinase C θ, which
seems to be a marker for achieving the stable IS. The peripheral SMAC (pSMAC) forms an adhesive ring
around the cSMAC. It contains integrins and integrin-associated cytoskeletal proteins. The pSMAC is also
the region where dyneins accumulate, which will be discussed later. It is encircled by the distant SMAC
(dSMAC) playing many important roles. Most notably, the actin filaments accumulate in the dSMAC at
the beginning of the IS formation [74, 537]. When the MTOC translocates towards the IS, it contacts the
plasma membrane close to the center of the IS, behind the central cSMAC. The place for the secretion of
lytic granules is located next to the cSMAC, sketched in 2.16. It should be emphasized that the clusters
do not carry out different functions, but collaborate on many tasks including the TCR signaling [83]. The
description of the SMACs and their role can be found in [531].

Moving CTLs have a leading-edge enriched by the actin. Consequently, when the CTL binds to the
APC actin is accumulated at the contact zone. Actin depletion at the contact zone initiates the formation
of the cSMAC and is necessary for effective TCR signaling [74, 534]. Ritter et al. reported that the actin
network dramatically reorganizes within the two minutes after the formation of the IS [74]. The authors
observed a substantial loss of the actin density at the center of the IS and the actin relocation to the
dSMAC. The depletion of the actin in the IS is correlated with the beginning of the MTOC repositioning.
The MTOC arrives to the IS when the center is almost empty of the actin forming a ring-like structure
located at the IS periphery, see Fig. 2.17. The contact between the two cells flattens the plasma membrane
at the IS. In some cases, the membrane can invaginate to the CTL [5, 74]. To summarize, the IS is a
flattened area surrounded by the actin ring.

Here, I will focus on the pulling forces and their location. The dynein motor protein is necessary
for the repositioning since the depletion or the inhibition of dynein strongly impairs the MTOC move-
ment [106, 538, 539]. There are still some open questions about how the dynein is recruited to the
IS. Apparently, the dynein accumulation depends on the accumulation of the lipid second messenger
diacylglycerol [538]. Sanchez et al. demonstrated the spatio-temporal correlation of the decrease of the
actin density and dynein recruitment [182]. Although the actin filaments are never completely cleared
from the IS, their density must drop under a certain value to enable the recruitment of the motor protein.
The ADAP appears to be indispensable for the recruitment of dyneins to the IS, since its loss prevents
MTOC translocation and dynein accumulation at the IS [118]. Both proteins move to the synapse, where
they colocalize in the form of a ring in the pSMAC. It was suggested that the dynein in the pSMAC drives
the repositioning via cortical sliding mechanism [9,121]. Yi et al. [5] provided evidence that MTs are also
pulled by the capture-shrinkage mechanism in the center of IS. To summarize, the dynein pulling via the
cortical sliding and capture-shrinkage mechanism are accumulated at the periphery and in the narrow
center of the IS, respectively.

At the end of this section, I will briefly summarize the properties of the IS that are crucial to my work.
The IS is a complex structure divided into several clusters having a bull’s eye arrangement surrounded by
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Figure 2.18.: Sketch of the combination of capture-shrinkage and cortical sliding mechanisms. The outer transparent
sphere stands for plasma membrane and the inner sphere depicts the nucleus. The cyan and brown
circle represent the periphery and the center of the IS, where cortical sliding and capture-shrinkage
dyneins are located, respectively. The big black sphere represents the MTOC and small black spheres
stand for dyneins. Blue, yellow and red lines represent unattached, cortical sliding and capture-
shrinkage MTs, respectively. (a) At the beginning of the process, MTs intersecting the IS attach
to dyneins. MTs passing through the center attach in end-on fashion to capture-shrinkage dyneins.
Contrarily, MTs attached to cortical sliding dyneins at the periphery pass through the IS. (b) Capture-
shrinkage MTs depolymerize as the MTOC approaches the IS. Cortical sliding MTs slide on the plasma
membrane. Cortical sliding MTs create a wide stalk connecting the MTOC and the IS that encloses
more narrow stalk between the MTOC and the center of the IS. (c) Capture-shrinkage MTs are
depolymerized. The figure was made using the simulation software [Hornak2022B].

the ring of actin filaments. The dynein is accumulated at the periphery of the IS and in its center and
pulls via two different mechanisms driving the MTOC repositioning.

2.9. MTOC repositioning during targeted killing

2.9.1. Experiments

The MTOC repositioning during the CTL targeted killing was first observed in 1982. Geiger et al. used
electron microscopy to investigate the position of the MTOC in the CTL bound to the APC [540]. Already
in this first experiment, the authors observed many important characteristics of the targeted killing. They
reported that the CTL is polar and that the hit is strictly unidirectional, affecting the APC without
harming the CTL. They also noted that the CTL interacts with and binds to APC predominantly by
establishing a membrane region. Moreover, they reported that the MTOC in almost all CTL was moved
towards the intercellular contact site. A year later, similar results were reported by Kupfer et al. who
analyzed the targeted killing of the NK cell by light and immunofluorescence microscopy [541]. The
NK-APC conjugates were observed. The binding of the NK cell triggers a sequence of events leading to
a rapid repositioning of the Golgi apparatus and the MTOC inside the NK cell to the contact area. The
authors proposed that the repositioning of the two organelles directs the secretory vesicles containing
components inducing target cell lysis.

Kuhn et al. [9] investigated CTL directional killing by the means of polarization microscopy and
computerized 3D reconstruction of tubulin. After the contact with the target cell, the MTOC transitioned
to the IS during approximately three minutes, see Fig. 2.19. Subsequently, it wiggled around the contact
zone. During this motion, the changes in the distance between the MTOC and the contact zone were
relatively small compared to the ones between the MTOC and the IS center. When the CTL attached
to two targets simultaneously, the MTOC exhibited large, often incomplete transitions in a direct line
between the two contact sites.

The authors also observed the cortical sliding mechanism. During the process, the MTs were spanning
from the MTOC to the contact zone on the cell cortex. The images also showed that the MTs straightened
in the direction of the MTOC movement and that their interaction is not limited to their tips. In
the case when the MTOC repolarized, the central zone was left devoid of MTs, since the majority
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Figure 2.19.: Modulated polarization microscopy of the MTOC repositioning during the targeted killing. MTOC
denoted by the white arrow was originally on the opposite side of the CTL nucleus (N) from the
contact zone. (a-f) During approximately three minutes, the MTOC translocates to the IS. Scale bar,
5µm. (g) The MTOC path. The beginning and ending outlines of the CTL are represented by light
and bold lines, respectively. (h) The dependence of the mean distance between the MTOC and the
center contact zone on time. The figure was take from [9] with the permissions stated in the Appendix
C.

of them extend out laterally from the MTOC toward the peripheries of the contact site. MTs bend
sharply at the sites of contact with the cellular cortex and these bending points formed a roughly
circular ring at the contact site. This supports the hypothesis that the MTs are attached to motor
proteins at the pSMAC. The authors further hypothesized that the MTs can be one of the reasons why
pSMAC takes the shape of the ring. Four years later, the same group reported that the dynein colocal-
izes with the ADAP ring in the pSMAC, where it can generate the forces necessary for the MT sliding [118].

Yi et al. [5] used optical trap to place a target cell so that the MTOC and the IS are initially
diametrically opposed, which allowed for the dynamical imagining in a quantitative fashion. Following the
formation of the IS, several MTs reach the center of the IS where they terminate in the end-on fashion.
Over the next few seconds, they straighten and form a narrow stalk connecting the center of the IS with
the MTOC. Subsequently, the MTs in the stalk shorten as the MTOC approaches the IS and the rates of
depolymerization correspond to the rates of the MTOC repositioning. The effort to localize dynein was
unsuccessful possibly due to their low amount. However, the authors reported that the plasma membrane
penetrates into the CTL during the MTOC repositioning at the place where the MT stalk ends. Such
indentations bear similarities with the ones appearing at the presumptive sites where the MT plus end is
pulled at the membrane by the cortical dynein [542]. These results suggest that the MTOC is pulled by
the capture-shrinkage mechanism, involving the end-on capture of MTs at the center of the IS, visualized
in Fig. 2.18b. Since the center of the IS is relatively small, the stalk connecting the MTOC and the IS is
narrow compared to the stalk of cortical sliding MTs, visualized in Fig. 2.18b.

To summarize, the works of Kuhn et al. and Yi et al. provided the evidence of the two mechanisms
driving the repositioning. Cortical sliding and capture-shrinkage dyneins are anchored at the periphery and
in the narrow center of the IS, respectively, see Fig. 2.18a. During the cortical sliding mechanism, the end
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of the MT remains free, while the capture-shrinkage acts in an end-on fashion and the MTs depolymerize,
see Fig. 2.18c. During both mechanisms, the MTs attached to dynein form a stalk connecting the MTOC
and the IS. Since the center of the IS is substantially smaller compared to the entire IS, the cortical sliding
stalk is substantially wider, see Fig. 2.18b.

Yi et al. also compared the MTOC speeds during the repositioning in the cells with and without the
capture-shrinkage mechanism. To ”turn off” the capture-shrinkage mechanism they used taxol, which
is the inhibitor of MT depolymerization. They reported that the MTOC speeds in taxol-treated cells
decreased by 71%. Moreover, they observed a substantially smaller percentage of complete repositionings.
Based on these results the authors concluded that the capture-shrinkage is the main driving force of the
repositioning. However, experiments were performed in only one configuration of the cell. The analysis
of the role of the two mechanisms in various configurations of the cell was one of the main goals of my work.

Quann et al. [538] reported that the MTOC repositioning is preceded by the production of the diacyl-
glycerol and the accumulation of dyneins at the IS. Moreover, they recorded the positions of the MTOC
providing the timescale of the repositioning. Helper T cells were in contact with the glass coverslip and
then used ultraviolet light to create a region of activated pMHC. The angle between the MTOC and the
activated region was around ninety degrees. They observed that in such configuration the MTOC needs
approximately three minutes to travel to the IS, which is consistent with the results from [9]. Moreover,
they observed that the movement slows down when the MTOC approaches the IS, as was observed by [5].

The experimental results stated above are crucial for my work, since they provide the experimental
evidence for the two mechanisms. Moreover, they measured the dependence of the MTOC-IS distance on
the time during the repositioning. However, MTOC repositioning and the organization of the cytoskeletal
filaments in immune reactions is a fascinating and a vivid topic. The recent works and the reviews can be
found in [326,543–545].

2.9.2. Models

Deterministic model

Kim and Maly [546] tested whether an MT pulling mechanism located in the IS can reposition the MTOC
and therefore bring a killing apparatus. The cell has a shape of a sphere with flattened IS, see Fig. 2.20.
MTs are connected in the MTOC and their movement opposed by the viscous drag is confined between
the cell membrane and the rigid nucleus. The model simulates the pulling of the cortical sliding dyneins
by the deterministic force proportional to the length of the filament closer to the IS than a threshold value

Figure 2.20.: Sketch of the deterministic mechanical model of the T Cell polarization. The flattened part represent
the IS, where the MTs are pulled by the deterministic force. The figure was taken from [546] with
permissions stated in the Appendix C.

The model reproduces the observations that the MTOC repositions to the IS and then oscillates
close to it. However, some of the observations are in contradiction to experimental results. During the
repositioning, long-range reorientation results in an asymmetrical arrangement of MTs, since a relatively
tight “bundle” of filaments is formed at the leading side of the cytoskeleton. The creation of the bundle
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results in the MTOC movement to the second IS if it is formed in the direction of the original MTOC
motion. However, when the second IS is created in the opposite direction, the MTOC stays close to the
first IS. The changes in the shape of the cytoskeleton observed in [5] were completely different since the
side of the cytoskeleton leading the movement has a smaller amount of MTs. This contradiction may limit
the predictions of the model.

Model with mobile dyneins

The model developed by Gros et al. takes into consideration the massive restructuring of the CTL to form
the IS [547]. When the interface between the two cells is created, the actin filaments form a ring structure
around the IS, whose center becomes actin-depleted, which allows dynein to be recruited to the IS [182].
The study proposes a model in which dynein is mobile and drags itself on the membrane while exerting
force on the MTs. Dynein reorganizes in the synapse under the MTOC while stepping on the MT until
they find a position on the filament and the force is sufficient to stall or unbind.

Figure 2.21.: The three phases of the model with the mobile dynein. The MTs move in the gray volume, the nucleus
is blue, and the red part denotes the confinement of the MTOC. In the first phase, the MTOC is
bound to the confinement and the MTs grow and shrink and achieve a steady state of the network.
In the short second phase, the flattened IS is introduced. In the third phase, the MTOC is released
from the confining cap and the dyneins are placed to the IS. The figure was reprinted from [547] with
permissions stated in Appendix C.

The model is sketched in Fig. 2.21. The cytoskeleton in the model consisted of 150 growing and
shrinking MTs. To assure the steady-state length distribution before the beginning of the repositioning,
the simulation used a long initialization period during which the MTOC was confined in a spherical cap.
During the transitory phase, actin is depleted from the center and form a dense structure at the periphery
of the IS hindering the MTs from entering. Consequently, the MTs can make contact only with the central
part of the IS. The side of the CTL with the IS is flattened to represent the contact between the two cells.
Polarization starts after the addition of mobile dyneins on the flattened surface.

The model reproduced multiple aspects of the MTOC repositioning. Most importantly, dyneins accu-
mulate into clusters in the IS and their pulling can create a MT stalk that was observed experimentally [5].
However, the MT bundles are created only if sufficient amount of motors has converged before the
MTOC translocation. The authors further investigated the model with MT-capture-shrinkage dynein
binding to the end of shrinking MTs. However, such model was less robust and required low unbinding
rates to reposition the MTOC, possibly due to the simplified implementation (as authors admit). The
capture-shrinkage dyneins still formed clusters, suggesting that the clustering may be independent of the
mechanism.

39



Chapter 2. State of the art

Figure 2.22.: Centrosome polarization brings lytic granules to the synapse. The continuous and intact actin cortex
(green) in migrating cells provides a barrier restricting the secretion of lytic granules (red). Upon
recognition of the APC (blue), the MTOC moves to the IS dragging the granules. The MTOC docks
close to the cSMAC and brings the MTs and the lytic granules to the close proximity of the plasma
membrane. Due to the low density of the actin cortex, lytic granules can secrete to the APC. The
figure was taken from [534] with the permissions stated in the Appendix C.

Recent models

Several groups modeled the cytoskeletal dynamics during various biological processes. The reviews can be
found in [548–550]. In the end, I would like to mention Cytosim, a cytoskeleton simulation suite developed
in 2007 [551], that models basic elements of the filaments and motors, which can be combined to simulate
different biological functions. The code is extensible and was used to model actin and MT assemblies in
various functions in 1D, 2D and 3D. During the last few years, Cytosim was successfully used to model the
cytoskeleton dynamics by various groups [547,552,553].

2.10. Secretion of lytic granules

The docking of the MTOC at the IS assures directional transport of specialized secretory lysosomes
alongside the MTs, see Fig. 2.22. Subsequently, the granules are ejected towards the APC leading
to its death. The secretion of lytic granules is therefore indispensable for the proper immune reaction
and its defects lead to serious illnesses like hemophagocytic lymphohistiocytosis type 2–5 or Griscelli
syndrome type 2 [87, 554]. The secretion is dictated by the TCR and signaling cascades initiated in the
cSMAC [533,554].

Stinchcombe et al. [555] found that the place of the secretion lies within the adhesion ring (colocalizing
with pSMAC) close to the signaling region (cSMAC), sketched in Fig. 2.16. The authors also reported
that the signaling protein organization is maintained during the secretion, which implies that the secretory
and signaling function may take place simultaneously. The secretion of the granules is preceded by the
accumulation of talin, a protein linking membrane proteins to the actin cytoskeleton, into a ring-like
structure [556], see Fig. 2.23. The talin is localized into pSMAC and it surrounds the cSMAC containing
signaling molecules including Lck and PKC−θ. The authors further investigated the mechanism of the
secretion. The lytic granules accumulate around the Golgi apparatus and they tightly align with the
plasma membrane. Subsequently, one can observe the formation of the large cleft between otherwise
tightly associated plasma membranes of the two cells, sketched in Fig. 2.23d. They observed that the
content of lytic granules like granzyme A and cathepsin D enters the cleft, see Fig. 2.23c, appears to be
an indentation to the APC membrane. The authors suggested that the cleft is the site of exocytosis. If
the CTL is connected to several different target cells, the CTL kills them separately, suggesting that the
release is allowed at only one point at a time. The fact that the cytotoxic release is so carefully focused
explains why the CTL can kill without any widespread damage [557].
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Figure 2.23.: Secretion of lytic granules to the APC. The cleft forms as an indentation in the APC membrane.
(A–C) CTL (right) is conjugated to target cells (left, the membrane is green). (A) Talin is depicted
as red, granzyme A is blue. (B) Signaling molecules Lck is red. The signaling domain appears intact.
(C) Granzyme A (red) and cathepsin D (blue) enter the cleft between the two cells. (D) The model
depicting the arrangement of the IS as seen in the section through the cell-cell contact site (left) and
looking flat down to the IS from the side of CTL (right). Two distinctive domains, secretory and
signaling are surrounded by the adhesion molecules assuring the contact between the two IS. The
figure was taken from [555] with the permissions stated in the Appendix C.

Electron microscopy showed that the lytic granules are membrane delimited and have a diameter ranging
from 0.5 to 2µm. More recent flow cytometry analysis suggested that the granule population of differen-
tiated human CTLs consists of individual granules having a continuous spectrum of sizes and containing
various lytic molecule load [558,559]. The lytic granules contain an arsenal of cytolytic proteins [554,560].
The lytic ability of the CTL is dramatically increased by the combination of perforin and granzyme. It
was shown that the perforin forms a pore at the cell membrane enabling the access of death-triggering
granzymes to the cytosol [561, 562]. The perforin in the APC further creates the pores in the membrane
allowing water and salts to pass into the cell leading to its death. The target may repair pores in the
membrane caused by perforin, but its DNA is fragmented by the granzyme at the same time. Several
types of granzymes could lead to apoptosis. However, granzyme B seems to be the most efficient [563,564].
Whether the APC is killed by necrosis or apoptosis appears to depend on the target itself and the stage
of the cell cycle [88]. The killing is very efficient and involves only a temporary contact between CTL and
the target cell. CTLs are very effective serial killers since they can eliminate some of their targets within
2–10min [565,566]. After the killing, they can detach from the APC and attack the following target around
six minutes later [567].

2.11. Memory cells

The memory of the immune system is a crucial factor in the protection of health. Our ability to shape the
immunological memory through vaccines is one of the greatest triumphs of modern science [568,569].

The response of the T Cells increases with time and reaches the highest intensity 7 − 15 days after the
stimulation. When the threat is eliminated, the population of the T Cell rapidly decreases and approxi-
mately 90% of lymphocytes die. A small fraction of the cells survive and keep the memory of the pathogen.
The properties of those cells are changed: They can be easily activated (compared to näıve cells), they have
an increased proliferative potential, and they can respond to a threat more rapidly [519]. Moreover, they
can travel through secondary lymphoid organs and peripheral tissues that are poorly accessed by näıve or
effector cells. Due to the memory cells, the reaction of the immune system in case of reinfection can be
substantially faster. The memory cells are diverse and have multiple functions. This can be exemplified
by helper cells, see Section 2.7, and CTLs that transform into central-memory (TCM) and effector-memory
(TEM) T Cells, respectively. Upon antigen encounter, TEM display immediate effector function against
pathogen, while TCM uses the time to proliferate and prepare the second round of effectors [570,571]. The
efficiency of the cytotoxicity of various types of memory cells were analyzed in 2022 by Knörck et al. [572].
The memory cells can last for decades and protect our body against certain pathogens for the rest of our
lives [31].
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Figure 2.24.: Different roles of T Cells during aging. In early childhood, T Cells mediate pathogen clearance for
several acute infections and develop memory responses, and establish tolerance to foreign antigens.
During adulthood, the T Cell pool is more stable since it encounters a lesser amount of new threats
and consequently generates fewer memory cells. T Cells maintain homeostasis by controlling chronic
infections and surveil cancer cells, and maintain immunoregulation. The functions of the T Cells
decline with the increasing age resulting in increased susceptibility to infection and cancer. The figure
was taken from [50] with the permissions stated in the Appendix C.

2.12. Roles of T Cells in different stages of life

The critical role of T Cells in immunity changes and evolves during the different stages of the relatively
long human life, sketched in Fig. 2.24 [50, 573]. The first and the second decades of the life are critical,
since immune memory is not yet established and various pathogens challenge the organism lacking the
experience to handle them. Consequently, the infections are frequent and, as the childhood mortality
before the invention of vaccination demonstrates, potentially lethal. In infancy and childhood näıve cells
are the most represented to protect us against the overwhelming number of new antigens to which the
body slowly builds tolerance. The näıve cells are activated into effector cells whose majority dies when
the pathogens are defeated. The small fraction of the effector surviving after every infection contributes
to the rising and diversifying amount of memory cells.

The increase in the number of memory cells stops at the beginning of adulthood. For the next few
decades, the population of the memory cell is maintained and slowly gains the dominance over näıve
cells [573, 574]. The shift in dominance from näıve to memory cells suggests the change in the tasks of
the immune system. In adulthood, fewer new antigens are encountered and the population of memory
cells helps to deal with repeatedly encountered antigens. Moreover, the surveillance of tumors grows in
importance with increasing age.

Despite its strengths, the weaknesses of the immune system begin to show already in adulthood. Mainly,
adaptive immunity deteriorates since the body has difficulties maintaining a diverse repertoire of T Cells.
Naive and memory cells have a half-life from six to twelve months and fifteen to forty five days, respectively
[575–577]. Thymic production of the new näıve cells diminishes with time due to the decrease of the volume
of the functional thymic tissues [573, 578, 579]. At the beginning of adulthood, the thymus is responsible
for 16% of the generated cells. At later stages of life, thymic contribution declines to < 1%. After the age
of 50, almost the entire T Cell supply is generated from existing T Cells [580]. The insufficiency of this
mechanism results in a decrease in the T Cell population and contraction of TCR diversity [575,581]. Aging
affects various T Cell subsets differently, some types maintain their population even in the elderly while
the number of others decreases rapidly [573,575]. The weakening of the adaptive immunity is increasingly
clinically relevant as the person gets older and its failure is a major cause of mortality in the elderly [582].

2.13. MTOC repositioning during various cellular processes

The MTOC positioning is carefully regulated during the life of the cell and various cellular functions.
The importance of the MTOC is given by multiple factors. First of all, as the MT organizing center,
the MTOC is responsible for the maintenance of the cell’s shape, it participates in cellular motility and

42



2.13. MTOC repositioning during various cellular processes
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Figure 2.25.: Sketch of the MTOC repositioning in polarized cells. Green curved and blue straight lines represent
MTs and straight lines actin, respectively. The MTOC is shown as a purple dot. (a) The MTOC
positioning in migrating cells. The dyneins pull in the leading edge denoted by red and on sides
denoted by grey. (b) The MTOC positioning during cell division. The red color denotes the area
where MTs touch the plasma membrane, are captured and pulled by dyneins. The blue area denotes
the area of signaling. The two MTOCs are connected by MTs that will be interrupted in the middle.
The figure was taken from [584] with the permissions stated in the Appendix C.

plays a key role in crucial cellular processes like the cellular division [583, 584]. Moreover, the MTOC is
also very important signaling platform [106]. The importance of the regulation of the MTOC position
was discovered already in the nineteenth century. Theodor Bovery, who coined the name centrosome,
provided evidence that following the duplication of the centrosome, the positioning of the two centrosomes
determines the location of the MT spindle and therefore the orientation and the position of the division
plane [585]. Spindle positioning can be determined both by intracellular and extracellular clues. The
former can be exemplified by the large array of signals in single-cell organisms. The latter are for example
the signals resulting from the cell adhesion to the extracellular matrix in multicellular organisms. The
spindle orientation can have profound consequences on the basic structure of our organism. For example,
the extracellular signals determine spindle orientation during epithelial morphogenesis and therefore have
a deep impact on the tissue architecture, spreading or thickening [586–589].

During interphase, the MTOC is tightly associated with the nucleus and the interaction is facilitated
by the cytoskeleton and various proteins of the nuclear envelope [590]. In non-polarized cells, the MTOC
and the nucleus localize close to the center of the cell and the nucleus–centrosome axis has no preferential
orientation. Due to its indispensable role in intracellular organization, the MTOC’s position in the cell
is tightly regulated to facilitate specific cellular functions. In polarized cells, the relative MTOC-nucleus
position corresponds to the polarity axis. The position of the cytoskeleton reflects the geometry of the cell
and is the result of the polarized forces acting on the MT cytoskeleton, especially by the MT-associated
molecular motor proteins [122, 591]. This can be exemplified by the targeted killing in which the MTOC
travels around the nucleus and positions itself between the nucleus and the IS. The purpose of this section
is to show the analogies between the MTOC repositioning in the CTL with the MTOC dynamics during
other biological functions.

In migrating cells the MTOC is usually positioned between the nucleus and the leading edge, which is
thought to promote the directional movement [584,592], sketched in Fig. 2.25a. Due to their pivotal role in
cell mechanics, intracellular transport, and signaling, MTs play a key role in all essential events resulting
from the cell migration. The MTOC placement in front of the nucleus may assure the contact of MTs with
the leading edge of the cell. However, this concept is challenged by the case of migrating fibroblasts that
position the MTOC behind the nucleus [593]. Regardless of the fact that the MTOC can be positioned
behind or in front of the nucleus, the MTOC-nucleus axis appears to be in line with the direction of
movement [584]. Although the MTOC positioning in various cells may appear similar, it can be achieved by
distinct mechanisms: in astrocytes and neurons the MTOC transitions in front of the nucleus. In the case
of fibroblasts, the nucleus moves while the MTOC stays close to the center of the cell [594]. The MTOC
repositioning in migrating cells is actively controlled by the MTs as was demonstrated by the case of cells
treated by a depolymerizing drug [592, 595]. Dyneins, which were thought to play a role in centrosome
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Figure 2.26.: MTOC repositioning in the cell with two IS. Snapshots from the time evolution of the MT cytoskeleton
under the effect of both mechanisms with the same dynein density 400µm−2 in both IS. The outer
transparent sphere stands for the cell membrane and the inner sphere depicts the nucleus. The blue
and green lines represent unattached growing and shrinking MTs, respectively. The red, black and
yellow lines depict MTs attached to captures-shrinkage dyneins in the right IS, left IS and to cortical
sliding dyneins, respectively. The large cyan cylinders stand for the IS and the narrow brown cylinders
represent their centers. Dyneins are depicted by small black dots. (a) MTs attach to capture-shrinkage
and cortical sliding dyneins in the right IS and to cortical sliding dynein in the left IS. They form a
stalk and pull the MTOC towards the right IS. (b) Cortical sliding dyneins are attached to MTs in
both IS. As the MTOC approaches, MTs detach from capture-shrinkage dyneins in the right IS. (c)
Capture-shrinkage MTs form a stalk and pull the MTOC towards the left IS. The figure was made
using the simulation software [Hornak2022B].

positioning in migrating cells, appear to be concentrated in the leading edge [594,596]. To summarize, we
can see several analogies with the MTOC repositioning in CTL: the MTOC moves, changes its relative
position to the nucleus, and the movement results from the interplay of dynein motors and MT cytoskeleton.

During the cell division, the precise location of both mother and daughter centrioles is necessary to
control the positioning of the mitotic spindle. In a large array of organisms, the positioning of the
mitotic spindle is achieved by the forces of dynein located on the plasma membrane [597–599], sketched in
Fig 2.25b. This can exemplified by mitotic spindle oscillations in C. elegans [107, 600–605]. They result
from the cooperative attachment and detachment of dyneins to astral MTs [606–609]. In C. elegans, we
have two distant locations of dynein accumulations on the opposite sides of the cell, sketched in Fig.
2.25b. As the MTs grow, they encounter the plasma membrane, are captured by dyneins, and then
pulled towards the membrane. The oscillations occur since restoring forces pull the spindle back to the
central location. The sources of the restoring forces were frequently discussed [225,439,600–602,610–612].
MTs grow in all directions and therefore contact the plasma membrane on the other side. Consequently,
restoring forces may simply result from the dynein pulling on the other side of the cell. Another possibility
is that the restoring force is caused by the stiffness of MTs. As MTs grow, they encounter the plasma
membrane and bend against it, which may result in forces opposing the movement.

One can observe similar MTOC transitions in the CTL with two IS, sketched in Fig. 2.26. The second
IS is created when the CTL attacks the second APC before severing the contact with the first one.
Consequently, MTs attach and dyneins from the opposite IS are in a constant tug-of-war. When one side
wins the competition, the MTOC relocates towards the IS. Subsequently, the MTOC dwells for some
time close to the IS, and then it travels to the second IS. Depending on the cell configuration and acting
mechanisms, transitions may be continuous and fast, or slow and interrupted. Nevertheless, restoring
forces are necessary to start a new transition. Kim and Maly [546] proposed that the MTOC transitions in
the CTL with two IS are the consequence of the cooperative attachments and detachments of the dyneins
in different IS. They hypothesized that the detachment of MTs on the trailing side of the MTOC takes
place because the MTs are lifted off the pulling surface on the plasma membrane by viscous drag in the
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cytoplasm. In [Hornak2022] we proposed a different scenario in which MTs detach at the close IS due to
the MT stiffness forcing the MTs to lose the contact with the plasma membrane as the MTOC approaches
the IS. Simultaneously, MTs attached in the distant IS are pulled by dyneins.

One can observe many similarities between the MTOC repositioning in the cell with two IS and mitotic
spindle oscillations in C. elegans. In both cases, the cell exhibits two distinct areas of dynein accumulation.
Moreover, the processes are influenced by the DI, since MTs growing and shrinking influence the number
of MTs reaching the plasma membrane and the interaction. In both cases, the MTOC oscillates since it
is pulled to one side and then pushed back to the central location by restoring forces that are at least
partially provided by dyneins at the distant location.

To conclude, the MTOC dynamics in various biological functions often result from the interplay of MTs
and dyneins. However, it would be a mistake to consider the MTOC dynamics completely different from
other dynamic processes in the cell, since they employ similar mechanisms, which can be exemplified by
the nuclear oscillations in S.pombe [613–615]. The analysis of the intracellular dynamics and interplay
between motors and cytoskeleton filaments will certainly provide exciting topics for future research.
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3.1. Model of the cell with one immunological synapse

We want to model a cell comprising the following elements: the plasma membrane, nucleus, microtubules
(MTs), MTOC, IS, and dyneins. We model the membrane and the nucleus as two concentric spheres with
the radii RCell = 5µm and Rnuc = 3.8µm, respectively. The movement of MTs is confined between the
plasma membrane and the nucleus and they are pulled by dyneins located in the IS via two mechanisms.
The IS is divided into two areas: the center, where the dyneins pulling via the capture-shrinkage
mechanism are located, and the whole IS, where dyneins pull via the cortical sliding mechanism, sketched
in Fig. 3.1. The regions are modeled as intersections of the cell membrane with two cylinders with the
same axis with radii RIS = 2µm for the complete IS and RCIS = 0.4µm for the central region.

The computational model of the cytoskeleton consists of a variable number of MTs sprouting from the
rigid MTOC, sketched in Figs. 3.1a and d. In our model, MTs are represented by a bead-rod model
with the flexural rigidity 2.2 × 10−23Nm2 [91]. MTs move under the influence of several forces: drag,
forces of dyneins, noise, and bending. The model of the MT is described in detail in Section 3.3. We use
constrained Langevin dynamic to model the motion of the filaments, see Section 3.6.

MTs sprout from the MTOC in every direction. Filaments sprouting in a direction parallel to the cell
membrane continue to grow. However, MTs growing in the direction against the membrane or the nucleus
soon hit the wall. Such MTs either bend in a direction parallel to the membrane or undergo the MT
catastrophe. Long MTs, therefore, appear to sprout from the MTOC in one plane [5]. Consequently, we
model the MTOC as a planar structure from which the MTs sprout to the cell’s periphery in a direction
given by the first segment, see Fig. 3.1d. The model of the MTOC is described in detail in Section 3.4.

Unattached dyneins are represented just by one point on the cell membrane and they scholastically
attach to MTs with a rate decreasing with the rising distance from the MT. Attached dynein consists of
an anchor point with the fixed position and an attachment point stepping on the MT. They are connected
by an elastic stalk whose prolongation determines the force of the dynein. The stepping of the attachment
point is stochastic and depends on the magnitude of the force and its orientation. If the force is parallel
to the preferred direction of the stepping to the minus end, the dynein steps relatively quickly towards the
MTOC. If the force has the opposite direction, the rate of stepping decreases with the increasing dynein
force, and the movement stops at a stall force. If the force exceeds the stall force, the attachment point
slowly steps to the plus end of the MT. The detachment rate increases exponentially with the force. The
dynein model can be found in Section 3.5.
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Figure 3.1.: Sketch of the model with one IS. (a) A two-dimensional sketch of the model is shown. MTs sprout from
the MTOC to the periphery of the cell. MTs can remain unattached or attach to dyneins and be pulled
by cortical sliding or capture-shrinkage mechanisms acting in the center or the whole IS, respectively.
(b and c) Two-dimensional sketches of the capture-shrinkage and cortical sliding mechanisms. Small
black points on the membrane and on the filaments represent the dynein anchor and attachment points,
respectively, connected by the stalk. The filled black circle and the solid line, and the empty circle and
the dashed line stand for the MTOC and the MT in earlier and later stage of the process, respectively.
(b) Sketch of the capture-shrinkage mechanism. The plus end of the MT is fixated on the membrane
and it depolymerizes as the MTOC approaches the IS. (c) Sketch of the cortical sliding mechanism.
The plus end of the MT remains free and slides on the cell membrane. (d) A three-dimensional sketch
of the cell cytoskeleton is shown. The cyan and brown disks represent the whole IS and its center,
respectively. Black dots represent randomly distributed unattached dyneins in the center and the whole
IS. (e and f) Three-dimensional sketches of the capture-shrinkage and cortical sliding mechanisms. (e)
MTs attached to capture-shrinkage dyneins form a stalk connecting the center and the MTOC. (f) MTs
intersecting the IS attach to cortical sliding dyneins located close to the filaments and slide on the cell
membrane. Figures (d-f) were made using the simulation software [Hornak2022B].

Dyneins pull the MTs via two distinctive mechanisms. During the capture-shrinkage mechanism, the end
of the MT is fixated on the cell membrane where it depolymerizes, sketched in Figs. 3.1b and e. During the
cortical sliding mechanism, the plus end of the MT remains free and the MT moves tangentially alongside
the cell membrane, sketched in Figs. 3.1c and f.

3.2. Model of the cell with two immunological synapses

This section will familiarize the reader with the augmentations of the model introduced to analyze the
MTOC repositioning in the cell with two IS. The configuration of the cell is determined by the angle
γ between the axes of the two IS, sketched in Fig. 3.2a. Both IS centers and the center of the cell are
located on the xz plane of the coordinate system, sketched in Fig. 3.2c.

The main difference from the model with one IS is that now we have two distant locations where the
dynein is accumulated. Dyneins in the same IS cooperate to pull the MTs in the same directions. However,
dyneins from the opposite IS are in a constant tug-of-war, visualized in Fig. 3.2b. The consequence of
opposing forces is the increase of the dynein force-dependent detachment rate expressed by Eq. 3.20. This
may lead to the detachment of all capture-shrinkage dyneins acting on MTs and to the loss of the contact
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between MTs plus ends and the plasma membrane. Consequently, contrarily to the previous case, the
plus ends of capture-shrinkage MTs are no longer fixated on the plasma membrane when all dyneins detach.

γ

(a) (b)

1

(c) (d)

MTOC dynein membrane unattached MT captured MT sliding MT IS growing tips

IS center pulling direction constraining forces nucleus plane center

1

1

Figure 3.2.: Model of the cell with two IS. (a) A two-dimensional cross-section of the model is given. MTs can
attach to dynein in both IS and are pulled by the capture-shrinkage and cortical sliding mechanisms.
Small black dots on the filaments and the cell membrane represent attachment and anchor points,
respectively, connected by the stalk. The configuration of the cell is defined by the angle γ between
the axis of both IS represented by dashed lines. (b) A three-dimensional sketch of the model is given,
γ = 2

3
π. The blue and the green lines denote unattached growing and shrinking MTs, respectively.

Attached MTs are pulled by the two mechanisms in both IS. The figure was made using the simulation
software [Hornak2022B]. (c) Two dimensional sketch of the growing MTs. The grey line represents the
plane where the geometrical centers of both IS and the cell are located. Attached MTs pull the MTOC
to the IS. Olive and blue arrows represent the growing tips of MTs pushing the MTOC from and to the
IS, respectively. (d) Probability density of the MT length.

The model was augmented by the DI, since we hypothesized that it is indispensable for the MTOC
transitions between the two IS. Contrarily to the cortical sliding, the capture-shrinkage mechanism acts
in end-on fashion in the narrow center of the IS, sketched in Figs. 3.2a and b. The MT can attach to
capture-shrinkage dyneins only when the plus end intersects the center of the IS. It is the permanent
reconstruction of the cytoskeleton that allows the plus end of the MT to find the narrow center of the IS.
Moreover, DI enables MTs depolymerized during the capture-shrinkage mechanism to regrow. Without the
DI, the transitions between the two IS would result in a permanently damaged MT cytoskeleton composed
mainly of depolymerized MTs. In our model, the growing and the shrinking speeds and the rescue rate
are constant and the catastrophe rate increases with the MT length reflecting a higher catastrophe rate at
the cell periphery. The implementation of the DI and its parameters are described in detail in Section 3.3.
Fig. 3.2d shows the MT length distribution resulting from the used parameters of the DI. The distribution
rises with the MT length until it reaches the maximum at the distance corresponding to the half of the
circumference of the cell. Since the tips of MTs attached to cortical sliding dyneins remain free, they can
shrink or grow even when attached.

The implementation of DI adds an additional force acting on MTs since the growing tips push against
the cell membrane. Contrarily to other forces acting on MTs, this force can push the MTOC from the IS,
sketched in Fig. 3.2c.
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3.3. Model of the microtubule

We considered the MTs as inextensible since the prolongation of MTs are unlikely to influence the
polarization. MTs are pulled by considerable longitudinal forces during the capture-shrinkage mechanism.
However, it is hard to imagine that those forces would result in the prolongation of MTs, since their
plus end is firmly anchored on the plasma membrane [5] and the rate of depolymerization corresponds
to the MTOC speed. Consequently, the elasticity of MTs can hardly influence the MTOC dynamics.
The situation is different when it comes to the cortical sliding, when the end of the MT is free and the
MT can therefore prolong. However, the cortical sliding dyneins lack the concentration in a narrow place
and therefore may exert considerably smaller forces [5]. Moreover, stochastically attached dyneins may
pull by the force in the range of pN, which may hardly cause the prolongation of curved MT bound by
the plasma membrane. Finally, the pulling force does not have to lead to the prolongation, but they
can trigger depolymerization [212]. Consequently, it is unlikely that the MT prolongation influences the
MTOC repositioning. Considering the flexural rigidity, I used the value 2.2 × 10−23Nm2 measured by
Gittes et al. [91] giving the persistence length of approximately 5mm, which corresponds to the middle of
the range of usually measured values.

We therefore model the MT as an inextensible polymer with a finite resistance to bending. The bending
energy can be expressed as:

H =
κ

2

∫ L

0

∣∣∣∣
∂q⃗

∂s

∣∣∣∣
2

ds, (3.1)

where κ = 2.2∗10−23Nm2 is the bending rigidity, L is the length of the MT, q⃗ = ∂r⃗
∂s is a unit tangent vector

along the filament and r⃗(s) is a position determined by an arc-length coordinate s [616]. The persistence
length of the MT can be expressed:

lp =
κ

kBT
> 5 · 10−3m, (3.2)

where kB = 1.38064852 × 10−23J · K−1 is the Boltzmann constant and the temperature T = 300K. The
persistence length of the MT is longer than five millimeters and exceeds the diameter of the cell (∼ 10µm)
by two orders of magnitude.

The MT is represented by the bead-rod model. The filament is divided into N beads with coordinates
r⃗0, ..., r⃗N−1 connected by the N − 1 segments t⃗i = r⃗i+1 − r⃗i of the same lengths, sketched in Fig. 3.3. If
the MT is not growing or shrinking, the length of the MT and of all the segments is conserved in every
step of the simulation:

|r⃗i − r⃗i+1| = k i = 1, ..., N − 1, (3.3)

where k = k
N−1 is the length of the segment. The unit tangent vector between the two beads is expressed

as:

q⃗i =
r⃗i+1 − r⃗i
|r⃗i+1 − r⃗i|

. (3.4)

The Hamiltonian can be discretized expressing the derivative of the unit vector as ∂q⃗i
∂s = q⃗i+1−q⃗i

k we
express:

∣∣∣∣
∂q⃗i
∂s

∣∣∣∣
2

=

(
q⃗i+1 − q⃗i

k

)2

=
1

k2
(|q⃗i+1|2 + |q⃗i|2 − 2q⃗i+1 · q⃗i) =

2

k2
(1 − q⃗i+1 · q⃗i). (3.5)

Consequently, the Hamiltonian of the discretized MT is expressed:

Hd =
κ

k

N−2∑

0

(1 − q⃗i+1 · q⃗i). (3.6)

The bending force acting on the ith bead can be expressed as:

F⃗ bend
i = −∂Hd

∂r⃗i
. (3.7)
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Figure 3.3.: A two-dimensional sketch of the MT discretization is given. The big grey circle, smaller circle and the
black sphere represent the plasma membrane, nucleus and the MTOC, respectively. (a) The sketch of
the MT in the cell. The MT movement is confined between the nucleus and the plasma membrane. The
minus end of the MT is fixated in the MTOC. The plus end pushes against the cell membrane. (b) The
sketch of the bead-rod model. The MT is represented by nine beads connected by the segments with
the same length. The first bead of the MT is in the proximity of the MTOC.

In the model of the cell with two IS, DI was implemented. In such a case the MT randomly alternates
between periods of growing and shrinking. Since the minus end of the MT is anchored in the MTOC,
we consider the DI just at the plus end. The MT switches from growing to shrinking and vice versa
by the events called catastrophe and rescue, respectively. To model the DI, one needs to define four
parameters: polymerization and depolymerization speeds, catastrophe and rescue rates. The speed of the
depolymerization (shrinking) is substantially faster than the polymerization (growing) speed and they were
estimated as vs = 0.2µms−1 and vg = 0.1µms−1, respectively [93, 96, 101, 246, 246, 246, 251, 254, 254–256,
256,256–262,262–264,264–266]. The catastrophe rate increases with the length of the MT and is expressed
as:

cr(L) = exp((L− Lc)/bc)s
−1, (3.8)

where Lc = πRCell + RCell

2 , bc = (L0 − Lc)/ln(rc), L0 = πRCell and rc = 0.022. The rescue rate was
estimated as rr = 0.044s−1 [254,256,264,266].

3.4. Model of the MTOC

The MTOC is modeled as a planar structure composed of twenty so-called sprouting points evenly dis-
tributed on a circle around the central point with the radius RMTOC = 0.5µm, sketched in Fig. 3.4a. The
structure is rigid since the distances between sprouting points and the center and the distances between
two neighboring points are kept constant:

CMTOC
i = |r⃗mtoc

i − r⃗c| = RMTOC i = 1, ..., QMTOC, (3.9)

where r⃗mtoc
i is the position of the sprouting point, r⃗c is the position of the central point. The distance

dMTOC between neighboring points is kept constant by additional QMTOC constraints:

CMTOC
i = |r⃗mtoc

i − r⃗mtoc
i+1 | = dMTOC i = QMTOC + 1, ..., 2 ·QMTOC. (3.10)

MTs sprout tangentially from the MTOC to the cell periphery in all directions. The direction of the
sprouting is given by the orientation of the first segment. The second bead of the MT is connected to the
sprouting point and the first bead is connected to a so-called ”rear” point chosen randomly from the five
most distant points of the MTOC, sketched in Fig. 3.4b. Therefore, the direction of the MT sprouting is
given by the two points of the MTOC. From every sprouting point the same number of MT arises.
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Figure 3.4.: Model of the MTOC. (a) The big black sphere represents the central point of the MTOC and the
blue points represent twenty sprouting points. The black and red lines represent the constraints fixing
the distance between the spouting and the central point and between the two neighboring points,
respectively. (b-c) Sketch of the forces connecting the MTOC and the MT. The small black dots and
the black line represent the first two beads of the MT and the segment connecting them, respectively.
The MT sprouts from the MTOC in the direction given by the first segment. The second and the first
bead of the MT are connected to so-called sprouting (purple point) and rear point, respectively. The
rear point is chosen randomly from the five most distant points (red points). In this case, the first and
the second points of the MT are connected to the point 13 and 3, respectively. (b) Sketch of the elastic
forces F e connecting the MTOC and the MT given by the distance between MTOC and MT points
depicted by the black dashed line. (c) The sketch of the bending forces F b between the MT and the
MTOC acting on the second bead of the MT and sprouting MTOC point. The bending force is given
by the angle τ between the first segment of the MT t⃗0 and the dashed line s⃗ connecting the sprouting
and the rear point. The forces push the beads towards each other decreasing the angle τ .

The first two beads of the MT are connected to the MTOC by elastic and bending forces, sketched in
Figs. 3.4b and c. The elastic forces are expressed as:

|F⃗ e
2 | = kMTOCldm, (3.11)

where kMTOC = 30·pNµm−1 is the chosen elastic modulus and ldm is the distance between the MT and the
MTOC points. Bending forces are given by the angle τ between the first segment and the line connecting
the sprouting and the rear point, sketched in Fig. 3.4c. Bending forces acting on MT beads can be
expressed:

F⃗ b
micro =

bMTOC

|s⃗|2
(
− t⃗0

|⃗t0|
+

s⃗

|s⃗|

(
t⃗0· s⃗
|s⃗||⃗t0|

))
, (3.12a)

F⃗ b
MTOC =

bMTOC

|⃗t0|2
(

s⃗

|s⃗| −
t⃗0

|⃗t0|

(
t⃗0· s⃗
|s⃗||⃗t0|

))
, (3.12b)

F⃗0 = −F⃗ b
micro − F⃗ b

MTOC, (3.12c)

where bMTOC is the bending rigidity, s⃗ is the segment between the sprouting and the rear points of the
MTOC and t⃗0 is the first segment of the MT. The forces F⃗ b

MTOC and F⃗ b
micro act on the sprouting point

and the second bead of the MT, respectively. The force F⃗0 acts on the first bead of the MT and the rear
point of the MTOC.

3.5. Model of the dynein

An unattached dynein is modeled as a point located in the IS on the cell membrane. The attachment
probability of the dynein decreases with the distance dmd between the point and the MT.

pa = ka dmd ≤ L0 (3.13)
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1

Figure 3.5.: Dynein’s force and rates. (a) The dependence of the attachment rate of dynein pa on the distance dmd

between the MT and the unattached dynein calculated using Eq. 3.13. (b) The dependence of the
dynein force Fd on the length of the dynein stalk ld, see Eq. 3.15. The blue points correspond to the
lengths of the first fourth steps of the attachment points. The dashed lines represent the lengths of
the stalk corresponding to the second step and to the stall force and delimit the probable length of the
dynein stalk. (c) The dependence of the stepping rate p− to the minus end of the MT on the dynein
force Fd, see Eq. 3.18. (d) The dependence of the dynein detachment rate pdet on the dynein force Fd,
see Eq. 3.20.

pa = ka · exp(−(dmd − L0)/pd) dmd > L0, (3.14)

where ka = 5s−1 and pd = 0.1µm is a chosen parameter. Fig. 3.5a shows the dependence of the attachment
probability on MT-dynein distance. The attached dynein consists of the attachment point stepping on the
MT and the anchor point with the fixed position in the IS, sketched in Fig. 3.1. They are connected by a
stalk whose relaxed length was estimated as L0 = 18nm [378,617–619].

The force of the dynein motor is determined by the elastic properties of the stalk and by its prolongation:

Fd = 0 ld < L0 (3.15)

Fd = kd · (ld − L0) ld ≥ L0, (3.16)

where kd = 400pNµm−1 is the estimated elastic modulus of the stalk [355, 620–623] and
ld = |r⃗anchor − r⃗attach| is the length of the dynein stalk between the anchor and the attachment
points. The dependence of the dynein force on the stalk length can be seen in Fig. 3.5b. The attachment
point steps to the minus end of the MT with steps of various lengths [384–388, 624]. For the sake of
simplicity, we considered the step length dstep = 8nm.

The force and its orientation determine the dynein stepping and the detachment probability. If the force
is null or parallel to the preferred orientation of the dynein stepping (to the minus end), the dynein steps
to the MTOC with the rate:

p− =
VF

dstep
, (3.17)

where VF = 1000nms−1 is the estimated dynein forward speed [379,382,384,385,389–392,625]. When the
dynein force is opposite to the preferred direction, the rate of the dynein stepping decreases with the force:

p− =
VF

dstep

(
1 − Fd

FS

)
Fd ≤ FS, (3.18)

until it finally stops at the stall force estimated as FS = 4pN [384–387, 392, 626, 627], see Fig. 3.5c. If the
dynein force Fd > FS , the dynein steps to the plus end of the MT with the stepping rate:

p+ =
VB

dstep
Fd ≥ FS, (3.19)

where VB = 6nms−1 is the estimated backward speed [384, 384, 392, 393]. The detachment rate increases
exponentially with the force:

pdet = exp

(
Fd

FD

)
, (3.20)
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step 1 2 3 4
ld [nm] 8 16 24 32
Fd [pN] 0 0 2.4 5.6
p− [s−1] 125 125 50 +
pdet[s

−1] 1 1 3.32 16.44

Table 3.1.: Dynein stepping. First row: the number of steps. Second row: distance ld between the attachment
and the anchor point. Third row: the force of dynein Fd. The force is null if ld < L0. Otherwise, it
rises linearly with ld. Fourth row: The stepping rate p− to the minus end. The stepping rate decreases
with the steps. At the fourth step the dynein stepping to the minus end is no longer possible and the
attachment point walks to the plus end. Fifth row: The detachment rate rises exponentially with the
distance.

where FD = 2pN is the estimated detachment force [392, 393, 628]. The dependence of the detachment
rate on the force can be seen in Fig. 3.5d.

Fig. 3.5b and Table 3.1 show that the dynein force is zero at the first two steps, since the corresponding
distances are smaller than the length of the relaxed stalk, see Eq. 3.15. Due to the high stepping rates
at zero load given by Eq. 3.17, the dynein makes the first two steps very quickly. As the dynein force
increases, the stepping rate to the minus end decreases and the detachment rate increases, see Figs. 3.5c
and d and Table 3.1. Consequently, the distance between the anchor and the attachment point in the
large majority of cases can be expected as 16nm < ld < 28nm, where the distance of 28nm corresponds to
the stall force, see Fig. 3.5b.

3.6. Constrained Langevin dynamics

The motion of an unconstrained particle described with inertiales Langevin dynamics is expressed as:

γẋi = fi + ηi, (3.21)

where xi is the position of the particle and ηi is a stochastic Langevin force, which is a non-differentiable
function of time integrating random interactions with the molecules of the solvent, fi is the sum of all
other forces and γ is the drag coefficient of the particle.

In a constrained case, the molecule of N beads is bound by Q constraints [629]:

Ca(x1, ..., x3∗N ) = ca a = 1, ...., Q, (3.22)

where ca is a constant. Consequently, the movement of the beads must satisfy:

0 = Ċa = nia· ẋi a = 1, ...., Q (3.23)

where the matrix

nia =
∂Ca

∂xi
. (3.24)

Eq. 3.23 describes the simple requirement that the constraints must be kept constant. Consequently, the
movement must be perpendicular to all constraints whose derivatives are expressed in the matrix in Eq.
3.24.

We can express the motion of the constrained particle as:

γẋi = fi + ηi − niaλa, (3.25)

where λa is the constraint force conjugate to the constraint a. Using the mobility tensor

Hik =
Iik
γ

, (3.26)
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where Iik is the identity matrix, the equation 3.25 can be expressed as:

ẋi = Hij [F
u
j − njaλa], (3.27)

where Fu
j = fj + ηj is the unconstrained force acting on a particle. The instantaneous values of the forces

λa are determined so that the constraints 3.23 are satisfied. This leads to the set of algebraic equations:

Gaνλν = niaHijF
u
j , (3.28)

where
Gaν = niaHijnjν . (3.29)

Using the resulting values of the constrain forces, the equation of motion 3.27 can be expressed as:

ẋi = PijHjkF
u
k , (3.30)

where
Pij = Iij −HiknkaG

−1
aν njν (3.31)

is a projection operator. If all the beads have an isotropic friction and the mobility tensor is expressed by
(3.26), the projection operator 3.31 can be rewritten as:

Pij = Iij − niaT
−1
aν njν , (3.32)

where
Taν = nkankν . (3.33)

When expressing the motion of the beads using the projection operator, the forces are locally tangent to the
3N −Q dimensional hypersurface confining the system and the motion is perpendicular to the constraints.

3.7. Projection with the constraints

The coordinates of the fiber with N beads are stored in the vector x = {x0, x1, x2, x3, x4, x5, ...} of 3 · N
dimensions, the coordinates {x0, x1, x2} correspond to the first bead r⃗0 = {x0, x1, x2}, and {x3, x4, x5} to
the second bead r⃗1 = {x3, x4, x5}. The constraint keeping the distance between the two particles can be
expressed C0 = |r⃗1 − r⃗0| − k =

√
(x3 − x0)2 + (x4 − x1)2 + (x5 − x2)2 − k = 0, where k is the fixed length

of the segment. Its derivative with respect to x0 is ∂C0

∂x0
= x0−x3

|r⃗1−r⃗0| = x0−x3

k .

The movement of N beads of the MT is limited by Q = N − 1 constraints. Jacobian matrix Jai = ∂Ca

∂i
has dimensions Q× 3N and can be expressed as:

J =
1

k



x0 − x3 x1 − x4 x2 − x5 x3 − x0 x4 − x1 x5 − x2 0 0 0 · · ·

0 0 0 x3 − x6 x4 − x7 x5 − x8 x6 − x3 x7 − x4 x8 − x5 · · ·
...

. . .


 . (3.34)

The transposition of the Jacobi matrix results in the matrix nia, see Eq. 3.24. The matrix Taν = nianiν

has dimensions Q×Q and it is a three-diagonal, symmetrical matrix:

T =




2 −q⃗0 · q⃗1 0 0 · · ·
−q⃗0 · q⃗1 2 −q⃗1 · q⃗2 0 · · ·

0 −q⃗1 · q⃗2 2 −q⃗2 · q⃗3 · · ·
0 0 −q⃗2 · q⃗3 2 · · ·
...

. . .




, (3.35)

where

q⃗i =
r⃗i+1 − r⃗i
|r⃗i+1 − r⃗i|

. (3.36)

is the unit tangent vector. Consequently, q⃗i · q⃗i+1 are the scalar products of the unit vectors expressing the
orientations of neighboring segments. The projection operator is then calculated using matrices nia and
T , see Eq. 3.32.
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3.8. Code and calculations

The program listing is publicly available on GitHub [Hornak2022B]. I implemented the model in C++ on
a computer cluster with Intel(R) Xeon(R) CPU E5-2660 0 @ 2.20GH processors, Linux operating system
(Arch-Linux 4.1.7-hardened-r1) and compiler g++ 4.9.2 and performed simulation runs to generate the data
shown in this publication. I prepared various movies and snapshots to visualize different simulations. The
movies were made using the following steps: At specific times during the simulations the entire configuration
of the system was saved. Consequently, Python was used to create POV-Ray files to generate snapshots
that were later connected to create the movies.
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4.1. Stochastic Model of T Cell Repolarization during Target
Elimination (I)

The original research article was published on 7th April 2020 by the Biophysical Journal [Hornak2020]. I
reprinted the article with permission from Elsevier, see Appendix B.

Summary

CTLs play a key role in our immune system since they are responsible for the elimination of the APC.
The destruction takes place in three subsequent steps. First, the CTL establishes the IS composed of
multiple activation clusters [81, 82, 114, 630]. Second, the CTL polarizes by rotating the MT cytoskeleton
and repositioning the MTOC towards the IS under the influence of forces acting on microtubules [5–8].
Third, the CTL releases the lytic granules towards the APC leading to its death [11, 12, 555]. The
dynein motor protein is indispensable for repositioning. Dynein steps on the MT while being anchored
in the IS thus pulling the MTOC towards the IS. It was proposed that dynein acts via cortical sliding
mechanism [118, 121], during which the free plus-end of the MT slides on the cell membrane. The
IS periphery was indicated as the region where dyneins attach to MTs [9, 118]. It was suggested
that dyneins are located at the periphery to facilitate interactions with MTs. Yi et al. [5] performed
experiments in a specific configuration, in which the MTOC and the IS were initially diametrically
opposed. They identified the capture-shrinkage mechanism as the main driving force. During this
mechanism dynein acts in an end-on with the plus end of the MT fixated on the plasma membrane
where it depolymerizes. Contrarily to cortical sliding, capture-shrinkage dyneins are located in the
narrow center of the IS. Yi et al. also reported that the repositioning is biphasic since the MTOC move-
ment changes orientation and substantially slows down when the MTOC is approximately 2µm from the IS.

Although it was observed in multiple experiments, many aspects of the internal mechanisms of the
MTOC repositioning remained poorly understood. We investigated the MTOC repositioning during the
targeted killing in the framework of a quantitative theoretical model for the molecular-motor-driven
motion of the MT cytoskeleton. The MTOC repositioning is a complex interplay between molecular
motors and the MT cytoskeleton composed of hundred of MTs. One MT can achieve the lengths
approximately corresponding to half of the circumference of the CTL. Atomistic models offer the most
accurate description of biopolymers, see Section 2.3.2. However, due to several reasons such as the
computational costs, they are not suitable to model the complex network of long filaments. Additionally,
the MTOC repositioning is a process that takes several minutes. Due to the complexity of our problem
and timescale, we chose coarse-grained models. In our model, MTs are represented by a bead-rod
model and their movement is modeled using constrained Langevin dynamics. The MT moves under the
influence of bending, dynein forces, drag, stochastic forces, and restricting forces keeping them between
the nucleus and the plasma membrane. Since the MTOC repositioning is relatively fast, the growth
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and the shrinkage of MTs were neglected. MTs are connected to the MTOC modeled as a planar rigid
structure. The attached dynein is represented by the fixed anchor point and the attachment point stepping
on the MT and its force increases with the length of the stalk. The capture-shrinkage and cortical
sliding dyneins are located in the center and the whole IS, respectively. The center and the whole IS
are modeled as intersections of the cell sphere with two cylinders with the same axis, the radius of the
center is five times smaller than the one of the IS. We analyzed the repositioning in the configuration,
where the MTOC and the IS are initially diametrically opposed, which corresponds to the setup used in [5].

We started with the investigation of a situation when only the capture-shrinkage mechanism is present.
In the first seconds of the simulations, the tips of MTs attach in the center of the IS. After the attachment
to dynein, the attached MTs sprout from the MTOC in all directions. They are pulled by dynein,
depolymerize and press the MTOC against the nucleus. Subsequently, the MTOC slides on the nucleus
as it is pulled towards the IS. Attached MTs form a narrow stalk connecting the MTOC and the IS.
Unattached MTs are pushed back by friction forces and, consequently, the MT cytoskeleton ”opens”. Such
a change in MT cytoskeleton morphology, the cytoskeleton ”opening”, was experimentally observed in [5].
As the MTOC repositions to the IS, it gets to the point where the nucleus does not stand between the
MTOC and the IS, corresponding approximately to the half of original MTOC-IS distance. Subsequently,
the MTOC slows down and recedes from the nucleus, and is pulled by dynein to the plasma membrane.
Therefore, one observes the decrease of the MTOC speed and the change of the direction of the movement
as was previously reported in [5]. The slowing down of the MTOC at the end of the repositioning is
caused by the detachment of dyneins. As the MTOC recedes from the nucleus, the whole cytoskeleton is
dragged towards the plasma membrane and providing a new opposing force leading to dynein detachment.
Therefore, we managed to recreate experimental observations and suggest an explanation. Intuitively, the
speed of the MTOC rises with dynein density increasing the pulling force.

When the cortical sliding mechanism acts independently, one observes different behavior for low,
medium, and high densities. When the densities are low, the MTOC speed increases with the density.
In the area of medium densities, the repositioning is very fast and the dynamics is more complex. The
MTOC moves to the IS, passes its center and returns back. In the area of high densities, the MTOC
speed decreases with the dynein density. The three different behaviors are caused by the changes in
cytoskeleton structure dependent on dynein density. In the area of low densities, only a fraction of MTs
remains attached to dyneins, form a stalk and pull the MTOC to the IS. In the area of medium densities,
dyneins are strong enough to hold a majority of MTs. Consequently, MTs bend to assume direction
partially aligned with the MTOC movement. The large stalk results in strong forces leading to the fast
movement, visualized in Fig. 4.1. Due to this large stalk, many MTs are attached at the end of the
repositioning, pulling the MTOC pass the IS center to the periphery. When they detach, the MTOC is
pulled back, see Fig. 4.1c. In the region of high densities, dyneins forces are strong to hold almost every
microtubule pulling the MTOC in all directions. In such a case, the direction of the MTOC motion is
not established and forces act in contradiction slowing down the MTOC movement. In our simulations,
unattached dyneins were distributed uniformly in the IS. However, the attached cortical sliding dyneins
are located predominantly at the IS periphery.

We compared the two mechanisms in terms of times and the final MTOC-IS distance indicating the
efficiency of dynein force transmission and the completion of the repositioning, respectively. The times of
capture-shrinkage repositioning are shorter, except with the relatively narrow region of medium densities.
Capture-shrinkage always achieves shorter final distances and the difference is substantial in the area of
low and high densities. Consequently, the capture-shrinkage mechanism substantially outperforms cortical
sliding mechanism, even though the latter employs 25 times more dyneins due to the different dimensions
of the IS and its center. Consequently, we report that the capture-shrinkage is largely superior in the
considered setup.

Most importantly, we found that the two mechanisms act in a fascinating synergy. Surprisingly, the
number of attached dyneins of one mechanism rises with the dynein density of the second mechanism.
Cortical sliding mechanism supports the dominant capture-shrinkage by passing the microtubules to the
center of the IS, where they can attach to capture-shrinkage dyneins. Capture-shrinkage supports cortical
sliding by providing a firm anchor point and by pulling the MTOC to the cell membrane, which leads
to the decrease of the distance between the filament and dynein motors resulting in the increase of the

58



4.2. Stochastic Model of T Cell Repolarization during Target Elimination (II)

(a) (b) (c)

1

Figure 4.1.: Repositioning of the MTOC in the cell with one IS under the effects of cortical sliding mechanism.
Snapshots from the time evolution of the MT cytoskeleton configuration in the cell with the medium
cortical sliding dynein density, ρ̃IS = 200µm−2. The MTOC is indicated by the large black sphere.
Cyan cylinder indicates the IS where cortical sliding dyneins are located. Blue and yellow lines are
unattached and attached MTs, respectively. The black spheres in the IS are the positions of dyneins
attached to MTs. (a) MTOC approaches the IS. (b) MTOC pass the IS. (c) MTOC returns to the
center of the IS. The figure was made using the simulation software [Hornak2022B].

attachment probability. This finding answers the role of the cortical sliding in the setup, where the
capture-shrinkage mechanism is dominant. The combination of the two mechanisms results in a faster
repositioning than a dominant mechanism with a higher dynein density. Consequently, the combination
of the two mechanisms can reduce the area densities necessary for the effective repositioning and greatly
saves resources.

To summarize, we analyzed the MTOC repositioning in the cell, where the MTOC and the IS are initially
diametrically opposed. We confirmed that the capture-shrinkage mechanism is dominant and suggested
the explanation for the biphasic nature of the repositioning. The attached cortical sliding dyneins are
located predominantly at the periphery of the IS despite the uniform distribution of unattached dyneins.
It was hypothesized in [9] that the dyneins are located at the periphery to facilitate the interactions with
MTs. Our finding supports the hypothesis. Most importantly, we found that the two mechanisms act in
synergy reducing the area densities necessary for the repositioning. Therefore, we found that the CTL
performs the basic immune response with a stunning efficiency by employing two synergetically acting
mechanisms and by placing the dyneins on the IS periphery.

4.2. Stochastic Model of T Cell Repolarization during Target
Elimination (II)

The original research article [Hornak2022] was published on 5th April 2022 by the Biophysical Journal. I
reprinted the article with permission from Elsevier, see Appendix B.

Summary

In the previous publication [Hornak2020], we analyzed the MTOC repositioning during the target elimina-
tion in the cell, where the MTOC and the IS are initially diametrically opposed, which is the experimental
setup used in [5]. Here, we analyze situations that have not yet been analyzed experimentally, in which
the angle β between the MTOC and the IS is arbitrary. Moreover, we focus on the MTOC repositioning
in the cell with two IS.

The MTOC repositions due to forces of dyneins stepping to the minus-end of MTs while being
anchored on the membrane. During the cortical sliding mechanism, the dynein attaches on the whole
MT whose plus-end remains free. It was suggested that the dyneins acting via cortical sliding mechanism
are anchored at the periphery of the IS [9, 118]. During the capture-shrinkage mechanism, dyneins
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located in the narrow center of the IS capture the plus-end of the MT and depolymerize it by pulling it
against the cell membrane [5, 122]. CTLs can attack two target cells simultaneously [9]. In such a case,
one observes repeated, interrupted MTOC transitions between the two IS. The oscillatory behavior is
caused by the accumulation of dyneins at two locations on the plasma membrane. The attachment and
detachment of dynein is stochastic and the forces from two IS are in a constant tug-of-war. When one
side wins the competition, the MTOC starts the repositioning. The oscillatory behavior of the MTOC
is influenced by the MT dynamics. During its lifetime, MT switches randomly between the growing
and shrinking in the process termed dynamic instability (DI) [92–102]. The process is indispensable for
the transitions between the two IS, since it allows depolymerized MTs to regrow. Here, we analyze the
interplay between the constantly evolving MT cytoskeleton and dyneins acting via two mechanisms in
two IS to elucidate possible mechanisms leading to the oscillatory, stable, or bi-stable MTOC repositioning.

In the previous work [Hornak2020] we suggested a theoretical simulation model for the relocation of the
MTOC after the IS formation. Here, the same model is used to study the repositioning in the cell with
varying angle β between the MTOC and the IS. The ensuing enumeration familiarizes the reader with
alterations and extensions made in the model to analyze the cytoskeleton dynamics in the cell with two
IS. The configuration of such a cell is determined by the angle γ between the axes of both IS which are
the lines connecting the center of the cell with the centers of IS. The motors from the different IS are in a
tug-of-war increasing the force-detachment rate. The end of the capture-shrinkage MT is released when
all dyneins detach. Mainly, we implemented the DI. In our model, the growing and shrinking speeds of the
MT and the rescue rate are constant and the catastrophe rate is length-dependent to reflect the higher
rate at the cell periphery [103, 250, 267]. Resulting MT length distribution rises monotonously until it
reaches a peak at the length corresponding to the half of the cell circumference.

In the cell with one IS, the MTOC speed increases with the dynein density. The only exception is
the cortical sliding mechanism when β > 0.85π, which can be explained by the three regimes of cortical
sliding repositioning [Hornak2020]. The times of repositioning rise with β until they reach a maximum
at β = 0.7π and then they decrease. The times of repositioning increase with the angle when β < 0.7π
since both the initial MTOC-IS distance and the opposing force of the nucleus increase with β. Moreover,
the number of MTs intersecting the IS decrease with the angle when β < 0.5π, resulting in the smaller
amount of attached dyneins. The amount of MTs intersecting the IS substantially rises with the angle
when β > 0.7π, leading to increased pulling forces compensating longer distances and the times of the
MTOC repositioning decrease. The cortical sliding mechanism is faster when β < 0.5π and substantially
slower otherwise. Moreover, we report that the mechanisms act synergetically, since the combination of
the two mechanisms with lower densities can outperform the dominant one with a high density. Simi-
larly to the configuration when β = π, attached cortical sliding dyneins are located mainly at the periphery.

In the cell with two IS, when only the capture-shrinkage mechanism is present, the MTOC transitions
between the two IS stochastically, but with well defined transition times. The MTOC transitions under
the influence of capture-shrinkage mechanism are visualized in Fig 4.2. The underlying mechanism is the
decrease of the number of attached dyneins with the decreasing MT length caused by the bending forces.
The transition frequency and the MTOC dwell times close to the IS increase and decrease with the dynein
density, respectively, since the rising density leads to a faster attachment initiating the new transition
and to the increased pulling force resulting in higher MTOC speeds. The frequencies do not decrease
monotonously with the distance between the two IS and are the highest when the angle between the two
IS γ = π. Such behavior can be explained by the length distribution. As the angle γ rises, more MTs have
a length corresponding to the circumferential distance between the two IS resulting in increased numbers
of attached dyneins.

The dynamic is completely different when only the cortical sliding is acting. Contrarily to the capture-
shrinkage dyneins, cortical sliding dyneins are always attached to MTs and in a constant tug-of-war. At
γ < 2π

3 the MTOC wiggles around the central position. When γ ≥ 2π
3 the transition frequency decreases

with the angle γ and with the dynein density. If densities are small, the transition frequency is relatively
high since the MTOC makes small transitions and does not approach the IS. As the density increases, the
MTOC moves closer to the IS making the next transition less likely since the dyneins from the distant
IS has to overcome dyneins from the close IS and the opposing force of the nucleus. This opposing
force increases with the distance between the two IS causing that the transition frequency decreases
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Figure 4.2.: Repositioning of the MTOC in the cell with two IS under the effects of capture-shrinkage mechanism.
Snapshots from the time evolution of the MT cytoskeleton configuration in the cell with the same
concentration of capture-shrinkage dyneins in both IS, ρ1IS = ρ2IS = 400µm−2. The MTOC is indicated
by the large black sphere. Brown cylinders indicate the centers of both IS where capture-shrinkage
dyneins are located. Black and red lines represent MTs attached to capture-shrinkage dyneins and blue
and green lines indicate growing and shrinking unattached MTs, respectively. Small black spheres in
both IS represent attached dyneins. (a) MTs attach to dyneins in the left IS, form a stalk and the
MTOC moves towards the left IS. (b) MTOC approaches the IS and MTs depolymerize. (c) Short MTs
detach from the left IS. Simultaneously, the plus end of the MT intersect with the center of the distant
IS and are captured by dynein. (d) Only one MT remains attached to the dynein in the left IS and
additional MTs attach in the right IS. (e) All MTs are detached from the left IS and multiple MTs are
attached in the distant IS. (f) MTs stalk is formed and the MTOC moves towards the right IS. The
figure was made using the simulation software [Hornak2022B].

with the increasing angle γ. The frequency decreases to zero when γ = π. In such a configuration,
the MTOC is pulled to the center of the IS as the density increases. Consequently, almost every MT
is attached in the distant IS and dynein forces acting in contradiction prevent the MTOC from transitioning.

We further analyzed the configuration when the capture-shrinkage and the cortical sliding mechanisms
are located in different IS. Multiple MTs always intersect relatively large IS and attach to cortical sliding
dyneins. Contrarily, the MTs must intersect the narrow center of the IS by their plus-ends to attach to
capture-shrinkage dyneins. The transition to the capture-shrinkage IS begins when the capture-shrinkage
dyneins acting on multiple MTs overpower cortical sliding dyneins. As the MTOC approaches the IS,
captured MTs detach and the MTOC initiates the transition back to the cortical sliding IS. The number
of transitions increases with the dynein density if γ < π due to increased pulling forces. When the two IS
are diametrically opposed, the frequency increases until it reaches a maximum and then it decreases. The
reason is that as the density increases, the MTOC travels closer to the capture-shrinkage IS and remains
there since cortical sliding dyneins from the distant IS oppose each other. The configuration of the cell
with different IS offers a way to compare the two mechanisms. In the case of low densities (< 500µm−2),
the MTOC is located predominantly at the cortical sliding IS. As the density increases, the MTOC
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is increasingly located at the capture-shrinkage IS, indicating that the capture-shrinkage mechanism
gains the upper hand. Consequently, the cortical sliding mechanism is stronger only when densities are low.

The transition frequency is the highest and the dwell times are the lowest when the two mechanisms act
together. The reason is that at the end of the transition, the two mechanisms act together in the distant
IS and against each other in the close IS. When the MTOC finishes transition, captured MTs are depoly-
merized and detach. Consequently, the capture-shrinkage dyneins remain unattached and cortical sliding
dyneins act on a reduced number of MTs. Contrarily, both mechanisms share the load of opposing forces in
the distant IS lowering their detachment rate. The transition frequency rises with the dynein density and,
similarly to the case of capture-shrinkage, does not decrease with the angle γ and is the highest when γ = π.

To conclude, we found that the CTL performs repositioning with a stunning efficiency by employing the
two mechanisms performing differently in various configurations of the cell. The combination of two syner-
getically acting mechanisms and the placement of dyneins at the IS periphery form an efficient machinery
performing the basic immune response efficiency while saving resources. In the cell with the two IS, our
model predicts that the MTOC transitions only when the capture-shrinkage mechanism is present at least
in one IS. The behavior is the simplest when only the capture-shrinkage mechanism is present in both IS,
since the MTOC transitions between the two IS in almost deterministic manner. Interrupted, incomplete
transitions at small angle γ and long dwelling times close to one IS at high angle γ are typical for the
cortical sliding mechanism. The synergy of the two mechanisms assure fast transitions between the two IS
allowing the CTL to quickly kill two target cells simultaneously.

4.3. Cytoskeleton rotation relocates mitochondria to the
immunological synapse and increases calcium signals

The original article [Hornak2016] was available online on 7th July 2016 by Cell Calcium. I reprinted the
article with permission from Elsevier, see Appendix B.

Summary

Spatially resolved Ca2+ signals and Ca2+ microdomains are highly relevant for cellular functions. In T
Cells, Ca2+ signaling after the IS formation is indispensable for downstream effector functions. During
the polarization, the MT cytoskeleton rotates to reposition the MTOC towards the IS due to the forces
of dynein motors [5, 121, 124]. Since Golgi apparatus, ER, and mitochondria are connected to MTs, they
are dragged along with the cytoskeleton [631–636]. Therefore, the polarization is a complex process
involving a massive rearrangement of the internal structure of the cell. Various signaling steps determining
the CTL targeted killing depends on Ca2+ including the MTOC repositioning and the release of lytic
granules [5,124]. CRAC/Orai channels are the main source of the Ca2+ in the cell [157,158]. The influx of
Ca2+ through the Orai1 channels located at the IS is also controlled by the positions of mitochondria. Due
to their functionality of absorption and redistribution, mitochondria acts as Ca2+ sinks at the IS [160,169].
Consequently, they control local Ca2+ concentration and also Ca2+ dependent activity of CRAC channels.
Absorbed Ca2+ is redistributed to the cytosol increasing the global concentration in the cell [160]. Here,
we present the evidence that the rotation of the cytoskeleton during the MTOC repositioning is correlated
with the relocation of mitochondria to the IS. Subsequently, we include the rotation into the model
proposed in [156] and we analyze the dependence of the local and global Ca2+ concentrations on the angle
of rotation of the mitochondria spindle.

First, we hypothesized that the rotation of the MT cytoskeleton and the relocation of mitochondria are
correlated. In our experiments, T Cells were conjugated with APCs and the relocation of the fluorescently
labeled MTs and mitochondria were visualized by the time-lapse microscopy. We found that after the IS
formations, mitochondria location is closely connected with MTs and they were relocated towards the IS
with the MT cytoskeleton rotation. These results support the aforementioned hypothesis.

We further hypothesized that the changes in the local Ca2+ concentration in the microdomain around
the IS and the global concentration are connected to the mitochondria translation and their functionality
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of absorption and redistribution. We developed a mathematical three-dimensional model for the spatio-
temporal Ca2+ distribution in the cytosol, ER, and mitochondria. In our model, the cell membrane and
the nucleus are represented by two concentric spheres. The mitochondria are represented by prolonged,
thin compartments between the cell membrane and the nucleus and they form spindle-like arrangements
motivated by their attachment to MTs sprouting from the MTOC. The IS is represented by a small
circular region. Mitochondria spindle can be rotated by an angle around a chosen axis, the zero angle
corresponds to the configuration where the spindle and the IS have the same axis. The compartments
can exchange Ca2+ via channels and pumps. CRAC channels are located in the narrow center of the
IS. PMCA pumps are in-homogeneously distributed on the cell membrane and we vary the percentage
located at the IS. The outflux from the cell through PMCA pumps increases with the Ca2+ concen-
tration. The effect of SERCA pumps and IP3 receptors are modeled by in- and out-flux densities on the ER.

Using the model, we computed stationary distributions of Ca2+ in the experimental situation with
blocked SERCA pumps, empty ER, and fully activated CRAC channels. When the spindle is fully
polarized (zero spindle-IS angle), the global concentration increases and local concentration decreases
with decreasing distance between the tips of mitochondria and the CRAC channels. Similarly, the local
and global concentrations decrease and increase, respectively, with the decreasing spindle-IS angle. In
both cases, the increase of the global concentration becomes more pronounced with the increasing PMCA
pumps accumulation level at the IS. The reason is that the concentration of mitochondria is the biggest
at the center of the spindle, which approaches the CRAC channels as the angle decreases. Mitochondria
enter the microdomain under the IS and absorb Ca2+ lowering its local concentration. Mitochondria
then redistribute Ca2+ to the rest of the cell, where fewer PMCA pumps are placed increasing the global
concentration.

Subsequently, we extended our model with an immobile ER located underneath the IS. The ER
was modeled using two distinctive geometries: one as a truncated cone, the other spindle-like. Under
certain physiological conditions, an external stimulus can increase the cytosolic IP3 concentration.
Subsequently, IP3 bind to the receptors on the surface of the ER permitting the Ca2+ outflux through
the channel domain. To consider the negative feedback that the increased cytosolic Ca2+ concentration
has on the IP3 receptor channel capacity, the IP3 flux depends on Ca2+ concentration. The influx of
the CRAC channel decreases with increasing Ca2+ concentrations in the microdomain around the IS
and in the ER [637]. When the concentration of the Ca2+ in the ER decreases, it is replenished by SERCAs.

We used the extended model to analyze Ca2+ dynamics under more physiologically relevant conditions
in which SERCAs are not blocked. Moreover, an external stimulus is present for a certain time. We
compute the time development of the Ca2+ concentration in various cellular compartments for different
spindle-IS angles. The cytosolic Ca2+ concentration increases sharply after the beginning of the stimulus
and then it decreases slightly until it reaches a plateau. The decrease deepens with the increasing
spindle-IS angle. Local Ca2+ concentration rises at the beginning of the stimulus until it reaches a
plateau value increasing with the spindle-IS angle. The decrease of the global and the increase of the
local concentration with the angle is consistent with the previous results with blocked SERCAs and
also with experimental results with unblocked SERCAs [160]. Both increase and decrease become more
pronounced with the rising PMCA pumps accumulation at the IS. The ER concentration decreases after
the beginning of the stimulus and the release of the Ca2+ from the ER contributes to the initial increase
of global concentration. The increase of the cytosolic Ca2+ concentration permits SERCAs to replenish
the ER. Consequently, the Ca2+ concentration in the ER decreases with the increasing spindle-IS angle,
since PMCA pumps exports Ca2+ from the cell in the absence of mitochondria. After the end of the
stimulus, Ca2+ concentrations in all compartments return to the baseline. The results were similar for both
ER geometries indicating that the described effects are independent of the detailed changes of the ER shape.

To summarize, we found that mitochondria relocates towards the IS and their movement is correlated
with the rotation of the MT cytoskeleton. We analyzed the Ca2+ dynamics with the compartment model
of the cell including specific geometries of the mitochondria, IS and ER, model is sketched in Fig 4.3. The
simulations predict the increase of the global and the decrease of the local Ca2+ concentrations when the
center of mitochondria spindle approaches the IS, which is in agreement with experimental results [160].
Since the effect persists when the SERCAs are activated, we conclude that the ER does not control local
and global Ca2+ concentrations after the T Cell activation, which is in agreement with the experimental
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results [160]. Hoth et al. [638] demonstrated that in the cell with no IS formation or PMCA pumps
accumulation CRAC channels partially inactivate if mitochondria do not accumulate Ca2+. Our model
predicts that in the case of the IS formation the changes in the activity of CRAC do not explain the control
of the global and the local Ca2+ concentrations by mitochondria. However, PMCA pumps enrichment at
the IS is indispensable. Consequently, the model demonstrates a hierarchy for the incoming Ca2+ after the
IS formation. If the mitochondria are located at the IS, they absorb the majority of Ca2+ entering the cell.
If they are absent, PMCA pumps export Ca2+ out of the cell. In the case when both PMCA pumps and
mitochondria are absent, ER absorbs the Ca2+ via SERCAs finally inactivating the CRAC channels. To
conclude, in the experimentally described setup where CRAC, mitochondria, PMCA pumps, and ER are
localized close to the IS, Ca2+ gets deeper into the cytosol and its concentration at the IS is controlled.

(a) (b)

1

Figure 4.3.: Model for the analysis of Ca2+ diffusion in the T Cell. (a) The geometry of 3D model analyzing the
influence of the mitochondria relocation on Ca2+ influx to the cell. The outer sphere, inner sphere and
the circular region at the top of the cell represent the plasma membrane, nucleus and the IS, respectively.
CRAC channels (red) and the PMCA pumps (blue) accumulate around the IS. The green compartment
stands for the ER and the long rod-like objects with yellow tips represent mitochondria. The distance
between the tips of the mitochondria and the center of the IS is denoted by the black double arrow.
(b) Two dimensional profile of the geometry of the model. The figure was taken from [156] with the
permissions stated in the Appendix C.
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Chapter 5.

Summarizing discussions

5.1. What did we achieve?

Here, I provide a concluding discussion about the publications contained in this thesis and outline our
achievements and contributions to the scientific community. I intend to put our most important results in
a scientific context and suggest future possibilities.

Our model recapitulates several biological observations like the ”opening” of the MT cytoskeleton [Hor-
nak2020]. In the experiments, the plus ends of MTs intersecting the center of the IS attach to dynein and
are pulled by the capture-shrinkage mechanism. Subsequently, they straighten and form a stalk connecting
the MTOC and the IS. As the MTOC approaches the IS, the MTs in the stalk depolymerize. During the
MT cytoskeleton rotation, unattached MTs are pushed back and the cytoskeleton ”opens”, see Fig. 1.4. We
suggest that the ”opening” of the cytoskeleton is caused by friction forces pushing unattached MTs back.
This seemingly trivial process can have far-reaching consequences for the Ca2+ signaling in the cell. The
CRAC channel is the main entry point for Ca2+ to the T Cell, see Section 1. Ca2+ is then absorbed and
redistributed by the mitochondria relocated to the IS with the MTOC. Previous works including Peglow et
al. [156] assumed the symmetric arrangement of mitochondria around the IS, which would imply that the
Ca2+ is symmetrically distributed to the cell. MT cytoskeleton ”opening” results in an asymmetric distri-
bution of mitochondria around the IS, as was observed in [Hornak2016]. It is likely that the asymmetric
positioning of mitochondria around the IS will result in an asymmetric absorption and redistribution of
Ca2+ to the cell. This asymmetry might have profound consequences and may deserve further investigation.

The Ca2+ signaling in the T Cell is a complex process that plays a key role in a large array of cellular
functions. However, I believe that our work contributed to this vivid field. Mainly, we demonstrated that
the mitochondria are repositioned with the MTOC to the IS [Hornak2016]. Our model predicts that due
to their ability of absorption and redistribution, the mitochondria reduce the local Ca2+ concentration in
the microdomain around the CRAC channel and increase the global cytosolic concentration. In the cell
configuration, where the CRAC channels, PMCA pumps, mitochondria, and ER are localized close to the
IS, cytosolic Ca2+ concentration increases.

Yi et al. [5] reported that the MTOC repositioning can be divided into two phases. During the
polarization phase, the MTOC travels quickly in a circular motion around the nucleus. In the docking
phase, in which the MTOC travels approximately the last 2µm, the MTOC moves slowly in a direct
movement from the nucleus to the IS. Yi et al. hypothesized that the repulsive force emerges at the
transition point between the two phases. The source of that force was elusive. One possible candidate is
the actin network under the plasma membrane. Sanchez et al. observed that the actin is depleted from the
center of the IS [182]. However, the interaction of the MTOC and MTs with actin ring on the periphery of
the IS may slow down the movement. This biphasic movement was predicted by our model. We observed
the gradual decrease of the MTOC speed and the change of the movement orientation, see Figs. 3 and 9
[Hornak2020], sketched in Fig. 5.1. However, our model shows that the emergence of the resistive force is
not necessary. The MTOC simply slows down as a result of the gradual dynein detachment caused by the
geometry of the cell and the interplay between the MT cytoskeleton and motors.

Combs et al. [118] demonstrated that dyneins are mainly localized on the periphery of the IS. Kuhn et
al. [9] hypothesized that one of the reasons for the dynein accumulation at the periphery is to facilitate the
interaction with MTs. We can support this hypothesis. In our model, unattached cortical sliding dyneins
were uniformly distributed in the IS. However, regardless of the initial MTOC-IS distance MTs attach to
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1

Figure 5.1.: Two phases of the MTOC repositioning. The plasma membrane and the nucleus are denoted by the
outer and inner sphere, respectively. The big black sphere represents the MTOC and little black circles
in the IS center (brown) stand for dynein. The MTs sprout from the MTOC to the IS periphery. They
can remain unattached (blue) or attach (red) to capture-shrinkage dyneins. After 20s of the simulation,
the MTOC is pushed to the nucleus by the forces acting on attached MTs. In this case, the polarization
phase lasts 34s during which the MTOC transitions to approximately opposite side of the nucleus. The
transition into the docking phase takes place between 54s and 58s of the simulation. To overcome the
last 1.5µm the MTOC needs approximately the same time as to navigate around the entire nucleus.
The figure was made using the simulation software [Hornak2022B].

dynein predominantly on the IS periphery, see Figs. 8 in [Hornak2020] and SFig. 8 in the supplementary
material of [Hornak2022].

Yi et al. [5] identified the capture-shrinkage mechanism as the main driving force of the repositioning.
The authors further asked the question about the role of the cortical sliding mechanism. We compared the
two mechanisms in various configurations of the cell defined by the angle β between the initial positions
of the MTOC and the IS. We found out that the cortical sliding is dominant when β < π since it results
in a faster repositioning, see Fig. 3 in [Hornak2022]. As the initial MTOC-IS distance increases, the
capture-shrinkage mechanism becomes superior. These results confirm the findings from [5] identifying
the capture-shrinkage mechanism as the main driving force in the configuration when β = π.

To summarize, we provided possible explanations for the dynein accumulation on the periphery of the
IS, the opening of the cytoskeleton, and the biphasic movement. We also provided the analysis of the two
mechanisms in various configurations.

Moreover, we also made several predictions. Observation of the MTOC repositioning under the
sole influence of the cortical sliding mechanism revealed three different deformation characteristics
depending on the dynein density, see Figs. 5, 7, and 8 in [Hornak2020]. This may open a possibility
to experimentally investigate the dynein density from the cytoskeleton rotation and morphological changes.

Furthermore, we reported that the two mechanisms act in a synergy enhancing each other’s effects.
When the capture-shrinkage mechanism acts alone, attached MTs depolymerize, and unattached MTs are
pushed back by friction forces resulting in the opening of the MT cytoskeleton. The opening prevents
other MTs from intersecting the center of the IS and their attachment to capture-shrinkage dyneins. When
the two mechanisms act together, MTs attached to cortical sliding dyneins prevent the friction forces
from pushing the MTs and increase the probability that they will intersect the narrow center. Similarly,
the capture-shrinkage mechanism helps cortical sliding by providing a firm anchor point and pulling the
MTOC and the cytoskeleton to the cell membrane increasing the probability of attachment to cortical
sliding dyneins. As was mentioned in Section 4, the synergy greatly saves the resources of the cell and
results in a faster repositioning.

In this paragraph, I will outline morphological changes of the MT cytoskeleton induced by the two
mechanisms. There is one morphological feature typical for the capture-shrinkage mechanism: the MT
stalk connecting the center of the IS with the MTOC, see Fig. 5.2a. Cortical sliding cannot create the
narrow stalk of MTs ending in the center of the IS. The cortical sliding mechanism has the advantage
over the capture-shrinkage because it can act in the entire IS or large IS periphery. Consequently, a large
stalk of MTs passing through the IS is a mark of the cortical sliding mechanism. The combination of
the two mechanisms also results in distinctive morphological changes. In the cell where the MTOC and
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5.1. What did we achieve?

(a) (b) (c) (d)

1

Figure 5.2.: Morphological changes of the MT cytoskeleton. Symbols and colors as in Fig. 5.1. The cyan cylinder
represents the IS. MTOC repositioning in the cell where the IS and the MTOC were initially diamet-
rically opposed. MTs are pulled by capture-shrinkage (a), cortical sliding (b), and both mechanisms
(c). (a) Narrow stalk of MTs anchored on the plasma membrane connects the center of the IS and the
MTOC. (b) MTOC repositioning pulled by cortical sliding mechanism. The large stalk of MTs passes
through the entire IS. (c) Narrow stalk of capture-shrinkage MTs connects the center of the IS with
the MTOC. Cortical sliding MTs form circular patterns on the periphery of the IS. (d) The MTOC
repositioning driven by both mechanisms in the configuration of the cell where the initial MTOC-IS
angle β = 0.5π from the point of view located behind the IS. The stalk of capture-shrinkage MTs is
substantially more narrow compared with the stalk of cortical sliding MTs. The figure was made using
the simulation software [Hornak2022B].

the IS are initially diametrically opposed, the attachment of MTs to capture-shrinkage dyneins, their
subsequent release, and attachment to cortical sliding dyneins results in a ring-like arrangement of cortical
sliding MTs, see Fig. 5.2c, that was thoroughly described in [Hornak2020]. In the cell where β < π,
the morphological changes are simpler, since the narrow stalk of capture-shrinkage MTs is located in
the middle of the cortical sliding MT stalk, see SFig. 10 in the supplementary material [Hornak2022],
visualized in Fig. 5.2d. To summarize, based on the changes in the MT structure, one can guess whether
MTs are pulled by the capture-shrinkage mechanism, cortical sliding, or by both. Possibly, similar mor-
phological changes could be observed in experiments, which could give a hint about the driving mechanism.

In the cell with two IS, our results suggest that one can estimate the presence of the two mechanisms
based on the basic observations of the MTOC dynamics and MT cytoskeleton morphology. Similarly
to the case of the cell with one IS, the MT stalk ending in the center of the IS is indicative of the
capture-shrinkage mechanism. When the angle between the two IS is < 2

3π, small fluctuations around the
central position without ever reaching the center of one IS suggest the individually acting cortical sliding
mechanism. When the IS are diametrically opposed, the cortical sliding mechanism causes long dwelling
of the MTOC close to one IS. These results can provide a way how to interpret the observations in the
future experiments observing the CTL target elimination.

Surprisingly, the cortical sliding mechanism acting independently does not lead to the MTOC reposi-
tioning in every configuration of the cell. This may impede the immune reactions, since the MTOC (and
lytic granules) would dwell close to one IS and the CTL could not react to the second threat. It was
demonstrated that the presence of the capture-shrinkage mechanism at least in one IS is necessary for the
repeated transitions between the two IS.

The ability of the CTL to react to two targets simultaneously can be judged by the frequency of the
MTOC transitions since a quickly rotating cytoskeleton could transition the lytic granules to both APCs.
Moreover, it is crucial that the transition of the MTOC to the IS are complete, since an interrupted
MTOC transition may result in the location of lytic arsenal of the CTL far away from the target.
The combination of the two mechanisms leads to the highest frequency of the MTOC repositionings
and smooth transitions. When the two mechanisms are combined, lower densities of both cortical
sliding and capture-shrinkage dyneins lead to a faster MTOC movement than the individually acting
capture-shrinkage mechanism with higher density. Consequently, the combination of the two mechanisms
assures that the immune reaction is carried out efficiently while saving resources even in the cell with two IS.
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Chapter 5. Summarizing discussions

5.2. ”...things that have the appearance of having been designed with
a purpose.”

In this thesis, I demonstrated that the immune system often combines multiple players directing each
other and enhancing each other’s effects. The most obvious demonstration of this principle is the existence
of the two branches of the immune system: innate and adaptive immunity. Innate immunity provides a
fast response. Adaptive immunity protects against concrete threats. Both are important: while innate
immunity provides the first line of defense, adaptive immunity harnesses resources. However, it would
be a great mistake to think that they work separately. The innate immunity shapes the response of the
adaptive branch and some cells of the adaptive immune system mark the threats for the destruction by
the agents of the innate immunity. Similarly, the adaptive immune system employs various subsets of B
and T cells helping each other to perform their functions. This can be exemplified by NKT cells helping
to activate other subsets of T and B cells.

The same principle can be seen inside the CTL since the MTOC repositioning is driven by a wonderful
machinery combining the actions of two players. Both cortical sliding and capture-shrinkage mechanisms
are able to reposition the MTOC towards the IS independently. In a way, they cover each other’s
weaknesses, since they assure a fast MTOC repositioning in different cell configurations. But the synergy
of the two mechanisms is definitely the most intriguing aspect of the machinery. The synergy allows the
CTL to perform the repositioning quickly, efficiently, and reliably. The speed can be demonstrated by the
fact that the MTOC repositions to the IS within a few minutes in every configuration of the cell. The
efficiency of the mechanism can be demonstrated by the fact that the combination reduces the dynein
area densities necessary for the repositioning and therefore saves the resources of the cell. In the real cell,
where the MTOC has to push its way through an inhomogeneous environment, the synergy can increase
the probability of complete repositioning. In the cell with two IS, the synergy enables the CTL to attack
two targets at once. The efficiency of the repositioning is further enhanced by the placement of dyneins
to the IS periphery facilitating the interaction with MTs.

At the end of this section, I have to go back to the first sentence in my thesis. It is the quote from
Richard Dawkins: ”Biology is the study of complicated things that have the appearance of having been
designed with a purpose.” This sentence can serve as a motto of my thesis since it underlines all of my
findings. During my work on the topic, I was often mesmerized by the harmony of the process driven by
a machinery that appears to be so well designed. However, the name and the work of Richard Dawkins
suggest that I want to avoid expressions like ”intelligent design”. Nevertheless, nature provided the CTL
with the machinery that can perform one of the key immune reactions with an elegant efficiency.

The purpose of this machinery, of target cell elimination, is clear. Some of the aspects, like the role of
membrane fluctuations or the contribution of other motor proteins, are still elusive. The uncertainty in
science always presents both a challenge and an opportunity. I believe that our work contributed to the
lively scientific discussion about the topic of the CTL polarization. However, there are still many open
questions left for tomorrow.
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Article

Stochastic Model of T Cell Repolarization during
Target Elimination I

Ivan Hornak1 and Heiko Rieger1,*
1Center for Biophysics (ZBP) and Department of Theoretical Physics, Saarland University, Saarbr€ucken, Germany

ABSTRACT Cytotoxic T lymphocytes (T) and natural killer cells are the main cytotoxic killer cells of the human body to elim-
inate pathogen-infected or tumorigenic cells (i.e., target cells). Once a natural killer or T cell has identified a target cell, they form
a tight contact zone, the immunological synapse (IS). One then observes a repolarization of the cell involving the rotation of the
microtubule (MT) cytoskeleton and a movement of the MT organizing center (MTOC) to a position that is just underneath the
plasma membrane at the center of the IS. Concomitantly, a massive relocation of organelles attached to MTs is observed,
including the Golgi apparatus, lytic granules, and mitochondria. Because the mechanism of this relocation is still elusive, we
devise a theoretical model for the molecular-motor-driven motion of the MT cytoskeleton confined between plasma membrane
and nucleus during T cell polarization. We analyze different scenarios currently discussed in the literature, the cortical sliding and
capture-shrinkage mechanisms, and compare quantitative predictions about the spatiotemporal evolution of MTOC position and
MT cytoskeleton morphology with experimental observations. The model predicts the experimentally observed biphasic nature
of the repositioning due to an interplay between MT cytoskeleton geometry and motor forces and confirms the dominance of the
capture-shrinkage over the cortical sliding mechanism when the MTOC and IS are initially diametrically opposed. We also find
that the two mechanisms act synergistically, thereby reducing the resources necessary for repositioning. Moreover, it turns out
that the localization of dyneins in the peripheral supramolecular activation cluster facilitates their interaction with the MTs. Our
model also opens a way to infer details of the dynein distribution from the experimentally observed features of the MT cytoskel-
eton dynamics. In a subsequent publication, we will address the issue of general initial configurations and situations in which the
T cell established two ISs.

INTRODUCTION

Cytotoxic T lymphocytes and natural killer (NK) cells have
a key role in our immune system by finding and destruction
of virus-infected and tumor cells, parasites, and foreign in-
vaders. Once a T cell leaves the thymus, it circulates through
the organism in search of a target cell. The directional

killing of a target cell is completed in three subsequent
steps. First, T cell receptors bind to antigens on the surface
of the target cell presented by the major histocompatibility
complex (1–6), leading to the creation of a tight contact
zone called the immunological synapse (IS) (7–9)
composed of multiple supramolecular activation clusters
(9–11). In the second step, the cell repolarizes by relocating
the microtubule organizing center (MTOC) toward the IS
(12–18) under the influence of forces exerted on MTs.
Moreover, because mitochondria, the Golgi apparatus,
and the endoplasmic reticulum are attached to MTs, these
organelles are dragged along with the MT cytoskeleton
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SIGNIFICANCE Cytotoxic T lymphocytes are the main cytotoxic killer cells of the human body to eliminate target cells.
The microtubule (MT) organizing center repositioning plays a key role in the killing process, and two underlying
mechanisms are discussed: cortical sliding and capture-shrinkage. We devise a theoretical model for the molecular-motor-
driven motion of the MT cytoskeleton confined between the membrane and the nucleus during T cell polarization and make
quantitative predictions about the spatiotemporal evolution of the MT organizing center position and the MT cytoskeleton
morphology comparable with experiments. It reveals the mechanism underlying the experimentally observed biphasic
behavior and a remarkable synergy between capture-shrinkage and cortical sliding mechanisms. It also opens a way to
infer dynein distribution from details of MT cytoskeleton dynamics.
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(16,19–24). Consequently, the repolarization process in-
volves massive rearrangements of the internal, MT-associ-
ated structure of the cell. In the third step, the T cell
releases at the IS the cytotoxic material (e.g., the pore-form-
ing protein perforin and the apoptosis-inducing granzyme)
from vesicles, the lytic granules (25–29), toward the target
cell, leading to its destruction (29–39). Although the lytic
granule secretion can take place without MTOC repolariza-
tion (40) or before it (41), the MTOC-accompanied granule
secretion may be required for the killing of resistant cells
such as tumor cells.

The IS is partitioned into several supramolecular activa-
tion clusters (SMACs) including the distal SMAC, periph-
eral SMAC (pSMAC), and the central SMAC (cSMAC)
(7,9,11,42,43), in which T cell receptors (cSMAC) and
adhesion molecules are organized. Moreover, the engage-
ment with the target cell results in the formation of actin
and actomyosin networks at the IS (44). Dynein, a minus-
end-directed (toward the MTOC) molecular motor protein
anchored at the cell cortex, is absolutely necessary for
the repolarization to take place, as was experimentally
demonstrated with knock-out experiments (45) analogous
to dynein exerting forces against anchor proteins fixed at
the cell cortex during mitosis (46–49).

Once the T cell is activated, the adaptor protein ADAP
forms a ring at the periphery of the IS with which dynein co-
localizes (50,51). Concerning the underlying mechanism, it
was proposed that the repolarization is driven by the cortical
sliding mechanism (50,52), in which dyneins anchored at
the cell cortex step on the MT toward the minus end and
thus pull the MTOC toward the IS. The first experimental in-
dications for cortical sliding came from observation of cyto-
skeleton movement using polarization light microscopy
(17). Subsequent experiments indicate that the IS periphery,
in particular the ring-shaped pSMAC, is the region where
dyneins attach to and pull on MTs (17,50).

The repositioning was observed in various experiments.
Focused activation of the photoactivable peptide-MHC on
the glass surface was used in (53). In (16), the repositioning
was observed alongside with the rotation of the mitochon-
dria, which provided evidence that the mitochondria are
dragged with the MT cytoskeleton. Detailed observations
were made by Yi et al. (14), providing new insight into
the mechanism of the repolarization. In (14), an optical
trap was used to place a target cell so that the initial point
of contact is in diametrical opposition to the current position
of the MTOC, which allowed for dynamical imagining in a
quantitative fashion. During the experiment, the deforma-
tions and changes in MT structures were observed and the
position of the MTOC was tracked. First of all, Yi et al.
(14) provided strong experimental evidence against the
cortical sliding mechanism. Instead, the observations indi-
cate that the MTOC is driven by a capture-shrinkage mech-
anism (54) localized in a narrow central region of the IS.
The capture-shrinkage mechanism involves dynein interact-

ing in an end-on fashion with the plus end of a MT, which is
fixed in a position on the membrane of the cell where the
MT depolymerizes. The MT shrinkage part happens plau-
sibly because dynein pulls the MT plus end against the
cell membrane, which increases the force-dependent MT
depolymerization rate (54).

In sequences of microscope pictures, (14) showed that
MTs reach from the MTOC to the IS and bend alongside
the cell membrane. Subsequently, MTs form a narrow stalk
connecting the MTOC with the center of the IS. The plus
end of MTs in the stalk, while captured in the center of
the IS, straighten (probably under tension due to the dynein
pulling at the plus end) and shrink by depolymerization at
the capture point. Consequently, the MTOC is dragged to-
ward the center of IS, which invaginates into the cell, further
proving the location of the main pulling force. When the MT
depolymerization was inhibited by taxol, the MTOC reposi-
tioning slowed down substantially. These observations sup-
ported the hypothesis that the capture-shrinkage mechanism
plays a major role. However, the velocity of the MTOC re-
positioning is not always an advantage because time is
necessarily for the killing of target cells in hostile environ-
ments (55) and might be beneficial for slower killing pro-
cesses (56). Additionally, Yi et al. (14) reported that the
repositioning is biphasic and that the two phases differ in
the velocity of the MTOC and the orientation of its move-
ment. In the first, so-called polarization phase, the MTOC
travels quickly around the nucleus of the cell in a circular
manner. The polarization phase ends when the MTOC is
approximately 2 mm from the center of the IS. Subsequently,
during the second, ‘‘docking’’ phase, the MTOC travels
directly toward the IS with a substantially decreased
velocity.

The cortical sliding mechanism alone was previously
analyzed with a deterministic mechanical model (57), in
which it was demonstrated that mechanism is capable of re-
orienting the MTOC into a position under the IS underneath
certain conditions. Furthermore, oscillations between two
ISs were studied in different situations. Nevertheless, the
forces in the model were deterministic, neglecting the sto-
chastic nature of dynein attachment, detachment, and
stepping, leaving various experimental observations unex-
plained such as, for instance, the preferential attachment
of MTs to a dynein anchored in the periphery of the IS.

Sarkar et al. (58) hypothesized that dynamic MTs find the
central region of the IS, where they can be captured by a
dynein by growing from the MTOC in random directions,
analogous to the search and capture mechanism during the
formation of the mitotic MT cytoskeleton. Once MTs attach
to the dynein in the central region of the IS, the relocation of
the MTOC starts, which is the process that is analyzed in
this work.

Despite these detailed experimental observations, many
aspects of the internal mechanisms driving the relocation
of the MTOC during the T cell repolarization remain poorly
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understood, like the cause of the transition from the polari-
zation to the docking phase. Yi et al. argue that a resistive
force emerges when the MTOC-IS distance is around 2
mm, leading to a reduction in the MTOC’s velocity. The po-
tential causes are physical impediments to the MTOC’s
translation or a reduced attachment or a force development
of molecular motors. Moreover, the experiments of Yi et al.
were performed with specific initial positions of the IS and
the MTOC being diametrically opposed. The question arises
whether the observed dominance of the capture-shrinkage
mechanism would be robust in other naturally occurring
situations in which the initial position of the MTOC is not
in diametrical opposition to the IS. If capture-shrinkage is
the truly dominant mechanism, what is the role of cortical
sliding? Finally, why are cortically sliding MTs caught
just on the periphery of the IS (17), and is it caused purely
by the colocalization of dyneins with the ADAP ring (50)?
The answers to these questions are still elusive, and in
this work, we analyze them in the framework of a quantita-
tive theoretical model for the relocation of the MTOC
after the IS formation. Although this study focuses on the
T cell, NK cells display the same kind of phenomenology:
IS formation, MTOC relocation, and the release of lytic
granules.

We distribute our analysis into two consecutive publica-
tions. In this first publication, we describe the theoretical
model we use and present our results focusing on the exper-
iments described in (14,17,50) and on an analysis of the two
mechanisms: cortical sliding and capture-shrinkage. This
comprises the setup in which the T cell has one IS and the
initial positions of the IS and the MTOC are diametrically
opposed to each other.

A subsequent, second, publication will focus on quantita-
tive predictions of our model for situations that have not yet
been analyzed experimentally. There, we will focus on the
repolarization after initial configurations not realized in
(43), which will also provide additional insight into the
different effects of the two mechanisms, cortical sliding

and capture-shrinkage. Moreover, we will analyze the even-
tually oscillating MT/MTOC movement with two ISs.

METHODS

Computational model

The cell and its nucleus are modeled as two concentric spheres of the

radius 5 and 3.8 mm, respectively. The model of the cytoskeleton consists

of MTs and the MTOC; see Fig. 1. MTs are thin filaments with a diameter

of �25 nm (59–61). The measured values of the flexural rigidity vary be-

tween experiments (62,63); in our model, we take 2.2 � 10�23 nm2 (64),

yielding a persistence length larger than 5 mm that exceeds the size of the

cell by three orders of magnitude. A single MT is represented by a bead-

rod model (65). Because repolarization occurs on a timescale of seconds,

the growth of MTs is neglected. The beads move under the influence of

forces to be described below (and defined in detail in the Supporting

Materials and Methods: bending, drag, molecular motor, and stochastic

forces). Assuming zero longitudinal elasticity of the MTs, we use con-

strained Langevin dynamics to model the motion of the MTs; see the Sup-

porting Materials and Methods. Repulsive forces acting on the MT

segments confine the cytoskeleton between the nucleus and the cell

membrane.

The MTOC is a large protein complex that has a complex structure

composed of mother and daughter centrioles (66–69) embedded in the peri-

centriolar material (70–72). MTs nucleate from g-tubulin-containing ring

structures within the pericentriolar material mainly at the appendages of

the mother centriole (66,73). MTs can sprout from the MTOC in all direc-

tions. MTs whose original direction is approximately parallel to the mem-

brane of the cell will continue to grow to the cell periphery. Other MTs will

soon hit the wall of the cell or its nucleus. Such MTs can either bend and

assume a new direction parallel to the cell membrane or undergo the MT

catastrophe. Therefore, long MTs are seemingly always sprouting from

the MTOC in one plane, as can be seen in (14). Consequently, we model

the MTOC as a planar, rigid polygon structure (Fig. S3) from which MTs

emanate in random directions by fixing the positions and directions of their

first segment (Fig. S4). MTs sprout from the MTOC to the cell periphery;

see Fig. 1 a.

Unattached dynein is represented just with one point on the surface of the

cell. If the dynein is closer to the MT than L0, protein attaches with a prob-

ability pa. Dynein motors are distributed randomly in specific, spatially

varying concentrations on the cell boundary. Attached dynein is represented

by a fixed anchor point located on the cell boundary and an attachment

point located on an MT, both being connected by an elastic stalk of a length

L0 (74,75). The force exerted on an MT Fi
Dynein depends on the stalk’s

FIGURE 1 (a–c) Sketch of the model. (a) A two-

dimensional cross-section of the model is shown.

MTs sprout from the MTOC, and their movement

is confined by constraining forces from the cell

membrane and the nucleus. MTs are attached to

dynein motors in the IS, and they are pulled by the

capture-shrinkage or the cortical sliding mechanism.

(b and c) A three-dimensional sketch of the cell

model is given. The outer transparent and inner

spheres represent the cell membrane and the nucleus

of the cell, respectively. (b) The blue disk represents

the IS, where cortical sliding dynein is anchored.

Small green dots in the IS represent randomly

distributed dynein. (c) The brown disk represents

the central region of the IS where the capture-

shrinkage dynein is anchored. (d and e) A sketch

of the cortical sliding mechanism (d) and the capture-shrinkage mechanism (e) is shown. Small black dots on the membrane: dynein anchor points, small

black dots on the MTs: attachment points. Note that MTs depolymerize when pulled by capture-shrinkage dynein toward the membrane. To see this figure in

color, go online.

Model of T Cell Repolarization
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elastic modulus kDynein and its prolongation. The dynein stepping depends

on the magnitude of the force and its orientation. If the force is parallel to

the preferred direction of the stepping, the attachment point moves one step

to the MT minus end (toward the MTOC) with a constant probability p�. If
the orientation of the force is opposite and its magnitude smaller than a stall

force FS, dynein makes one step toward the minus end with a force-depen-

dent probability. If jFiDyneinj> FS and the force has a unfavorable direction,

the dynein makes one step to the plus end with a constant probability pþ.
The steps of the dynein have varying lengths (75), but for simplicity, we

set it to the most frequently measured value of dstep¼ 8 nm. The probability

of detachment, pdetach, increases with the force.

Experimentally, two mechanisms by which the dynein act on MTs have

been identified: cortical sliding (17), in which MTs under the effect of

dynein move tangentially along the membrane, and capture-shrinkage

(14), by which MTs under the effect of dynein are reeled in toward the

membrane and concomitantly depolymerized (sketched in Fig. 1, d and e).

The IS is divided into two regions: the center, where dyneins act on MTs

via the capture-shrinkage mechanism (14), and the complete IS, where dy-

neins act via the cortical sliding mechanism. Each region is modeled as an

intersection of the cell sphere with a cylinder, 1, with radius RIS ¼ 2 mm

for the complete IS and RCIS ¼ 0.4 mm for the central region. Dyneins

are distributed randomly with uniform area density rIS in the small central

region, denoted as capture-shrinkage dynein, and density ~rIS in the larger

region of the whole IS, denoted as cortical sliding dynein.

RESULTS

We analyzed the role of the cortical sliding and capture-
shrinkage mechanisms and their combined effect during the
repolarization by computer simulations of the model defined
in the previous section. The density of dyneins anchored at
the IS, ~rIS, and the central region of the IS, rIS, are unknown
model parameters, which we therefore vary over a broad
range between 0 (no anchored dynein) and 1000 mm�2 (the
maximal number of anchored dynein because of the lateral
size of dyneins; see Supporting Materials and Methods, Sec-
tion S1.1.5). During the integration of the equation of motion,
various quantities are calculated: the distance between the

center of the MTOC and the IS, dMIS; the number of dyneins
attached to the MTs, Ndm; the velocity of the MTOC, vMTOC;
and the distance between the MTOC and the center of the
cell, dMC. For each point in the parameter space, these quan-
tities were averaged over 500 simulation runs. Each simula-
tion run is initialized with the mechanical equilibrium
(minimal elastic energy) configuration of the MT/MTOC-
system and all dyneins being detached. Results are shown
with the standard deviation as error bars only when they
are larger than the symbol size.

Capture-shrinkage mechanism

The repositioning process under the effect of the capture-
shrinkage mechanism is visualized in Fig. 2. In Fig. 2, a
and d, it can be seen that initially, the attached MTs aim
from the MTOC in all directions. Subsequently, the stalk
of MTs is almost formed in the middle phase of the reposi-
tioning (Fig. 2, b and e), and it is fully formed as the MTOC
approaches the IS; see Fig. 2, c and f and Video S1 showing
the time evolution of the MT cytoskeleton configuration
under the effect of the capture-shrinkage mechanism with
100 MTs and the dynein density rIS ¼ 100 mm�2.

The process can be divided into three phases based on
the time evolution of the MTOC velocity; see Fig. 3 b. In
the first phase, when the distance between the MTOC and
the center of the IS is dMIS > 8.8 mm, the velocity changes
rapidly in the first seconds of the process and then falls to a
local minimum. In the second phase, the velocity continu-
ally increases to a maximum, and then in the third phase,
it decreases again. By comparison of Fig. 3, b and c, it
can be seen that the time evolution of the velocity corre-
sponds to the time evolution of the number of dyneins acting
on MTs. The evolution of the number of attached dyneins

FIGURE 2 Snapshots from the time evolution of

the MT cytoskeleton configuration under the effect

of the capture-shrinkage mechanism alone (dynein

density rIS ¼ 100 mm�2). MTs are connected to

the MTOC indicated by the large black sphere.

Blue and red curves are unattached and attached

MTs. Small black spheres in the IS represent dy-

neins. The brown cylinder indicates the center of

the IS, where the capture-shrinkage dyneins are

located. (a and d) dMIS¼ 9 mm. Initially, the attached

MTs sprout from the MTOC in all directions. (b and

e) dMIS ¼ 6 mm. As time progresses, MTs form a

stalk connecting the MTOC and the IS. (c and f)

dMIS ¼ 2.5 mm. The stalk is fully formed, and it

shortens as the MTOC approaches the IS. To see

this figure in color, go online.
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during the first phase can be understood from an analysis of
Figs. 2, a and b and 3 d. At the beginning of the simulations,
a substantial number of MTs intersects the IS (visually
demonstrated in Fig. 2, a and d), resulting in a fast increase
of the number of attached dyneins. Because the MTs
attached to dynein sprout from the MTOC in every direction
(cf. Fig. 3 e), the MTOC moves toward the IS and, simulta-
neously, to the nucleus of the cell (see Fig. 3 d). As the
MTOC approaches the nucleus of the cell, the nucleus starts
to oppose the movement by repelling the MTs and, at the
end of the first phase, the MTOC. Therefore, as the pulling
force of the dyneins is opposed by the nucleus, the dyneins
detach because the detachment rate is force dependent.

The increase of the number of attached dyneins Ndm in the
second phase can be explained by considering the fact that
the MTOC slides over the surface of the nucleus and the
MT stalk forms. At the beginning, the nucleus presents an
obstacle between the MTOC and the IS; see Fig. 2 a. The
opposing force from the nucleus decreases with the approach
of the MTOC toward the IS. At the end of the repositioning,
the nucleus no longer stands between the two objects; see
Fig. 2, c and f. Therefore, the opposing force from the nucleus
contributing to dynein detachment decreases. More impor-
tantly, attachedMTs form the MT stalk. The angle a between
the first segment of the MT and the direction of the MTOC
movement is used to describe the deformation of the cyto-
skeleton structure and the stalk formation. At the beginning
of the simulation (the first phase and the beginning of the sec-
ond), attached MTs aim in every direction (see Fig. 3 e, visu-

alized in Fig. 2, a and d). Therefore, the dyneins pull in
multiple directions, which makes them oppose each other,
leading to dynein detachment. After a few seconds, the
MTOC travels in the direction of the biggest pulling force.
Consequently, the attached MTs form a stalk as the simula-
tion progresses, and dyneins act in alignment; see Figs. 2, b
and e and 3 f. They no longer oppose each other but share
the load from opposing forces. Consequently, the detachment
probability of dynein decreases with the opposing force, and
the number of attached dyneins increases.

The number of dyneins decreases in the final phase when
dMIS < 3.5 mm; see Fig. 3 c. Unattached MTs in the IS are
pushed backward by viscous drag as the MTOC moves to
the IS. As a result, one observes an ‘‘opening’’ of the MT
cytoskeleton; cf. Figs. 2, c and f and 3 e. Unattached MTs
do not intersect the IS (see Fig. 3 f) and cannot attach to
dyneins. The attached MTs shorten because of the depoly-
merization, further lowering the probability of dynein
attachment. Moreover, an opposing force arises from the
cytoskeleton being dragged from the nucleus to the mem-
brane (see Fig. 3 d), causing the detachment of dyneins
because the detachment rate is force dependent.

To summarize, the trajectory of the MTOC toward the IS
displays three phases, in which the two longer phases have
also been reported in experiment (14), but not the short
initial phase. First, the MTOC descends to the nucleus
(see Fig. 3, a and d); then it moves to the IS quickly and
slows down during the last 2 mm (see Fig. 3 b). Once the
MTOC bypasses the nucleus, it moves away, switching

FIGURE 3 Capture-shrinkage mechanism: (a) the dependence of the averageMTOC-IS distance dMIS on time. The error bars are represented by dashed lines

and are plotted only if bigger than a symbol size. (b–d) Dependencies of the average MTOC velocity vMTOC (b), the number of dyneins acting on microtubules

Ndm (c), and the MTOC-center distance dMC (d) on the average MTOC-IS distance are shown. Black dashed lines denote transitions between different phases

of the repositioning process. (e and f) Probability distributions of the angles between the first MT segments and the direction of the MTOC movement for a

dynein density rIS ¼ 100 mm�2 (e), t ¼ 1 s, dMIS � 9 mm are given. (f) t ¼ 60 s, dMIS � 5 mm. To see this figure in color, go online.
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from a purely circular to partially radial movement (see
Fig. 3 d). The variation of the MTOC velocity, its modulus,
and its direction are clearly visible in Video S2, showing a
simulation with a smaller nucleus radius rN ¼ 3.3 mm.
Note that the duration of the complete repositioning process
in the experiments is�60–90 s, which our model predicts to
be achieved by a dynein density of 80–200 mm�2.

Cortical sliding mechanism

For low, medium, and high densities, one observes for each
a different characteristic behavior. In the regime of low
dynein densities (~rIS < 100 mm�2), the repolarization veloc-
ity increases with the dynein density, and the MTOC moves
directly to the IS; see Fig. 5 a. For medium dynein densities
(100 mm�2 % ~rIS < 500 mm�2), the MTOC movement is
more complex; see Fig. 7 a. For high dynein densities (~rIS
> 500 mm�2), the repolarization velocity surprisingly de-
creases with ~rIS; see Fig. 8 a.

Cortical sliding with low dynein densities

Video S3 shows MTOC repositioning under the effect of the
cortical sliding mechanism with ~rIS ¼ 60 mm�2. It shows
MTs sprouting in all directions in the initial stage, the sub-
sequent stalk formation, and the final slowing down of the
MTOC. In Fig. 5 b, the dependence of the MTOC velocity
on the MTOC-IS distance is shown. As in the case of the
capture-shrinkage mechanism, the time evolution of the
MTOC velocity can be divided into three phases. However,
the transition points between the second and the third phase
depend on the density ~rIS. Similarly to the case of the cap-
ture-shrinkage mechanism, the behavior in the first phase
can be explained by the interplay of fast-attaching dyneins
and forces from the nucleus. In the second phase, the veloc-
ity of the MTOC increases despite a continuously
decreasing number of attached dyneins (see Fig. 5, b and

c), which is due to the alignment of the MTs. Initially,
attached MTs aim in all directions (see Fig. 5 e), as for
the capture-shrinkage mechanism (cf. Fig. 4, a and d).
Consequently, MTs whose original orientation does not
correspond to the movement of the MTOC detach from
dynein (see Figs. 4, b and e and 5 f). The probability density
in the intermediate state of the repositioning (dMIS � 5 mm)
shows that attached MTs are aligned and less in numbers.
The MTOC does not significantly recede from the nucleus
at the end of the repositioning (see Fig. 5 d), which implies
that the MTs do not follow the cell membrane (with the cap-
ture-shrinkage mechanism, MTs always touch the mem-
brane); see Fig. 4, c and f. Consequently, the attachment
probability is lower and leads to the decrease in velocity
in the third phase.

Cortical sliding with medium dynein densities

The differences between the behavior with low and medium
dynein densities for the cortical sliding mechanism are
analyzed in this section. Video S4 shows the repositioning
with ~rIS ¼ 200 mm�2. The repositioning is very fast, and
the MT cytoskeleton is considerably deformed. Moreover,
the MTOC passes the IS and subsequently returns to the cen-
ter of IS. 5 s after the initialization, MTs in all directions are
attached (see Fig. 6, a and d), but the direction of the MTOC
motion is already established (see Fig. 7 b). Contrary to the
case of low densities, the dynein forces are sufficiently strong
to hold attached MTs. Subsequently, some MTs do not
detach but take a direction partially aligned to the MTOC
movement (see Fig. 7, c and d). Moreover, almost all MTs
aligned with the MTOC motion are attached to dyneins
(compare Figs. 5 f and 7 d). Consequently, the large majority
of MTs are aligned with the direction of movement of the
MTOC movement, causing a substantial increase of the
MTOC velocity. By comparing the temporal evolution of
the MTOC-IS distance dISðtÞ for small, medium, and large

FIGURE 4 Snapshots from the time evolution of

the MT cytoskeleton configuration under the effect

of cortical sliding mechanism with a low dynein

density, ~rIS ¼ 60 mm�2. The cyan cylinder indicates

the IS area. Blue and yellow lines are unattached and

attached MTs, respectively. The black spheres in the

IS are the positions of dyneins attached to MTs.

(a and d) dMIS ¼ 9 mm. Originally, the attached

MTs aim from the MTOC in every direction.

(b and e) dMIS ¼ 4.5 mm. MTs attached to dynein

aim predominantly in one direction. (c and f)

dMIS ¼ 1.5 mm. Just a few MTs remain under the

actions of cortical sliding, and they rarely touch

the surface of the cell in the IS. To see this figure

in color, go online.
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dynein densities (Figs. 5 a, 7 a, and 8 a), one observes that
the velocity of the MTOC is maximal for medium densities
of cortical sliding dyneins (see also Fig. 9, a and b below).
Moreover, by comparing the configuration snapshots for
low and high densities (Fig. 4, b and e and 6, b and e), one
observes that the strong forces exerted at high dynein den-
sities cause large deformations of the MT cytoskeleton.

Because of the deformation of the cytoskeleton, a large
number of MTs are attached to dynein at the end of the re-
positioning (see Fig. 7 d), and dyneins are predominantly
found at the opposite side of the IS (compared to the
MTOC). Because of the attachment, the MTOC passes the
center of the IS (see Fig. 7 a) and the anchor points of
certain dynein motors (see Fig. 6, c and f). The MTs are
attached to anchor points, so the probability density of a
changes, and the majority of MTs are behind the MTOC
(see Fig. 7 e). When the MTOC returns to the IS, the prob-
ability density levels (see Fig. 7 f), and dynein detaches.

Cortical sliding with high dynein densities

An example for repositioning under the effect of cortical
sliding with a high dynein density ~rIS ¼ 1000 mm�2 is shown
in Video S5. As the area density ~rIS rises, the MTs are more
and more attached at the periphery (see Fig. 8 d). This is
further demonstrated by Fig. 8, e and f (the center of the IS
is almost depopulated when ~rIS ¼ 1000 mm�2). The reason
is that there are a sufficient number of dyneins to firmly catch
theMTs passing just the periphery of the IS. The higher num-
ber of MTs also logically means bigger pulling forces on

MTs. In a spherical cell, dyneins act in competition, which
leads to dynein detachment. The bigger the competition
is, the more frequent the detachment, as can be seen in
Fig. 8 b, in which the highest number of attached dyneins
corresponds to the lowest area density.

Constantly attaching and detaching dyneins does not
allow MTs to align with the direction of the MTOC move-
ment. Subsequently, the MTOC ‘‘lingers’’ behind the nu-
cleus before it moves to the IS as the dominant orientation
of attached MTs forms slowly. The duration of this inac-
tivity rises with ~rIS (see Fig. 8 a). Even when the dominant
direction is established, MTs are still attached in every di-
rection, slowing down the movement (see Fig. 8 c). There-
fore, the slowing in the third section (cf. Fig. 8 a) is
caused by two effects: first, the misalignment of MTs, re-
sulting in contradictory pulling forces and a lower number
of attached dyneins; second, the increasing probability of
attachment at the periphery, resulting in MTs being pulled
to different places and increasingly contradicting each other
as the MTOC approaches the IS.

Comparison of cortical sliding and capture-
shrinkage

In this section, two mechanisms are compared in terms of
MTOC velocity: times and final MTOC-IS distances. The
biological motivation is that the velocity (times) indicates
the efficiency of transmission of the force of dynein on
the cytoskeleton, and the final distance determines the

FIGURE 5 Cortical sliding with low dynein densities ~rIS. (a) The dependence of the average MTOC-IS distance dMIS on time is shown. The error bars are

represented by dashed lines and are plotted only if bigger than a symbol size. (b–d) Dependencies of the average MTOC velocity vMTOC (b), number of

dyneins acting on MTs Ndm (c), and the MTOC-center distance dMC (d) on the average MTOC-IS distance are shown. (e and f) Probability distributions

of the angles a between the first MT segment and the MTOC motion, ~rIS ¼ 60 mm�2, are shown. (e) t ¼ 5 s, dMIS � 9 mm. (f) t ¼ 65 s, dMIS � 5 mm.

To see this figure in color, go online.
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completion of the repositioning. In the previous sections, the
repositioning was divided into three phases based on the
MTOC velocity (see Figs. 3 and 5), which enabled the anal-
ysis of the dynamics based on the attached dyneins and de-
formations of the cytoskeleton structure.

To analyze average velocity, the repositioning is divided
into three phases based on the MTOC-IS distance: the acti-
vation, the first, and the second phase. This approach will
later enable a comparison with experimental results. The
activation phase ends when dMIS % 8.2 mm (identical with
the first phase based on the MTOC velocity). Although
the activation phase is important for the observation of the
influence of dynein motors (see Figs. 3 c, 5 c, and 8 b),
the phase lacks experimental analogy because in reality,
the IS, along with a high dynein area density, is not created
instantly. Therefore, it will not be further analyzed. In the
first phase, the MTOC-IS distance 8.2 mm > dMIS > df þ
1 mm, where df is the final MTOC-IS distance, which de-
pends on the area density and mechanism. The second phase
comprises the last micrometer of the MTOC journey.

The MTOC velocity in the capture-shrinkage reposition-
ing increases with the area density of dyneins for both
phases (see Fig. 9 a). The development of the average
MTOC velocity of the cortical sliding repolarization is
more difficult because it rises to its maximum (middle den-
sities) (see Fig. 9 a) and then falls sharply. The velocity of
the cortical sliding repositionings is lower except when
considering middle area densities of the cortical sliding
dynein. Moreover, for the low and high densities, the veloc-
ity of capture-shrinkage is more than two times the velocity
of cortical sliding (see Fig. 9 a). The times of repositioning
evolve accordingly (see Fig. 9 c). Times are longer for the
case of capture-shrinkage only when r corresponds to the
middle densities of cortical sliding (see Fig. 9 a).

The final MTOC-IS distance decreases with the rising r in
the case of sole capture-shrinkage (see Fig. 9 b). In the case

of cortical sliding, the situation is more complicated because
of the lack of an anchor point. The large final distances at
low area densities are caused by the insufficient pulling
force. The shortest distance is at the end of low area den-
sities r ¼ 80 mm�2, which is caused by the fact that the for-
mation of the narrow MT stalk, in which MTs pull in
alignment, is limited just to low densities (see Figs. 5 e, 7
c, and 8 c). Then, we can observe a steady rise in final dis-
tances caused by the growing attachment of MTs at the
peripheries as ~rIS causes the increasing competition of
pulling forces in the final stages of the polarization.

Fig. 9 c explains the lower MTOC velocity for cortical
sliding. First of all, let us notice that the three regimes of
the cortical sliding behavior are visible in Fig. 9 c. We can
see that the increasing ~rIS causes MT attachment on the pe-
riphery of the IS, as was already suggested by Fig. 8, d–f.
Moreover, the attached dynein is always predominantly at
the periphery because the average distance for the uniform
distribution of dynein is rIS ¼ ð1 =2ÞRIS ¼ 1 mm. Therefore,
as the MTOC approaches the IS, MTs are pulled to different
locations, and the forces of dynein oppose each other and
cause the dynein detachment.

The capture-shrinkage mechanism is faster, with the rela-
tively narrow exception of the middle area densities. Cortical
sliding never achieves shorter distances in comparison to
capture-shrinkage; moreover, in the case of high or low den-
sities, the final distances differ substantially. Fig. 9 shows the
dependencies on area density. Nevertheless, in the case of
capture-shrinkage, we consider just the density in the center
of the IS. We should remind the reader that the radii of the
center and the entire IS are RCIS ¼ 0.4 mm and RIS ¼ 2
mm. Because the number of dyneins depends on the area,
the number of dyneins in the IS NIS ¼ 25 � NCIS, where
NCIS is the number of dyneins in the center of the IS. Conse-
quently, Fig. 9 confirms that the capture-shrinkage mecha-
nism is the main driving force of the repositioning because

FIGURE 6 Snapshots from the time evolution of

the MT cytoskeleton configuration under the effect

of cortical sliding alone, with a medium area density

of the dynein ~rIS ¼ 200 mm�2) from two perspec-

tives. (a and c) dMIS ¼ 9 mm. MTs sprout from the

MTOC in all directions. (b and d) dMIS ¼ 5 mm.

The majority of MTs are attached, and the MT cyto-

skeleton is deformed. (c and e) dMIS ¼ 1 mm. At the

end of the repositioning, the MTOC passed the

center of the IS, and attached MTs aim in all direc-

tions. To see this figure in color, go online.
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this mechanism produces bigger or comparable velocities
with just 4% of the dynein motors of cortical sliding. More-
over, the MTOC comes closer to the IS, meaning that the
capture-shrinkage mechanism is more likely to finish reposi-
tioning. To summarize, considering the lower number of dy-
neins, the capture-shrinkage mechanism is largely superior in
the considered setup. The most important difference between
the two mechanisms is the firm, narrow anchor point in case
of the capture-shrinkage mechanism. It assures a firm attach-
ment of the MTs (see Fig. 3 f) and a geometrical alignment of
the pulling forces in all stages of repositioning. The capture-
shrinkage mechanism was identified as the main driving
force of the repositioning (14), and our model fully supports
this statement. In the next section, we will scrutinize the role
of cortical sliding.

Combination of capture-shrinkage and cortical
sliding

In this section, the interplay between the two mechanisms is
analyzed. A comparison of Video S6 (capture-shrinkage,
with rIS ¼ 60 mm�2, ~rIS ¼ 0 mm�2) and Video S7 (both
mechanisms combined, ~rIS ¼ rIS ¼ 60 mm�2) demonstrates
the difference between the MT cytoskeleton dynamics under
the effect of capture-shrinkage alone and under the effect of
both mechanisms combined. The videos show the first few
seconds of the process. In the case of sole capture-
shrinkage, only long enough MTs attach to the center of
the IS. One clearly sees in Video S7 that MTs intersecting
the IS and attached to cortical sliding dynein are passed to
the center of the IS, where they are captured by cortical

sliding dynein. Video S8 shows the complete repositioning
of the MTOC under the effect of both mechanisms com-
bined (~rIS ¼ rIS ¼ 60 mm�2).

A quantitative analysis in Fig. 10, a and b shows that the
repolarization velocity increases with the cortical sliding
density ~rIS as expected. Quite unexpectedly, it turns out
that the average number of attached capture-shrinkage dy-
neins depends on the density of cortical sliding dyneins
~rIS and increases with it, as demonstrated by Fig. 10 c.

This finding indicates a synergy of the two mechanisms,
capture-shrinkage and cortical sliding, and can be explained
by the alignment of the MTs during repositioning. The MTs
attached to the cortical sliding dyneins tend to align with the
MTOC movement, as demonstrated by Fig. 10 e, in which
the dominant central peak in direction a ¼ 0 is caused by
capture-shrinkage dyneins, and cortical sliding dyneins
provide only two small peaks from angles toward the pe-
riphery of the IS. As MTs align with the MTOC movement,
they are captured by the capture-shrinkage dyneins in the
central region of the IS, and the number of cortical sliding
dyneins drops dramatically, as shown in Fig. 10 d.

A comparison of the probability densities shown in Fig. 3
f for capture-shrinkage alone and Fig. 5 f for cortical sliding
alone reveals the mechanism by which cortical sliding sup-
ports capture-shrinkage. Fig. 3 f shows that the unattached
MTs are pushed back by friction forces, which leads to
the opening of the MT cytoskeleton such that MTs cannot
intersect the narrow center of the IS anymore (visualized
in Fig. 2 f). Attached MTs align with the MTOC movement
in the case of cortical sliding (cf. Fig. 5 f). Therefore, when
both mechanisms are combined, MTs attached by the

FIGURE 7 Cortical sliding mechanism with medium dynein densities ~rIS. (a) The dependence of theMTOC-IS distance dMIS on time is shown. Probability

distributions of the angles a between the first MT segment and the MTOC motion, ~rIS ¼ 200 mm�2, are shown. (b) t ¼ 5 s, dMIS � 9 mm. (c) t ¼ 15 s, dMIS

� 6 mm. (d) t ¼ 20 s, dMIS � 2.5 mm. (e) t ¼ 25 s, dMIS � 1.5 mm, other side of IS. (f) t ¼ 60 s, dMIS � 0.8 mm. To see this figure in color, go online.
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cortical sliding dyneins are not pushed back by friction,
they align with the MTOC movement, and the attachment
probability of the capture-shrinkage dynein increases.
Comparing the probability density of the angle a for cortical
sliding alone (Fig. 5 f) with the one for the combined mech-
anisms (Fig. 10 e) demonstrates impressively that most MTs
attached to cortical sliding dyneins have detached and
attached to capture-shrinkage dyneins.

These observations suggest an answer to the question
about the role of the cortical sliding: it passes the MTs to
the more efficient capture-shrinkage mechanism. Addition-
ally, it provides a bigger pulling force than for cortical
sliding alone because of the fact that the capture-shrinkage
mechanism also supports cortical sliding. By comparison of
Figs. 5 c and 8 b with Fig. 10 d, one realizes that the depen-
dencies of the number of cortical sliding dyneins on the
MTOC-IS distance are very different. As the MTOC ap-
proaches the IS, the number of dyneins acting on MTs de-
creases in the case of sole cortical sliding (cf. Figs. 5 c
and 8 b) but rises for the case of the combined mechanisms
(cf. Fig. 10 d). The reason lies in the firm anchoring of MTs
in the center of the IS and the emergence of the remarkable
‘‘arc’’ formations of attached dynein (cf. Fig. 11, b and c).

The velocity of the capture-shrinkage processes explains
this surprising finding. The capture-shrinkage mechanism is
more efficient because the MTs shorten because of depoly-
merization, align with the MTOC movement, and are pulled
to the same place. Slower stepping in the cortical sliding

mechanism will result in MT lengths between the MTOC
and the IS far longer than the direct distance. Therefore,
MTs have to bend (see Fig. 11, e–g), which explains the
‘‘arc’’ patterns of attached dyneins in the IS. In other words,
firm anchoring of capture-shrinkage pushes the cortical
sliding MTs against the IS, causing further attachment. By
comparison of Fig. 5 d and Fig. 11 a, one observes that
the MTOC approaches the IS more closely in the case of
combined mechanisms than in the case of cortical sliding,
which is another proof of the pulling of the MTOC toward
the center of the IS. We conclude that the cortical sliding
mechanism supports the dominant capture-shrinkage mech-
anism by ‘‘passing’’ the MTs, and the capture-shrinkage
mechanism supports the cortical sliding mechanism by
providing the anchoring and pushing the MTs against the IS.

This synergy is also indicated by Fig. 11 d, which shows
the total repositioning times as a function of the density of
capture-shrinkage dynein for various fixed values of the
cortical sliding dynein. Although the repositioning time
does not decrease further for large values of the capture-
shrinkage dynein density (rIS > 600 mm�2), it can actually
be decreased further by increasing cortical sliding dynein.
Consequently, the combination of the two mechanisms
with relatively low area densities is faster than the dominant
mechanism alone with maximal area density (compare cases
rIS¼ 200 mm�2 with various ~rIS with the case of rIS¼ 1000
mm�2 in Fig. 11 d). Further parameter variations supporting
this result can be found in the Supporting Materials and

FIGURE 8 Cortical sliding with high dynein densities ~rIS. (a) The dependence of the average MTOC-IS distance dMIS on time is shown. The error bars are

represented by dashed lines and are plotted only if bigger than a symbol size. (b) The dependence of the average number of dyneins Ndm on the MTOC-IS

distance is shown. (c) Probability distribution of the angle a between the first MT segment of attached MTs and the direction of the MTOC motion, dMIS

� 5 mm, is shown. (d) The probability distribution of the distance of attached dynein anchor points from the axis of the IS rIS when dMIS � 5 mm is shown.

(e and f) The two-dimensional probability density of attached dyneins in the IS, dMIS ¼ 5 mm, is shown. (e) Area density of cortical sliding dyneins

~rIS ¼ 500 mm�2. (f) ~rIS ¼ 1000 mm�2. To see this figure in color, go online.
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Methods, Section S3.3.3. The effect is certainly advanta-
geous for the cell because the cortical sliding mechanism
is not as efficient as the capture-shrinkage mechanism,
considering the large amount of dynein required.

DISCUSSION

We have analyzed the experiments of (14) with a mecha-
nistic model for the relocation of the MTOC in T cells.
By using biologically realistic values for the model param-
eters such as the number and the stiffness of MTs, dynein
pulling forces and detachment probabilities, and cytosol vis-
cosity, we can recapitulate for a wide range of dynein den-
sities the experimental observations of (14). In particular,

the timescale for the completion of the relocation process,
as well as the MTOC velocities predicted by the model,
agrees well with the experimental results.

Our model predicts that the cytoskeleton deforms sub-
stantially during the MTOC-repositioning process because
of the combined effects of the capture-shrinkage mechanism
and friction forces. The captured MTs form a narrow stalk
between the MTOC and the IS, straightening under the ten-
sion caused by dynein motors acting on it and causing the
rotation of the whole MT cytoskeleton toward it. Concomi-
tantly, unattached MTs are pushed backward by the
emerging viscous drag ‘‘opening’’ the MT cytoskeleton
(cf. Fig. 2, e and f). Thus, our model provides a mechanistic
explanation of the MT cytoskeleton opening that is also

FIGURE 9 Comparison of the capture-shrinkage and the cortical sliding mechanisms in terms of the average MTOC velocity in both phases VMTOC, times

of repositioning, and the final MTOC-IS distance dMIS. (a) The MTOC velocity in the first and the second phase is shown. (b) Repositioning times are shown.

Final MTOC-IS distances are shown in the inset. (c) The dependence of the average distance rIS of attached dynein motors from the axis of the IS on dynein

area density ~rIS for the case of sole cortical sliding is shown. The error bars are represented by dashed lines and are plotted only if bigger than a symbol size.

To see this figure in color, go online.

FIGURE 10 Combination of capture-shrinkage and cortical sliding: (a) dependence of the average MTOC-IS distance dMIS on time. Dependence of the

average MTOC velocity vMTOC (b), the average number of attached capture-shrinkage dyneins Ncapt (c), and the average number of attached cortical sliding

dyneins Ncort (d) on the average MTOC-IS distance is shown (cortical sliding densities corresponding to different line colors in b–d are the same as in a).

(e) The probability density of the angles a between the first MT segment and the direction of the MTOC motion is shown; t¼ 50 s, dMIS � 5 mm, ~rIS ¼ rIS ¼
60 mm�2. (f) Dependence of times of repositioning on cortical sliding area density ~rIS is shown. The error bars are represented by dashed lines and are plotted

only if bigger than a symbol size. To see this figure in color, go online.
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clearly visible in the experiments, as, for instance, in Fig. 5
A of (14). The opening can also be seen in the case of com-
bined mechanisms, although for partially different reasons
(Fig. 11, e–g).

The MT cytoskeleton opening might have interesting con-
sequences for the distribution of Ca2þ in the cell, which is
highly relevant for cell function. As the cytoskeleton
rotates, the mitochondria are dragged with it (16) until they
approach the IS. Because of the MT cytoskeleton opening,
the mitochondria are positioned asymmetrically around the
IS, resulting in an asymmetric absorption and redistribution
of Ca2þ by the mitochondria. Consequently, an asymmetric
distribution of Ca2þ arises around the IS, the function of
which might deserve further investigation.

The detailed analysis of the MT cytoskeleton arrange-
ment for the cortical sliding mechanism revealed three
different deformation characteristics depending on three re-
gimes for the dynein density (Cortical-Sliding Mechanism).
This observation opens an interesting experimental perspec-
tive to estimate the dynein distribution from the MT cyto-
skeleton deformation during the MTOC repositioning.

Moreover, our model also predicts a biphasic behavior of
the relocation process, as reported for the experiments in
(14). Figs. 3 a and 10 a bear a clear resemblance to Fig. 3
D of (14). We showed that after a short initial period in which
MTs start to attach to the dynein, the first phase observed
experimentally corresponds in our model to the circular mo-
tion of the MTOC around the nucleus and the second phase to

the last 1 mm of the MTOCmovement, when it detaches from
the nucleus and moves more or less straight to the IS with a
substantially reduced velocity for both mechanisms (capture-
shrinkage and cortical sliding) and a large range of dynein
densities. During the latter phase, the MTOC increases
its distance from the cell center by approximately 1 mm
� 0.2 � RCell, which is close to the value reported in (14).

It was hypothesized in (14) that a resistive force emerges
at the transition point between the phases, causing slowing
down of the MTOC. Our model shows that the assumption
of a resistive force is not necessary to explain the biphasic
behavior: the velocity of the MTOC is only determined by
the number of motors pulling on the MTs and on MT align-
ment (Figs. 3, 5 a, and 8). The reason for the slowing down
is therefore simply the decrease of the number of dyneins
attached to the MTs, which again is a consequence of
the changing geometry and forces during the movement
of the MTOC, i.e., a consequence of the interplay between
the MT cytoskeleton and motors.

Experimentally, it was also observed that a treatment with
taxol substantially reduced the velocity of the repositioning.
Taxol impedes depolymerization of the MTs, which we
could mimic in our model by reducing the capture-shrinkage
efficiency. With this modification, our model reproduces the
experimental observation (Fig. S10, a and b).

An interesting prediction of our model is that the two
mechanisms, capture-shrinkage and cortical sliding, appear
to act in remarkable synergy (Combination of Capture

FIGURE 11 Combination of capture-shrinkage and cortical sliding. (a) Dependence of the average distance between the center of the cell and the MTOC

dMC on the average MTOC-IS distance dMIS is shown. (b and c) A probability density plot for the spatial distribution of attached dynein is given. (b) t ¼ 50 s,

dMIS � 4.5 mm. (c) t¼ 60 s, dMIS � 1.5 mm. (d) Repositioning times as a function of the density of capture-shrinkage dynein rIS for four different values of the

cortical sliding area density ~rIS are shown. The error bars are represented by dashed lines and are plotted only if bigger than a symbol size. (e–g) Snapshots from

simulation are given. The blue, red, and bold yellow curves correspond to MTs without dynein and with capture-shrinkage and cortical sliding, respectively.

Black dots depict positions of attached dynein motors. (e) dMIS ¼ 4.5 mm, (f) dMIS ¼ 2.5 mm, and (g) dMIS ¼ 1 mm. To see this figure in color, go online.
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Shrinkage and Cortical Sliding), which provides an answer
to the question about the role of cortical sliding (14).
Cortical sliding passes the MTs to the more efficient cap-
ture-shrinkage mechanism, which in return provides a firm
anchor point. Therefore, cortical sliding is useful even in
the configuration when capture-shrinkage is dominant.
The synergy has a very practical effect because the combi-
nation of mechanisms with relatively low area densities
can be faster than only the dominant mechanism with
much higher area density Fig. 11 d. Therefore, the synergy
of the two mechanisms can substantially reduce the area
densities necessary for an effective repositioning and re-
duces the necessary resources (dynein). In our model, the
cytoskeleton does not have to force its way through multiple
organelles with complex structure, and the synergy mani-
fests itself mainly in the velocity of the repositioning
process. But one could speculate that in the real cell,
the synergy can actually make the difference between
completed and no repositioning.

It was proven in (50) that dyneins colocalize with the
ADAP ring in the pSMAC. Moreover, in (17) it was hypoth-
esized that the MTs are part of the reason why the pSMAC
takes the form of a ring. Additionally, (17) reported the
sharp turns in MTs upon interaction with the pSMAC and
that the MTs do not project directly to the cSMAC. In our
model, the cortical sliding dynein is homogeneously distrib-
uted over the entire IS; nevertheless, we observe that dy-
neins attach to MTs predominantly at the periphery of the
IS (cf. Fig. 8, d–f). If both mechanisms are present, attached
cortical sliding dyneins are even completely absent in the
central region (cf. Fig. 11). We therefore conclude, like
(17), that cortical sliding MTs do not project directly into
the cSMAC and identify the periphery of the IS as the region
where cortical sliding MTs are anchored. In agreement with
the experiments (17), we observe that cortical sliding MTs
turn upon contact with the periphery (Fig. 11, e–g), twist,
and contribute to the formations of dynein ‘‘arcs.’’ Because
the dynein in the central region of the IS does not contribute
to the MTOC repositioning via cortical sliding, one could
hypothesize that the pSMAC takes the shape of a ring to
facilitate interaction with MTs (17).

We presented a numerical analysis of the repositioning in
the case in which the MTOC and the IS are initially at the
opposite sides of the cell. Even a case so restricted brought
interesting results, enabling comparison with experiments
and a proposed explanation for the experimental observable.
We found that the cell performs the repositioning with great
efficiency. The dyneins are placed only at the peripheries of
the IS (pSMAC), which is the place where they are used the
most, evacuating less-used regions. Moreover, we intro-
duced a synergy of two mechanisms that minimizes the
necessary area density of dynein.

In this work, we presented the results of our theoretical
analysis of the MTOC repositioning that are relevant for
the experimental setup in (14), in which the IS and the initial

position of the MTOC are diametrically opposed. Here, it
turned out that even if both mechanisms (capture-shrinkage
and cortical sliding) are at work, capture-shrinkage is always
dominant, as reported in (14). In a second part of this work
(unpublished data), we will examine other initial positions
of the MTOC and the IS that will naturally occur in biologi-
cally relevant situations, and we will investigate under which
circumstances cortical sliding will become the dominant
mechanism over capture-shrinkage. Moreover, we will
further demonstrate the synergy of two mechanisms intro-
duced in this work and prove that it has more far-reaching ef-
fects in other initial configurations than the one studied here.
Also, in the situation in which the T cell establishes two ISs,
interesting dynamical behavior of theMTOC can be expected
and will be analyzed in detail. In the end, we will see that in
T cells the two mechanisms (capture-shrinkage and cortical
sliding) and the spatial distribution of dynein are combined
so as to minimize the number of dyneins necessary for polar-
ization and to minimize the damage of the MT cytoskeleton.
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Stochastic model of T Cell repolarization during target elimination (I)
SUPPLEMENTARY MATERIAL

Ivan Hornak, Heiko Rieger

1 Model of the cell

1.1 Microtubules
The microtubules(MTs) are represented as semiflexible filaments, therefore the Hamiltonian of a single MT is given by:

H =
κ

2

∫ L

0

∣∣∣∣
∂~t

∂s

∣∣∣∣
2

, (1)

where κ is bending rigidity( 2.2 ∗ 10−23Nm2 ), L is the length of MT, s is arc length, ~t = ∂~r
∂s is unit tangent vector and

~r(s) is a position (1). A single MT is represented as a chain of N beads with coordinates ~r1, ..., ~rN connected by N − 1
tangents ~ti = ~ri+1 − ~ri of the length k = L/(N − 1). In the present model, the length k = 0.8µm was used. Since the
MT is an inextensible polymer discretized into N beads, N − 1 constraints must be fulfilled:

Cmicro
i = |~ri − ~ri+1| = k i = 1, ..., N − 1 (2)

The length of the MTs varies considerably, but since short MTs are not relevant for repositioning, we include only just
MTs that reach from the MTOC to the IS in the first seconds of repositioning. The maximum length of a MT should be
L > π ∗ RCell to always reach from MTOC to IS. In order to reach the IS in the first stages of repolarization, the length
must be L > 3

4 ∗ π ∗RCell. Thus, the number of beads N is uniformly distributed between 15 and 20.

1.1.1 Bending forces of the microtubule

The Hamiltonian for the discretized MT can be expressed as:

Hbend = κd

N−2∑

i=0

(
1−

~ti~ti+1

|~ti||~ti+1|

)
, (3)

where κd = κ/k is the bending rigidity of the discretized model. The bending force acting on bead i is the derivative of
the discretized Hamiltonian with the respect to ~ri:

~F bend
i = −∂Hbend

∂~ri
. (4)

If we consider the simplest case (sketched in Fig. 2) of three points with coordinates ~r1, ~r2 and ~r3 connected with the
tangents ~t1 and ~t2, the bending forces acting on the beads are:

Figure 1: Bead-rod model of the microtubule. The MT is divided into 8 point connected by 7 rods. The circles correspond
to the positions of the beads. The lengths of rods connecting beads remain constant.

~F bend
1 =

κd

|~t1|

(
−
~t2

|~t2|
+

~t1

|~t1|

(
~t1·~t2
|~t2||~t1|

))
, (5a)

~F bend
3 =

κd

|~t2|

(
~t1

|~t1|
−

~t2

|~t2|

(
~t1·~t2
|~t2||~t1|

))
(5b)

~F bend
2 = −~F bend

3 − ~F bend
1 . (5c)
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~r1

~r2

~r3

~t1 ~t2

Θ

Figure 2: The sketch of bending forces acting on the MT composed of three beads. The filled circles represent the beads
of the MT. The bending force is determined by the angle Θ between the tangents ~t1 and ~t2. The narrow arows depict
bending forces acting on beads.

1.1.2 Drag coefficient

The drag force on an object depends on the speed of the object, the viscosity µ of the fluid, the size, and the shape of
the object. The intracellular viscosity is very hard to measure or estimate, since the space between the nucleus and cell
membrane is far from homogenous. The viscosity of aqueous domains of cell cytoplasm corresponds to the viscosity of
water (2). On the other hand, in other microdomains, the local viscosity differs from the viscosity of water by more than
three orders of magnitude (3). The effective viscosity in our model was chosen as:

µ ∼ 30µw = 0.03Pa · s, (6)

where µw = 0.9775mPa · s is the viscosity of water at temperature of T = 21◦C.
The MT is divided into segments of a cylindrical shape whose length is substantially bigger than the diameter. The

drag depends on the object’s area projected normal to the direction of the motion. Therefore, drag forces for the motions
parallel and perpendicular to the object are defined as F = γ‖ẋ and F = γ⊥ẋ, respectively, where ẋ is speed of the object.
Parallel γ‖ and perpendicular γ⊥ drag coefficients (4) are defined for the case of a cylinder in the fluid with viscosity µ
as:

γ‖ =
2πµk

ln(k/d)− 0.2
(7a)

γ⊥ =
4πµk

ln(k/d) + 0.84
, (7b)

where k and d are the length and the diameter of the cylinder, respectively. Therefore, the friction of the cylinder is
anisotropic γ⊥ ∼ 2γ‖. However, the anisotropy is hard to implement, as the orientation of segments varies. Therefore,
the anisotropy is not implemented. For the case of simplicity, the perpendicular drag coefficient is considered in the
simulation to the beads of MT and the same drag coefficient is attributed to all MTOC points.

1.2 Drag force of organelles
EM, Golgi and mitochondria are the organelles with different structures and sizes. However, their drag force can be
estimated from their volume and surfaces. A dynamic shape factor(5), Ksf, can be defined to calculate the drag coefficient
of the nonspherical particle:

γ = 3πdvµKsf, (8)

where dv is the diameter of the sphere with the same volume as the object. The drag force can be divided between the
form drag, coming from the pressure on the surface, and tangential shear stress. Form drag is determined by the objects
area projected normal to the direction of the motion. It can be expressed through the Stokes law form drag on a sphere,
whose projected area equals to the projected area of a nonspherical object. The diameter of such a sphere is dn. The
friction force on the surface can be expressed by the friction on the sphere with the same effective surface, which has the
diameter ds. The dynamic shape factor can be defined as:

Ksf =
dn + 2ds

3dv
. (9)

The number of mitochondria were measured(just the case of one cell) in (6) (44 mitochondria in a T-Cell). The size
and shape of MTs varies greatly, since they can shrink, grow, go through fission and fusion (7–11). We consider the
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most common spherocylindrical shape approximated by the cylinder, whose diameter and the length were estimated as
0.75µm and 1.5µm, respectively. Golgi apparatus is a very complex structure composed from multiple classes of cisternae
differing in form, function and composition that are stacked in various ways (12–15). The endoplasmic reticulum (ER) is
also a complex organelle composed from a bilayer forming nuclear envelope and a network of sheets and dynamic tubules
(16–20). Golgi, ER and mitochondria are connected to cytoskeleton (21) and (6).

For the rough approximate evaluation of drag force we consider the estimates from (22), table 12. The major organelles
including EM and Golgi are close to the center and they are in contact. Consequently, effective viscosity in the regions
close to the nucleus of the cell is different from more aqueous domain close to the cell membrane where the rotation of
the cytoskeleton takes place. Therefore, we assume that the effective viscosity of the medium in which EM and Golgi
travel is µ2 = 10 ∗ µ. We will express the drag coefficient of organelles as a function of viscosity and compare it with the
drag coefficient of the cytoskeleton. For the estimate of the cytoskeleton drag coefficient, the cytoskeleton of 100 MTs
was considered and the drag coefficient were calculated using (9).

γGSER ∼ 0.00131µ (10)
γRER ∼ 0.00160µ (11)
γMito ∼ 0.00257µ (12)
γCyto ∼ 0.00270µ (13)

From the equations (10) it can be seen that the γtotal = (γCyto + γMito + γRER + γGSER) ∼ 3 ∗ γCyto. Consequently, to
consider the drag force from the organelles in the cell, the drag coefficient of MT is tripled. Thus, the equation (7) can be
rewritten as:

γ‖ = 3 ∗ 2πµk

ln(k/d)− 0.2
(14a)

γ⊥ = 3 ∗ 4πµk

ln(k/d) + 0.84
. (14b)

1.3 Confinement of the cytoskeleton
The cytoskeleton moves between the wall of the cell and the nucleus. They have a spherical shape and they are modeled
as force fields. The force of the wall is null if |~ri| <= R. Otherwise, the force acting on the bead of the MT or the MTOC
is expressed as:

~Fwall
i = −1

~ri
|~ri|

k1exp(k2(|~ri| −R)), (15)

where R is the radius of the cell and k1 = 20pNµm−1 and k2 = 1m−1 are chosen constants. The force of nucleus is null
if |~ri| > Rnucleus(radius of the nucleus). Otherwise, it can be expressed by:

~F nucleus
i =

~ri
|~ri|

k1exp(k2(Rnuc − |~ri|)), (16)

where Rnuc is the radius of the nucleus.

1.4 Dynein motors
Unfortunately, since the results from the measurements differ greatly, the mechanical properties of dynein remain uncer-
tain. Therefore, the parameters in this section are estimations. The dynein has an anchor and attachment points connected
by a stalk. The anchor point has a stable position and the attachment point walks on the MT. The force acting on the MT
is determined by the length of the stalk, whose relaxed length was estimates as L0 = 18nm (23–26).

Unattached dynein is represented just with one point on the surface of the cell. If the dynein is closer to the MT than
L0, the motor protein can attach to the filament. Fluctuations of the membrane can move the dynein motor to the MT.
Therefore, the attachment probability is defined as:

pa = 5s−1 dmd <= L0 (17)

pa = 5 · exp(−(dmd − L0)/pd)s−1 dmd > L0, (18)

where dmd is the distance of the dynein point to the closest point of the MT and pd = 10−7 is a chosen parameter. If the
MT is attached, the anchor and attachment points of the dynein motor are placed to the same point on the MT. Attachment
probability of dynein is unknown; therefore, the attachment probability pa corresponding to the attachment ratio of kinesin
is considered (27). The force of dynein motor comes from the elastic properties of the stalk:

|FDynein
i | = 0, |~rDynein| < L0 (19)

~FDynein
i = kDynein(|~rDynein| − L0)

~rDynein

|~rDynein|
|~rDynein| > L0, (20)
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where ~rDynein = ~ranchor−~rattach is the distance between the anchor and the attachment points. The measurements of elastic
modulus of the stalk differ (28–31) , therefore, the elastic modulus was estimated to kDynein = 400pNµm−1 (32). If the
force is null or parallel to the preferred direction of stepping, the probability of stepping to the minus end is:

p− =
VF
dstep

, (21)

where VF is the forward speed of dynein and dstep is the length of the step. The steps of dynein have multiple lengths
(33–38). Nevertheless, just the most frequently measured length dstep = 8nm is considered. The forward speed was
estimated or measured in various sources (33, 34, 39–45). For our purposes it is estimated to be VF = 1000nms−1. In
the case of the force of the dynein being in the opposite direction to the preferred movement and smaller than a stall force
FS , the attachment point steps to the minus end with probability:

p− =
VF
dstep

(1− |F
Dynein|
FS

). (22)

The value of the stall force varies greatly (33, 33–36, 40, 46) and (47), we estimate it as FS = 4pN. If the force aims to
the plus end and it is bigger than the stall force, dynein steps to the plus end with probability:

p+ =
VB
dstep

. (23)

Backward stepping speed is force dependent (33) and the measured values also differ (40), (48). Our estimate is VB =
6.0nm· s−1 (33).
The probability of detachment is expressed as:

pdetach = exp(
|Fd|
FD

), (24)

where the detachment force (40, 48, 49) was estimated as FD = FS/2. When the attachment point of dynein motor is
not on a bead of MT, the force is acting on a point of a segment between two beads. In such a case, the force has to be
transmitted to the two closest beads. Since the mechanism of stepping and detachment of dynein is uncertain, we use the
model for kinesin stepping (50).

Dynein plays a role in two mechanisms. During the cortical sliding mechanism acting in the whole IS, the MT slides
on the membrane and its plus-end remains free. MT depolimerizes in the fixed position on the membrane of the cell
during capture-shrinkage mechanism acting in the center of the IS. Without the effects of dynein, MT detaches from fixed
position.

The densities of capture-shrinkage dyneins, ρIS , and cortical sliding dynein ρ̃IS vary through the range that could
be expected during the T-Cell activation, 0 < ρIS , ρ̃IS < ρMAX. The maximum density of dyneins were estimated
considering its structure and size. The dynein comprises a long stalk and a ring-like head containing six AAA+ modules
whose diameter is comparable with the length of the stalk (51, 52), and N- and C-terminal regions. The size of the dynein
motor can be also estimated from the distance dhm between the head domain of the dynein and the center of the attached
MT (53), dhm = 28nm, which substantially exceeds the length of the dynein stalk. For the case of simplicity, we compute
the area of plasma membrane covered by one dynein as ad = π ∗ L2

0, where L0 is the length of the stalk. The number of
dynein Ndynein in 1µm2 is calculated as

Ndynein =
1−12

ad
∼ 1000. (25)

Consequently, ρMAX = 1000µm−2.

1.5 Microtubule organizing center (MTOC)
The MTOC is modeled as a planar, polygonal structure, composed from so-called sprouting points(points of MT sprout-
ing). If MTOC has QMTOC sprouting points, then the equal number of constraints holds them in a specified distance from
MTOC center(black lines in Fig. 3). Therefore, the ith constraint is defined as:

CMTOC
i = |~rmtoc

i − ~rc| = RMTOC i = 1, ..., QMTOC, (26)

where ~rmtoc
i is the position of ith sprouting point and ~rc is the position of the center of the MTOC. Moreover, additional

QMTOC bonds keep the neighboring points in a constant distance dMTOC(blue lines in Fig. 3).

CMTOC
i = |~rmtoc

i − ~rmtoc
i+1 | = dMTOC i = QMTOC + 1, ..., 2 ·QMTOC, (27)

When MT is created, the so-called ”sprouting point” and ”rear point” on the MTOC are chosen 4. The second bead
of the MT is attached to the sprouting point and the first bead to the rear point. Consequently, the original MT orientation
is given by the direction from the rear point to the sprouting point. Every MTOC point is the sprouting point to the same
number of MTs. The rear point is chosen from the points at the approximately opposite side(relatively to sprouting point)
of the MTOC 4a, which gives a variety of the initial MT orientations. Elastic force 4a anchors the MT in the MTOC,
while bending force 4b forces the MT to be aligned with the line connecting sprouting and rear points. The combination
of two forces assures anchoring of the MT and limitation of changes in orientation, simulating the effect of PCM.
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Figure 3: Sketch of the MTOC with NMTOC = 20 MT sprouting points represented by red spheres. The black sphere in
the middle depicts the center of the MTOC. Black lines connecting the points with the center and blue lines connecting
the neighboring points are nondeformable.

(b) (c)

Figure 4: The sketch of the MTOC and forces connecting the MTOC with MTs. The black line denotes the first segment
of microtubule. (a) Dashed lines depict the elastic forces connecting two points of microtubule to two MTOC points. The
green point represents the sprouting point and yellow points depict possible rear points. (b) Bending force minimizes the
angle Θ between the first segment of microtubule ~t1 and the line ~s connecting sprouting(green) and rear(yellow) point.

1.5.1 Connecting microtubule and MTOC

The first segment of the MT is inside the MTOC 4a. The second and the first the MT beads are attached by elastic forces
to the sprouting point and the rear point, respectively 4a. Elastic forces acting on a MT bead can be written as:

~F elas
2 = k3|~d2| ·

~d2

|~d2|
, (28)

where k3 = 30· pNµm−1 is a spring constant and ~d2 = ~r MTOC
s − ~r micro

2 , where ~r MTOC
s and ~r micro

2 are MTOC sprouting
point and the second bead of MT, respectively. Analogically, we can define the forces between the first bead of the MT
and the MTOC rear point. Bending forces 4b are calculated via:

~F bend
MTOC =

κ

|~s|2
(
−
~t1

|~t1|
+

~s

|~s|

(
~t1·~s
|~s||~t1|

))
(29a)

~F bend
micro =

κ

|~t1|2
(
~s

|~s| −
~t1

|~t1|

(
~t1·~s
|~s||~t1|

))
, (29b)

~F0 = −~F bend
micro − ~F bend

MTOC (29c)

where ~s is the segment between the two beads of the MTOC, ~t1 is the first segment of MT. The forces ~F bend
MTOC and ~F bend

micro

act on the sprouting point and the second bead of MT, respectively. The force ~F0 acts on the first bead of the MT and the
rear point.

2 Constrained Langevin dynamics

Using Langevin dynamics, the motion of an unconstrained particle with the position xi can be expressed:

γiẋi = fi + ηi, (30)

5
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where ηi is a random Langevin force, which is a stochastic, non-differentiable function of time that integrates random
interactions with the molecules of the solvent. The force fi is the sum of all other forces and it depends on the object and
γ is the drag coefficient. In a constrained case, N beads in 3D have to satisfy Q constraints (54):

Ca(x1, ..., x3∗N ) = ca a = 1, ...., Q (31)

The constraints have to remain constant in every instance. Therefore, the movement of the beads must satisfy:

0 = Ċa = nia· ẋi a = 1, ...., Q (32)

where
nia =

∂Ca
∂xi

. (33)

The motion of a constrained bead can be expressed:

γẋi = fi + ηi − niaλa, (34)

where λa is the constraint force conjugate to the constraint µ.

2.1 Mid-Step algorithm
Mid-Step algorithm was proposed by Fixman and further generalized by Hinch and Grassia (55–58) The algorithms was
elaborated for specific cases by Morse and Pasquali (54) and (59). Using the mobility tensor

Hikγ = Iik, (35)

the equation (34) can be rewritten as:
ẋi = Hij [F

u
j − njaλa], (36)

where Fuj = fi + ηi is unconstrained force. The values of λa for a = 1, ..., Q can be calculated from the conditions (32)
at every instant. It will result in the set of algebraic equations:

Gaνλν = niaHijF
u
j , (37)

where
Gaν = niaHijnjν . (38)

If the constraint forces are expressed by (37), we get the equation of motion from (34):

ẋi = PijHjkF
u
k , (39)

where
Pij = Iij −HiknkaG

−1
aν njν (40)

is a projection operator. In the case when the mobility tensor is expressed by (35), equation 40 can be rewritten as:

Pij = Iij − niaT−1
aν njν , (41)

where
Taν = nianiν . (42)

The dynamical projection operator is used to project forces to 3N − Q dimensional hypersurface. Therefore, they are
locally perpendicular to the constraints.

The mid-step algorithm proposed by Hinch is for the case of mobility tensor (35) composed by four following substeps:

1. Generate unprojected random forces ηi and unprojected forces fi at initial position x0
i ;

2. Construct projected random force ηPi = Pijηj and fPi = Pijfj ;

3. Calculate midstep position x1/2
i = x0

i + ẋ0
i∆t/2, where the mobility in the original configuration ẋ0

i is calculated
via (39) and ∆t is the time step;

4. Calculate updated bead positions x1
i = x0

i + ẋ
1/2
i ∆t, where ẋ1/2

i is evaluated with the deterministic and normal
vectors from mid position, but with the same projected random force from initial configuration.

Mid-step algorithm uses the projection operator (40) that alongside with the mid position calculation minimizes the
perturbations of constraints. Nevertheless, perturbations cannot be eliminated. Therefore, the MT has to be resized to
fulfill the constraints. In such operation, the angles between ~ti and ~ti+1, where i = 1, ..., N − 1 are conserved, the first
bead of MT remains constant and MT regrows from the MTOC. Consequently, the bending energy of the MT remains
unchanged.

6
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3 Additional results

3.1 Influence of random forces

Random forces acting on the MTs have small effects since the motion of the MTs is constrained. Fig. 5a suggests that
random forces perpendicular to the cell membrane(red) have no effect since microtubule curvature is given by the interplay
of bending forces and the force of the membrane. The green forces, acting parallel to the segments of the MTs have also no
impact, because the MT is attached to the MTOC, making it a part of a very massive structure. Consequently, just random
forces depicted in purple in 5b can result in movement, making the random noise effectively one-dimensional. However,
the MT is still rigid structure, random forces act in contradiction and filament is bound to MTOC, which seriously limits
the movement of upper beads. Therefore, the influence of random noise can be expected to be negligible. Moreover, the
capture-shrinkage mechanism fixates the MT on both sides, further minimizing the effect of the random force. In Figs. 6a
and 6b we can see that the repositioning curves are almost identical for the case of the capture-shrinkage mechanism. The
Figs. 6c and 6d demonstrate that the developments of the number of attached dyneins also do not differ. During cortical
sliding repositionings the effect of the random forces is also negligible 7.

(a) (b)

Figure 5: Sketch of random forces acting on the MT from two perspectives. The big circle represents MTOC and smaller
circles represent beads of microtubule. Blue arc depicts membrane of the cell. Red, green and purple lines representing
random forces acting on every bead are perpendicular.

3.2 Comparison of two cases with different number of microtubules

The cytoskeleton ofMmicro = 100 MTs (examined in previous section) is compared with the cytoskeleton ofMmicro = 40.
We define ndm(t) = N̄dm(t)

Mmicro
to examine the ratio of the attached dyneins and the number of the MTs in a cytoskeleton. Fig.

8a depicts repolarization curves of two cytoskeletons for the case of the capture-shrinkage mechanism. The polarization
exhibits a triphasic behavior for both cases 8b.

We define nmax = max(ndm(t)). In Figs 8c it can be seen that nmax is always bigger for the case of smaller cy-
toskeleton(caused by the small area of the center of IS and limited number of dynein). The Figs. 8c and 8d explain
the differences of speed in terms of the number of motors. When the area density is small, the smaller cytoskeleton is
pulled with relatively higher force. As the concentration increases, the maximum speed is achieved(ρIS ∼ 600µm−2).
Subsequent increase of pulling force has no effect.

Figs. 9a and 9b depicting the repositioning under the influence of the cortical sliding mechanism shows the three
regimes for both cytoskeletons. In both cases, nmax rises at the beginning, it reaches its maximum when ρ̃IS ∼ 200µm−2

and then it decreases swiftly and then steadily 9c. For smaller densities, the number of dyneins per MT are smaller for
the bigger cytoskeleton. The situation is opposite when considering high area densities. Since the attached MTs aim in
different directions, dyneins compete in the area of higher densities. As the number of the MT decreases, the pulling forces
acting on individual filaments increase, leading to faster detachment. The MTOC speed increases when ρ̃IS < 200µm−2

and then it decreases. We can see in 9d that the speed decreases for both cases even when nmax stays approximately the
same, which is the consequence of dynein acting predominantly at the periphery.
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(a) (b)

(c) (d)

Figure 6: Combination of the capture-shrinkage mechanism and random forces. Solid lines stand for the sole capture
shrinkage and dashed lines for the combination with random forces. Legends in (a), (b) apply for (c), (d), respectively.
(a)(b) Dependence of the average MTOC-IS distance d̄MIS on time, (c)(d) Dependence of the average number of dynein
N̄dm motors on MTOC-IS distance d̄MIS.

(a) (b)

Figure 7: Combination of the cortical sliding mechanism and random forces. Solid lines stand for the sole cortical sliding
and dashed lines for the combination with random forces. (a)(b) Dependence of the average MTOC-IS distance d̄MIS on
time.

3.3 Capture-shrinkage and cortical sliding combined

As can be seen in Fig. 10b, addition of the small area density of capture-shrinkage dyneins in the center of IS causes
substantial decrease of differences between times of polarization. Moreover, the three regimes of behavior based on the
area density of cortical sliding dyneins is not observed in the presence of the capture-shrinkage mechanism. Surely, the
third regime presents a disadvantage, since the pulling force of dynein is wasted in unproductive competitions. Therefore,
the synergy of two mechanisms proves once more to be highly effective, since it does not only removes the third regime,
but also greatly reduces the times of repositioning when the area density of cortical sliding ρ̃IS < 100µm−2. Fig. 10a
depicts times of repositioning for different sets of combined mechanisms since the capture-shrinkage area density varies
and cortical sliding density remains constant. We can see that the times of repositioning are in general shorter for the
case of combined mechanisms. Moreover, even when the area densities correspond to the second regime, the times of
repositioning are comparable. Combined cases, however, have just 15% of the number of dyneins. Additionally, we can
notice that the increase of area densities when ρ̃IS > 500µm−2 presents no advantage since it causes slowing down of
repositioning in the absence of capture-shrinkage and has no effect when the mechanisms are combined. Fig. 10c shows
that the attached dyneins are predominantly located on the periphery of IS even in the case when ρ̃IS > ρIS.
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(a) (b)

(c) (d)

Figure 8: Capture-shrinkage mechanism for two cytoskeletons with different numbers of microtubules: Mmicro =
100(solid lines) and Mmicro = 40(dashed lines). (a) Dependence of average MTOC-IS distance d̄MIS on time. (b) De-
pendence of average MTOC speed v̄MTOC on d̄MIS. (c) Dependence of the maximum number of attached dyneins per
microtubule nmax on area density ρIS. (d) Dependence of the maximum speed Smax on ρIS.

4 Commentary on modeling approaches

4.1 Cytosim
Cytosim is widely accepted as an efficient tool for the simulations of fibers (60). Although there are many similarities
between the models, we decided not to use Cytosim. The first reason is our goal to examine the role of Brownian motion.
The implicit integration used by Cytosim has a numerical error that could influence the precision of calculation in the
absence of thermal noise. The second reason is the simplified calculation of the bending forces used by Cytosim. The
advantage of such an approach, which enables to express the bending forces as a result of a matrix-vector multiplication,
is a great efficiency of calculation. Nevertheless, the procedure is valid only if the angles between subsequent segments
remain small. This presents a drawback, since the angles between the segment increase as the radius of the cell decrease.
More importantly, substantial curvature of the MTs can be expected during repositioning (61)(See 4.4). Moreover, the
”reshaping” of the objects due to the numerical impressions is done to keep the center of mass constant. Since the rigidity
of MTOC is an important part of our model, reshaping is done to keep the first the bead of the MT(therefore MTOC-MT
forces) constant.

4.2 Model using deterministic force
Kim and Maly (62) modeled the cortical sliding mechanism using the deterministic force. Although this model has various
merits, it leads to the contradiction with some experimental observable: for example MTs stalk going through the center
(62). This presents a drawback since various biological functions depend on the distribution of MTs.
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(a) (b)

(c) (d)

Figure 9: Cortical sliding mechanism for two cytoskeletons with different numbers of microtubules Mmicro = 100(solid
lines) and Mmicro = 40(dashed lines). (a)(b) Dependence of average MTOC-IS distance d̄MIS on time. (c) Dependence
of the number of attached dyneins per microtubule nmax on the area density ρ̃IS. (d) Dependence of the maximum speed
Smax on ρ̃IS.

(a) (b) (c)

Figure 10: Combination of the capture-shrinkage and the cortical sliding mechanisms. (a)(b) Times of repositioning for
the sole cortical sliding and combinations of two mechanisms. (a)In the combined case the capture-shrinkage area density
varies, cortical sliding area density is constant ρ̃IS = 20µm−2. (b)In the combined case the cortical sliding area density ρ̃IS
varies and capture-shrinkage area density is constant ρIS = 60µm−2. (c) Two dimensional probability density of attached
dynein ρ̃IS = 60µm−2, ρIS = 20µm−2, d̄MIS = 4.5µm.

6. Maccari, I., R. Zhao, M. Peglow, K. Schwarz, I. Hornak, M. Pasche, A. Quintana, M. Hoth, B. Qu, and H. Rieger,
2016. Cytoskeleton rotation relocates mitochondria to the immunological synapse and increases calcium signals. Cell
Calcium 60:309–321.
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ABSTRACT Cytotoxic T lymphocytes (T cells) and natural killer cells form a tight contact, the immunological synapse (IS), with
target cells, where they release their lytic granules containing perforin/granzyme and cytokine-containing vesicles. During this
process the cell repolarizes and moves the microtubule organizing center (MTOC) toward the IS. In the first part of our work we
developed a computational model for the molecular-motor-driven motion of the microtubule cytoskeleton during T cell polariza-
tion and analyzed the effects of cortical-sliding and capture-shrinkage mechanisms. Here we use this model to analyze the dy-
namics of the MTOC repositioning in situations in which 1) the IS is in an arbitrary position with respect to the initial position of the
MTOC and 2) the T cell has two IS at two arbitrary positions. In the case of one IS, we found that the initial position determines
which mechanism is dominant and that the time of repositioning does not rise monotonously with the MTOC-IS distance. In the
case of two IS, we observe several scenarios that have also been reported experimentally: the MTOC alternates stochastically
(but with a well-defined average transition time) between the two IS; it wiggles in between the two IS without transiting to one of
the two; or it is at some point pulled to one of the two IS and stays there. Our model allows one to predict which scenario emerges
in dependency of the mechanisms in action and the number of dyneins present. We report that the presence of capture-
shrinkage mechanism in at least one IS is necessary to assure the transitions in every cell configuration. Moreover, the fre-
quency of transitions does not decrease with the distance between the two IS and is the highest when both mechanisms are
present in both IS.

INTRODUCTION

T cells have a key role in the adaptive branch of our immune
system by finding and destroying virus-infected and tumor
cells, parasites, and foreign invaders. Cytotoxic killing of
a target cell is achieved in three subsequent steps. First,
the T cell binds to the surface of the target cell and creates
a tight contact zone called immunological synapse (IS)
(1–9). Second, the T cell relocates the microtubule orga-
nizing center (MTOC) toward the IS by a massive move-
ment of the entire microtubule (MT) cytoskeleton due to

forces acting on MTs (10–16). This process involves the re-
positioning of mitochondria, the Golgi apparatus, and the
endoplasmic reticulum, since the organelles are bound to
the cytoskeleton and relocate with it (14,17–22). In the third
step, the T cell releases the cytotoxic material from the lytic
granules toward the target cell, leading to its death by necro-
sis or aphthosis (23–28). The secretion of lytic granules can
take place without the MTOC repolarization (29), or before
it (30). However, it does not make the repositioning redun-
dant, since the MTOC-accompanied granule secretion may
be crucial for the killing of resistant cells.

The IS is divided into several supramolecular activation
clusters (SMACs) including ring-shaped peripheral SMAC
(pSMAC) (7,9,31–33). Dynein, a minus-end-directed (to-
ward the MTOC) molecular motor protein, is indispensable
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SIGNIFICANCE Repositioning of the microtubule organizing center (MTOC) plays a key role in the process of target cell
elimination of cytotoxic killer cells (T cells and natural killer cells). We use a recently established model for the molecular-
motor-driven motion of the MT cytoskeleton confined between the membrane and the nucleus during T cell polarization to
make quantitative predictions about the MTOC dynamics and the MT cytoskeleton morphology comparable with
experiments. In the presence of two IS it predicts oscillatory, fluctuating, or bistable MTOC dynamics in dependency of the
dynein distribution and the action of a cortical-sliding or a capture-shrinkage mechanism, which allows experimental
conclusions on the basis of the measurement of MTOC trajectories.
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for the repositioning as was shown by knockout experiments
(34–38). The dynein colocalizes with the adapter protein
ADAP that forms a ring at the IS periphery after activation
of the T cell (39,40). Dynein plays a key role in the two
mechanisms proposed to drive the repositioning: cortical
sliding and capture shrinkage. In the cortical-sliding mech-
anism the dyneins step to the minus-end of MTs (toward the
MTOC) while being anchored on the cell membrane and
therefore pull the MTOC toward the IS (15,39,41). It was
indicated that the ring-shaped pSMAC is the place where
attached dyneins are anchored (15,39). It was shown in
(42) that the recruitment of the dynein to the IS is correlated
and promoted by the depletion of cortical actin filaments
from the same place.

A detailed analysis of the capture-shrinkage process was
performed by Yi et al. (12). An optical trap was used to place
the target cell so that the IS (contact zone) is initially diamet-
rically opposed to the MTOC. This well-defined initial
configuration allowed quantitative dynamical imagining
including observation of the MT cytoskeleton morphology.
They provided strong evidence that the repositioning is
driven by a capture-shrinkage mechanism (43) involving
the depolymerization of the caught MT in a confined area
in the center of the IS. Itwas shown (12) thatMTs bend along-
side the cell membrane to reach the IS. Consequently, the
MTs caught by their plus-end in the center of the IS
straighten, form a narrow stalk, and depolymerize at the cap-
ture-point. TheMTOC is pulled to the center of the IS, which
invaginates the cell, indicating the location of the main pull-
ing force. The capture-shrinkage mechanism was identified
as themain driving force of the repositioning, since inhibiting
the MT depolymerization substantially slowed down the re-
positioning. Yi et al. (12) reported that the repositioning
can be divided into two phases that differ in theMTOC speed
and the direction of its motion. In the first so-called polariza-
tion phase, the MTOC travels quickly in a circular motion
around the nucleus. In the second, docking phase, the
MTOC moves slowly and directly toward the IS.

T cells can attack two target cells simultaneously, in
which case two IS are established (15). In this case, the
MTOC transits repeatedly between the two IS (15), reminis-
cent of mitotic spindle oscillations in Caenorhabditis ele-
gans (35,44–49). These spontaneous spindle oscillations
have been explained by the cooperative attachment and
detachment of cortical force generators to astral microtu-
bules (50–53). For MTOC oscillations in T cells with two
synapses a similar scenario has been proposed in connection
with cortical-sliding mechanism (54). There it has been hy-
pothesized that MTs on the trailing side of the MTOC are
lifted off the pulling surface by viscous drag in the cyto-
plasm, leading to their detachment from cortical motors.
Here we propose a different mechanism, which also works
for capture shrinkage as reported in (12) and which relies
on dynamic MTs, similar to, for instance, meiotic nuclear
oscillations in Schizosaccharomyces pombe (55–57).

The interplay between dyneins and filaments is influenced
by dynamic MTs, which constantly grow and shrink: periods
of grow alternate with periods of rapid depolymerization in a
process called dynamic instability (DI) (58–68). This process
allows the cytoskeleton to adopt itself to the needs and func-
tions of the cell to perform substantial shape changes through
the cell cycle (61,69–71). Transitions between two IS would
not be possible without the DI of MTs: at the end of the repo-
sitioning process toward one IS, the MT cytoskeleton is
deformed and capture-shrinkage MTs are depolymerized
(12,72). Due to DI, the depolymerized MTs regrow and the
deformed cytoskeleton can restructure.

The main reason for MTOC oscillations in T cells with
two IS as well as mitotic spindle oscillations to occur is
that one has two distinct locations of dynein accumulation
on the cell boundary, where motors can catch the MTs.
The attachment of dynein is stochastic and one location
wins the tug-of-war between the attached dyneins, resulting
in MTOC relocation toward that location. In both cases, dy-
neins detach as the MTOC approaches. In the case of spin-
dle oscillation, two restoring forces pushing the spindle
back to the center were considered: the cortical pushing of
the MT polymerization-driven growth against a barrier fol-
lowed by the bending of the filaments, and the pulling force
of the dyneins opposite to the movement of the MTOC
(44–46,73–77). The purpose of our theoretical study is to
elucidate the potential mechanisms for cooperative dynein
attachment and detachment leading to stable, bistable, or
oscillatory MTOC relocation in T cells with two IS.

COMPUTATIONAL MODEL

We use the computational model introduced in (72). The cell
membrane and the nucleus are represented by two spheres
with radius 5 mm and 3.8 mm, respectively. MTs sprout
from the MTOC to the cell periphery, as sketched in
Fig. 1, a and b. They are modeled by a bead-rod model
with constrained Langevin dynamics. The MTs move under
the influence of several forces—bending, drag, molecular
motors, noise, and repulsive forces—keeping them between
the nucleus and the cell membrane. The MTOC moves to
the IS due to the pulling force of dyneins acting via two
mechanisms: cortical sliding during which the plus-end of
the MT remains free and the filament slides tangentially
along the plasma membrane; and capture shrinkage, by
which dyneins capture the tip of the MT and depolymerize
it by pulling it against the membrane, as sketched in
Fig. 1 c. Dyneins acting via cortical sliding and capture
shrinkage are located in the complete IS and the narrow cen-
ter, respectively. The two regions are represented by inter-
sections of the cell sphere with cylinders with radius
RIS ¼ 2 mm for the complete IS and RCIS ¼ 0:4 mm for
the center, as sketched in Fig. 1. Note that we assume the dy-
neins to be immobile and firmly fixed at the cell boundary.
This is in contrast to a recently proposed model in which
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dyneins can more or less freely (dependent upon assumed
friction coefficients) move in an actin-depleted zone of the
IS (78) and thus self-organize into clusters at the boundary
of the actin-depleted zone. This is an interesting hypothesis
that has still to be confirmed or refuted by experiments, but
we do not expect dyneins that can move within a restricted
region of the IS to alter our main conclusions substantially,
for which reason we stick to our original model of a prede-
fined dynein location (72). In (72) we focused on the
analysis of the MTOC repositioning process in the experi-
mental setup used in (12), in which the MTOC and the IS
are initially diametrically opposed. Here we consider natu-
rally occurring situations, in which the angle b between
the MTOC and the IS (see Fig. 1 a) is arbitrary, and situa-
tions in which the T cell attaches simultaneously to two
target cells and thus forms two IS (15).

To analyze the situation with two IS, we augmented our
model presented in (72) in several ways. The configuration
of a cell with two IS is defined by the angle g between the
lines connecting the centers of IS with the center of the
cell, sketched in Fig. 2 a. Both IS and the center of the cell
are located on the xz plane of the coordinate system, sketched
in Fig. 2 b and visually demonstrated in Fig. 2 c. The dyneins
from both IS are in a tug-of-war leading to an increase of the
detachment rate (72). When all capture-shrinkage dyneins
detach from the MT, the plus-end is no longer fixed on the
cell membrane. Most importantly, we included the dynam-

ical instability of MTs (59,61,62,65,79), since we hypothe-
sized that transitions between two IS rely on DI. The
measured values of parameters of DI differ (59,80–89);
they depend on the cell phase (90,91) and on the distance
from the cell membrane (92–95). We take the following esti-

mates from the literature: growth velocity vg ¼ 0:1 mm s�1

(62,83,89,96), although it might depend mildly on load and
MT plus-end location (67,93); shrinking velocity vs ¼
0:2 mm s�1; rescue rate (the transition rate from shrinkage

to growth) rr ¼ 0:044 s�1 (80,82,97,98); and a length-
dependent catastrophe rate (transition rate from growth to

shrinkage) crðLÞ ¼ expððL � LcÞ =bcÞ s�1, where Lc ¼
pRCell þ RCell

2
, bc ¼ ðL0 � LcÞ=lnðrcÞ, L0 ¼ pRCell, and

rc ¼ 0:022, reflecting a lower catastrophe rate close to the
MTOC and a higher one at the cell periphery (69,92,99).
The MT length distribution resulting from the DI with afore-
mentioned parameters is shown in Fig. 2 f. Due to the DI,
growing and shrinking MTs coexist in a dynamically chang-
ing cytoskeleton affected by the two mechanisms in both IS,
as visualized in Fig. 2 c. The DI adds another force acting on
MTs, since thegrowing tips offilaments are pushed against the
cell membrane, sketched in Fig. 2 e. In contrast to the dynein
forces, growing tips can push the MTOC from both IS and the
xz plane. Since the plus-endof theMTs remains free during the
cortical-sliding mechanism, the MTs can grow or shrink even
when attached. TheMT length influences the contact between
MTs and the dyneins on the cell membrane. The MTOC is

a b c d

FIGURE 1 Sketch of the model of the cell with one IS. (a) A two-dimensional cross-section of the model is shown. The movement of the MTs sprouting

from the MTOC is confined between the nucleus and the cell membrane. MTs are pulled by the cortical-sliding and capture-shrinkage mechanisms employ-

ing dynein motors in the IS and its center, respectively. Small black dots on the membrane and on the MTs represent dynein’s anchor and attachment points,

respectively. Angle b denotes the angle between the IS and the initial position of the MTOC. (b) Three-dimensional sketch. The plasma membrane and the

nucleus are represented by the transparent outer and inner spheres, respectively. Small green spheres represent unattached dyneins in the IS and its center

encircled by the cyan and brown rings, respectively. (c) Sketch of the cortical-sliding mechanism and the capture-shrinkage mechanism. Small black dots

represent dynein’s anchor and attachment points. When anMT is pulled by the capture-shrinkage mechanism, the plus-end of the MT is anchored at the center

of the IS and depolymerizes. Cortical-sliding MTs slide on the surface and the MT plus-end remains free. (d) Sketch of MTs intersecting the IS and its center

in the cells with different angles b. The percentage of MTs intersecting the IS is given by the ratio of the diameter of the IS to the cell circumference cor-

responding to angle b depicted by dashed circles. It is minimal at b ¼ 0:5p. To see this figure in color, go online.
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modeled as a planar structure (72), and the MT sprouts from
theMTOC radially. The shortMTs have to bend to stay in con-
tactwith the dyneins on themembrane, as sketched in Fig. 2 d.
Once the dyneins detach, the tip recedes from the membrane,
making the reattachment unlikely. On the other hand, bending
forces press the tip of a long MT against the cell membrane
where it can attach to dyneins.

We analyzed the role of the cortical-sliding and capture-
shrinkage mechanisms during the MTOC repositioning in
the cell with one and two IS by computer simulations of
the model as defined in (72) and above. We mainly focused
on the dependence of the repositioning process from initial
conditions (angle b in Fig. 1 a for one IS) or double-IS
arrangement (angle g in Fig. 2 a for two IS), and from the
cortical-sliding dynein density ~rIS and capture-shrinkage
dynein density rIS. Since both densities are unknown, we
varied them over the whole range from 10 to 1000 mm�2:
lower densities fail to relocate the MTOC at all, and larger
densities are not realistic due to steric repulsion between

the dyneins. The angles b and g were varied between 0:2p
and p; smaller values appear unrealistic for geometric rea-
sons (IS and MTOC size) while larger values can be mapped
on the considered interval.

We implemented the model in Cþþ on a computer cluster
with Intel(R)Xeon(R)CPUE5-2660 0@2.20GHprocessors,
Linux operating system (Arch-Linux 4.1.7-hardened-r1), and
compiler gþþ 4.9.2 and performed simulation runs to
generate the data shown in this publication. The program
listing is publicly available on GitHub (100). The snapshots
from the simulations and videos in supporting material were
made in POV-Ray.

RESULTS

Repositioning time scales

Before we present the results of computer simulations of the
model defined in the previous section, we give an estimate

a

d

b

e

c

f

FIGURE 2 Sketch of the model of the cell with two IS. (a) g denotes the angle between the two IS. Small black dots on the membrane and MTs represent

dynein anchor and attachment points, respectively. MTs can attach to capture-shrinkage or cortical-sliding dyneins in both IS. (b) Sketch of the azimuthal (q),

polar (4) andMTOC-IS (U) angle. The positions of the centers of both IS and the cell are located in the gray-shaded xz plane.When g<p both IS are located in

the upper hemisphere (z>0) denoted by themagenta arrow. The polar angle4 denotes the conewith thevertex located in the center of the cell indicated by the red

circle and the red dashed line. The azimuthal angle q denotes the angle between the x axis and the dashed black line connecting the center of the cell with the

projection of theMTOCposition on the xy plane depicted by the small black circle. The angleU denotes the angle between the line connecting theMTOCwith

the cell center (red dashed line) and the axis of the IS depicted by the blue dashed line. (c) Three-dimensional snapshot of an initial configuration of the model

withg ¼ 3
4
p. The point of view is located on the yz plane in the upper hemisphere (z>0) at the angle p

4
of the y axis. Growing and shrinkingMTs radiate from the

MTOC toward the cell periphery and can be pulled by the twomechanisms in both IS. Dyneins in one IS cooperate and dyneins from different IS are in a tug-of-

war. (d) Sketch of bending forces acting on MTs attached to a capture-shrinkage. The thick black segment and the brown rectangles represent the plane of the

MTOCand the centers of IS, respectively. The small black circles represent dyneins at pointswhere theycapture the plus-endofMTs. Since attachedMTs sprout

from theMTOC, bending forces push the longMTagainst the cell membrane and pull the shortMT from it. (e) Two-dimensional sketch of the forces pulling the

MTOC toward and away from the IS. The gray line represents the xz plane onwhich the centers of the cell and both IS are located. The red line stands for theMT

attached in the IS. Dynein forces acting on the redMT pull theMTOC to the xz planewhere the IS is located. The growing olive and violet plus-end ofMTs push

the MTOC from the xz plane and toward it, respectively. (f) Probability density of MT length. To see this figure in color, go online.
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for the time scale of the MTOC repositioning process based
on the antagonistic interplay of friction and pulling forces
acting on the MT cytoskeleton and compare it with the repo-
sitioning times from experiments.

TheMTOCposition during the repositioningwas traced in
several experiments (14,15,101). The MTOC was originally
located approximately at the opposite side of the target cell,
and its repositioning to the IS took more than 3 min. The re-
positioning was faster in the experiments performed by Yi
et al. (12) where the MTOC gets to the IS (distance <
2 mm) on average in ca. 2 min. The increased speed is likely
caused by the experimental setup inwhich theMTOCand the
target cell are initially diametrically opposed. In such a
configuration all MTs that are long enough intersect the cen-
ter of the IS, visually demonstrated in Fig. S2, b and g, and
their plus-ends attach and are pulled by capture-shrinkage
dyneins. Moreover, all MTs long enough to reach the IS
can attach to cortical-sliding dyneins. When b<p, fewer dy-
neins are attached to MTs, since just a fraction of MTs inter-
sect the IS and its center, see Fig. S1 c and visually in Fig. S2.
Consequently, the initial diametrical opposition of the
MTOC and the IS may result in higher pulling forces.

In what follows, we estimate the time scales as one would
predict them on the basis of our model assumptions. The drag
force acting on an MT moving with velocity v is Fdrag ¼
gMT � v, where gMT is the drag coefficient. For a cylindrical
object of length L and diameter d it is given by (102)

gMT ¼ 4pmL

lnðL=dÞ þ 0:84
; (1)

where m is the viscosity of the surrounding liquid, the cyto-
plasm, which is e times the viscosity of water, m ¼ e�
mwz10�3N s m�2 ¼ e� 10�3N s m�2, and we estimate
it to be ez30 (72). Note that for simplicity we do not
discriminate between movement of the cylindrical object
in the longitudinal or in the transverse direction. Taking
the average length of the MT to be L ¼ 10 mm and its diam-
eter to be d ¼ 25 nm, we have gMTzm� 18:4 mm. The
drag coefficient of the whole cytoskeleton with NMT MTs
is gcyto ¼ NMT � gMT. Mitochondria, Golgi apparatus
(103–106), and endoplasmic reticulum (107–111) are
massive organelles entangled with the cytoskeleton
(14,19) and dragged with it, thereby increasing the drag co-
efficient by a factor g, i.e., geff ¼ g� gcyto, which was esti-
mated to be gz3 (72).

The force pulling on the cytoskeleton is given by the
number of dyneins attached to MTs times the average forces
exerted by a dynein motor: F ¼ Ndyn � Fdyn, the latter is in
the pico-Newton range, Fdyn ¼ f � 10�12N, with fz 1.
Consequently, the velocity of the whole cytoskeleton move-
ment when Ndyn are pulling is

v ¼ Fdyn

geff

z54 � Ndyn

NMT

� f

e g

mm

s
: (2)

Inserting the estimates f ¼ 1, e ¼ 30, g ¼ 3, and evalu-
ating the r.h.s. for NMT ¼ 100 MTs and Ndyn ¼ 10� 50

attached dyneins, one obtains a velocity v ¼ 3:6�
18 mm min�2, a range that agrees well with the experimen-
tally determined MTOC velocities (12). For an initial
MTOC position diametrically opposed to the IS the
MTOC would have to travel a distance D ¼ pRCell, where
RCell is the radius of the cell, and with RCellz5 mm and
the above velocity estimate the whole relocation process
would need 1–4 min, which also agrees with the experimen-
tally reported relocation times (12).

Since the number of attached dyneins is the central quantity
determining the speed of the relocation process, let us relate to
the dynein density and the attachment rates that we use in our
model. For the capture-shrinkage mechanism we assume
dynein to be concentrated in a central region of the IS with
radius RCIS ¼ 0:4 mm (i.e., an area of 0:5 mm2) and with a
dynein density rIS. At medium density of rIS ¼ 100 mm�2

we have 50 dyneins located in this area and, since most MTs
in our model reach this area, they could in principle all
be attached: the average distance between dyneins is
Dd2 ¼ r

�1=2
IS ¼ 100 nm for the assumed dynein density and

with the attachment rate decreasing exponentiallywith the dis-
tance (see Eq. 4 in supporting material) one has paz2 s�1,
implying that attachment is fast in comparison with the dura-
tion of the relocation process. Actually, in our simulations we
observe that initially ca. one-quarter of allMTs get attached to
dynein, some of them even attached simultaneously to two dy-
neins. Consequently for rIS ¼ 100 mm�2 we have indeed
initially 25–50 dyneins attached toMTs, resulting in an initial
MTOC velocity of vMTOC ¼ 9� 18 mm min�2. In the later
stage of the relocation process competing forces will slow
down theMTOCvelocity, whichwill be revealed by the actual
simulations reported below.

These rough estimates hold for our model framework as
well and can be elaborated more on the basis of more
detailed model assumptions. Force exerted by attached
dynein is assumed to depend on the length of the stalk be-
tween the attachment and the anchor point ld and is ex-
pressed as Fd ¼ 0 if ld<L0 and Fd ¼ kdðld �L0Þ otherwise,
where L0 ¼ 18 nm is the length of the relaxed stalk and
kd ¼ 400 pN mm�1 is the elastic modulus of the stalk,
see Fig. S1 a. In our model, the dynein makes steps with
the length dstep ¼ 8 nm toward the minus-end of the MT.
The stepping is very fast at zero load (the first two steps)
and slows down as the force increases (72), and the move-
ment stops at the stall force FS ¼ 4 pN. Since the MT depo-
lymerizes and moves, the distance between the attachment
and the anchor point can differ from the multiples of the
dynein step. Consequently, the length of the stalk is
l1<ld<l2 where l1 and l2 are the lengths corresponding to
the second step and to the stall force, respectively, see
Fig. S1 a. The average dynein force Fd ¼ 1:66 pN is calcu-
lated as the integral of the force between l1 and l2 divided by
their distance.
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At the beginning of the repositioning the number of
attached dyneins increases rapidly, see Fig. S3. The detach-
ment rate of the dynein increases exponentially with the
dynein force (Eq. S3). The detachment rate corresponding
to the average dynein force is pdetðFdÞ ¼ 2:29 s�1, see
Fig. S1 b. Consequently, dyneins are expected to detach in
less than half a second. The attachment rate of the dynein
decreases exponentially with the distance from the filament
(72). When the distance between the dynein and the filament
dmd ¼ 95 nm, the attachment rate equals detachment rate of
the average dynein force paðdmdÞ ¼ pdetðFdÞ, see Fig. S1 b.
Consequently, the dyneins located closer to the filament are
expected to attach faster than dyneins detach on average.
The fraction of MTs intersecting the IS, qIS (or the central
region of the IS, qCIS), shown in Fig. S1 c, is given by the
ratio of the diameter of the IS (or diameter of the center
of the IS) and the circumference cðbÞ of the circle of latitude
at angle b (see Fig. 1 d): qIS ¼ minð1; 2RIS =cðbÞÞ, with
cðbÞ ¼ 2prðbÞ, where rðbÞ ¼ RCellsinðbÞ is the radius of
the circle.

The number of attached dyneins can then be estimated by
the number of dyneins that are closer than dmd ¼ 95 nm to
an MT:

Ndm ¼ NMT � qCIS � ndm; (3)

where NMT ¼ 100 is the number of MTs and ndm ¼ p�
d2md � rIS is the number of dyneins in the proximity of the
filament. It can be seen in Fig. S3 that the number of
attached dyneins approaches the estimated number of dy-
neins regardless of the angle and the dynein density. With
this b-dependent estimate of the b-dependent number of
attached dyneins, we can perform again the calculation of
the estimated MTOC velocity and the relocation time as
above.

Fig. S1 d shows the dependence of the estimated time of
the repositioning Test on the angle b. The repositioning time
increases with the angle until they reach a maximum at b �
0:6p and then they decrease, see Fig. S1 d. The decrease
when b%0:5p can be explained by the fact that the distance
is increasing and the qCIS decreases with b, see Fig. S1 d.

The ratio qCIS increases sharply when b>0:65p and the
increased pulling force results in faster repositioning. This
may offer an explanation as to why the time of repositioning
is the shortest in the experimental setup when the MTOC
and the IS are initially diametrically opposed (12).

Repositioning with one IS

In the first part of our work (72), we analyzed the reposition-
ing in the cell where the MTOC and the IS are initially dia-
metrically opposed. In this section we present the results of
the computer simulation of the model with one IS, located at
an angle b with respect to the initial position of the MTOC,
see Fig. 1. Fig. 3 a shows that as expected the repositioning
becomes faster with increasing dynein density for both
mechanisms. Moreover, we found that the time scale for
the completion of the relocation process agrees for a wide
range of dynein densities. In addition, the MTOC dynamic
has the same characteristic as in the case of b ¼ p, which
was analyzed in detail in (72). The MTOC travels to the
IS and its speed decreases with the MTOC-IS distance.
Additional analysis of the repositioning for the cases of
b ¼ 0:75; 0:5; 0:25p can be found in sections 3.1 and
3.2 of supporting material. Here we focus on the average re-
positioning time TMTOC and its dependence on the angle b:
Fig. 3 b shows that TMTOC increases with the angle b to a
maximum at b � 0:75p and then decreases. TMTOC depends
on the initial MTOC-IS distance, opposing forces and the
pulling force of dynein motors. The opposing forces in-
crease with the angle b since the nucleus increasingly pre-
sents an obstacle on the path of the MTOC. For
b ¼ 0:25p the nucleus does not intersect the line between
the initial positions of the MTOC and the IS, visually
demonstrated in supporting material and Fig. S2, b–k.
Contrarily, the MTOC has to navigate around the entire nu-
cleus when b ¼ p.

Fig. 3, c and d show that the number of attached dyneins
decreases with b to a minimum at approximately b ¼ 0:6p
and then increases sharply. This can easily be explained by
the number of MTs intersecting the IS given by the ratio of
the diameter of the IS (or its center) and the circumference

FIGURE 3 Repositioning under the influence of the capture-shrinkage and cortical-sliding mechanisms for different angles b between the IS and the initial

position of the MTOC. (a) Dependence of the average MTOC-IS distance dMIS on time. b ¼ 0:5p. The error bars are represented by dashed lines.(b) Depen-

dence of the averaged times TMTOC (MTOC-IS distance dMIS<1:5 mm) on the angle b. Capture-shrinkage and cortical-sliding mechanisms are represented by

solid and dashed lines, respectively. (c and d) Dependencies of the mean numbers of attached dyneins N averaged over simulation runs on the angle b. (c)

Capture-shrinkage mechanism. (d) Cortical-sliding mechanism. Dependencies are plotted with error bars. To see this figure in color, go online.
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of the circle of latitude at angle b (see Figs. 1 d and S1 c):
qIS ¼ minð1; 2RIS =cðbÞÞ, with cðbÞ ¼ 2prðbÞ, where
rðbÞ ¼ RCellsinðbÞ is the radius of the circle. In the special
case of b ¼ p all MTs long enough intersect the IS, as visu-
alized in Fig. S2, c and h. However, when b ¼ 0:5p the IS is
intersected only by MTs sprouting from the MTOC toward
it, visually in Figs. 1, b and d and 2, a and e. The ratio de-
creases with the angle b until it reaches the minimum at b ¼
0:5p and then it increases sharply, see Fig. S1 c, visually
demonstrated in Fig. 1 d. In the simulations the minimum
is slightly shifted from b ¼ p=2 to 0:6p, as visible in
Fig. 3, c and d, because dyneins detach due to an increasing
opposing force of the nucleus. Subsequently, the number of
dynein increases due to the fact that the increasing percent-
age of MTs intersects the IS, compare Fig. 3, c and d with
Fig. S1 c. By comparing Fig. 3, c and d one observes that
the number of attached cortical-sliding dyneins increases
more sharply with increasing b, due to the fact that a part
of the relatively large IS is located in the diametrical oppo-
sition of the IS for b>0:9p and the MTs sprouting from the
MTOC in all directions can attach to dynein. The number of
attached capture-shrinkage dyneins at b ¼ 0:15p is smaller
than for b ¼ 0:2p due to the fact that owing to the short
MTOC-IS distances the MTOC is dragged toward the IS
and the number of dyneins quickly decreases, see Fig. S5.

The repositioning time, TMTOC, increases with b between
0 and b<0:7p, since the distance and opposing force in-
crease and the number of attached dyneins decrease, see
Fig. 3, b–d. It can be seen in Fig. 3 b that the increase of
TMTOC is sharper for cortical sliding when b>0:5p due to
the different behavior of the number of attached dyneins,
cf. Figs. S5 and S7. When b>0:8, TMTOC decreases rapidly
due to the sharp increase of pulling force.

The repositioning time offers a way to compare the per-
formance of the two mechanisms for different configura-
tions of the cell. It can be seen that the cortical-sliding
mechanism outperforms the capture-shrinkage mechanism
when b<0:5p and is substantially slower otherwise. The
only exception is the case of cortical-sliding mechanism
when the density ~rIS ¼ 200 mm�2 since it results in the fast-
est repositioning when bR0:85p. The speed of the process
can be explained by the three regimes of cortical-sliding re-
positioning analyzed in (72). The difference between the re-
positioning times for the two mechanisms decreases as the
dynein density increases, see Fig. 3 b.

In our model the cortical-sliding dynein was distributed
equally over the entire IS. However, we observe that the
large majority of attached cortical-sliding dyneins is located
at the periphery of the IS, see Fig. S8. In the case of com-
bined mechanisms, the attached cortical-sliding dyneins
are completely absent in the center of the IS, see Fig. S10
c. It was hypothesized (15) that the dynein colocalizes
with the ADAP ring at the periphery of the IS to facilitate
the interaction with MTs. This finding supports the afore-
mentioned hypothesis.

It was also shown in (72) that the mechanisms act in syn-
ergy regardless the initial configuration of the cell, see
Fig. S10, a and b, since the dominant mechanism is always
supported by the secondary one. The cortical-sliding mech-
anism supports the capture-shrinkage mechanism by pass-
ing MTs to it, see Fig. S10, f and i. The capture-shrinkage
mechanism supports cortical sliding by providing a firm an-
chor point and pulling the MTOC from the nucleus, see
Fig. S10, g and h. When the MTOC recedes from the nu-
cleus, MTs copy the cell membrane more closely and the
attachment to cortical sliding is more likely, see Fig. S10
e. The dyneins of the two mechanisms pull in alignment
sharing the load from opposing forces, resulting in
decreased detachment probability. The combination of two
mechanisms with low area densities can be faster than the
dominant mechanism with high densities (72), Fig. S10, a
and b.

Repositioning in the T cell with two IS

In this section we present the results of the computer simu-
lation of the model with two IS, as sketched in Fig. 2. The
configuration of the cell is defined by the angle g between
the two IS, sketched in Fig. 2 a. The densities of dyneins
anchored at both IS, ~r1IS and ~r2IS, and the central region of
the IS, r1IS and r2IS, are unknown model parameters, which
we therefore vary over a broad range between 0 (no
anchored dynein) and 1000 mm�2. We calculate and
analyze the following quantities: the transition frequency
between the two IS, Ntr min�1; the dwell times at one IS,
which is defined as the time interval during which the
MTOC-IS distance is smaller than 3 mm, Td; and the longi-
tudinal and transverse fluctuations of the MTOC by deter-
mining the time-averaged probability distribution of the
polar, azimuthal, and MTOC-IS angles, 4, q, and U, respec-
tively, which are defined as sketched in Fig. 2 b. For each
point in the parameter space, these quantities were averaged
over 500 simulation runs. Each simulation run is initialized
with all dyneins being detached. Results are shown with the
standard deviation as error bars.

Capture-shrinkage mechanism

Video S1 shows the repositioning with two IS with the same
density of capture-shrinkage dyneins r1IS ¼ r2IS ¼
400 mm�2. In the first seconds of the simulation, MTs atta-
ch to dyneins at the left IS, visualized in Fig. 4 a, and the
MTOC is dragged toward it. Captured MTs shorten and
depolymerize, see Fig. 4 b. As the MTOC approaches the
left IS, we observe that the number of attached MTs de-
creases as MTs detach and reattach in the center of the IS.
Simultaneously, the plus-end of MTs intersect with the
distant IS and are captured by dyneins, visually demon-
strated in Fig. 4 c. Finally, all MTs are detached from the
left IS at the end of the transition and the MTOC moves
to the right IS. Due to the DI, MTs grow (blue lines) and
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shrink (green lines). The MT cytoskeleton is not damaged
permanently by the capture-shrinkage mechanism, since
short filaments regrow due to the polymerization. Therefore,
the MTOC relocates back and forth between the two IS until
one IS is removed. In Fig. 4, d–f we see that the time evolu-
tion of the MTOC position follows a recurring pattern
already seen in the video: the MTOC travels to one IS, re-
mains in its close proximity for a time, and then repositions
to the second IS. This pattern is caused by two effects: the
MTs lose contact with the close IS (to which it moves)
and establish a contact with the distant IS. The similar pro-
cess for the case g ¼ 3p

4
is shown in Video S2.

The physical mechanism underlying the MTOC transition
from one IS to the other and back is the decrease of the dynein
attachment probability with decreasing MTOC-IS distance
due to strong bending of attached filaments at short distances,
as sketched in Fig. 2 d. The MTOC is a planar structure and

MTs sprout from theMTOC tangentially. At largeMTOC-IS
distances the MT bends around the nucleus and bending
forces press the plus-end against the cell membrane, where
it can be captured by dyneins. At small MTOC-IS distances
an attached MT has to bend to stay in contact with the IS.
When a shortMTdetaches fromdyneins the plus-end recedes
from the IS, making reattachment unlikely. The attachment
probability of the MT in the IS depends on the circumferen-
tial MTOC-IS distance, since only MTs having a length
roughly corresponding to it can attach in the IS. Fig. 2 f shows
that the probability density of the MT length steadily in-
creases before reaching a peak at LMT � 15:8 mm, corre-
sponding to the circumferential distance between two IS
wheng ¼p. Consequently, the probability of theMTattach-
ment in the distant IS increases as the MTOC recedes, since
an increasing number of MTs have a length corresponding to
the circumferential MTOC-IS distance.

FIGURE 4 Capture-shrinkage mechanism with

two IS with the same dynein density r1IS ¼ r2IS ¼
rIS. (a–c) Snapshots from the time evolution of

the MT cytoskeleton configuration with capture-

shrinkage mechanism, rIS ¼ 400 mm�2. Symbols

and colors as in Fig. 2. (a) MTs attach to dyneins

in the left IS and form a stalk, and the MTOC

moves toward the left IS. (b) MTOC approaches

the IS and MTs depolymerize. (c) Short MTs

detach from the left IS. Simultaneously, the plus-

end of the MT intersects with the center of the

distant IS and is captured by dynein. (d–f) Exam-

ples of the time evolution of the MTOC position

in 600 s of the simulation. The time evolutions of

x coordinate of the MTOC are shown. Both IS

are located in the xz plane and the MTOC is origi-

nally located at the same distance from both IS, x ¼
0. (d and e) g ¼ p. (d) rIS ¼ 200 mm�2. (e) rIS ¼
800 mm�2. (f) g ¼ 1

2
p, rIS ¼ 800 mm�2. (g) De-

pendencies of the average transition frequency be-

tween two IS per minute Ntr. (h) Average dwell

time that the MTOC spends next to the IS T
1

d (h

on dynein density rIS. Dependencies are plotted

with error bars only if bigger than a symbol

size. (i) Probability densities of dwell times for

angle between the axis of two IS. g ¼ p, rIS ¼
200 mm�2. Inset: dwell time distribution in a

log-lin plot demonstrating the exponential tail.

Dwell times were collected from 1280 simulation

runs. (j–l) g ¼ 1
2
p. Probability densities of the

azimuthal angle q(j), MTOC-IS angle U (k), and

polar angle 4 (l). To see this figure in color, go on-

line.
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By comparing Fig. 4, d and e, one realizes that when the
density increases, transitions are faster and the MTOC re-
mains close to the IS for a shorter time. Fig. 4 g shows
that the transition frequency increases with the dynein den-
sity. Dwell times decrease with the increasing dynein den-
sity and increasing angle g, cf. Fig. 4 h. One would
expect that the transition frequency decreases with the rising
distance between two IS (increasing with g). Surprisingly, it
decreases with g only when g%3p

4
and is the maximal when

g ¼ p.
The dynein detachment probability is force dependent

and its pulling force is constantly opposed by forces of the
friction and from the nucleus. As the density increases,
more dyneins share the load from opposing forces and the
detachment probability decreases, leading to shorter dwell
times, cf. Fig. 4 h. Fig. 4 i shows the probability distribution
of dwell times, and from the log-lin scale of the same plot in
the inset one concludes that the dwell time distribution has
an exponential tail. An increased dynein number leads to
faster MTOC movement and shorter dwell times, which
again result in an increased transition frequency.

The transition frequency does not decrease monotonously
with increasing angle g, since the probability of dynein
attachment increases with the circumferential distance be-
tween two IS. At the end of the MTOC transition, only
MTs having a length roughly corresponding to the circum-
ferential distance between two IS can attach at the distant
IS, as visualized in Fig. 4 c. The MT length distribution in-
creases until it reaches maximum, corresponding approxi-
mately to the half of the cell circumference, cf. Fig. 2 f.
Consequently, the probability that a plus-end intersects
with the center of the IS at the end of MTOC transitions in-
creases with the angle g. The transition frequency decreases
with the angle when g%3p

4
because the MTOC travels

longer distances and the increase of probability density is
not significant. When g>3p

4
the increasing distance is

compensated by a higher number of MTs intersecting with
the center of the distant IS, leading to shorter dwell times
and faster MTOC movement, see Fig. 4, e–h. The case of
g ¼ p has the additional geometrical advantage that all
MTs with sufficient length intersect the distant IS at the
end of transitions, visually demonstrated in Fig. 4 c.

The increasing number of attached MTs influences the
continuity of the MTOC transitions. When g ¼ p, the
movement of the MTOC is regular and uninterrupted, see
Fig. 4 e. On the other hand, for the smallest value of g,
i.e., the shortest distance between the two IS, the movement
of the MTOC is highly irregular, see Fig. 4 f: the MTOC
stops and stalls before resuming the movement to the IS
(blue, green). In some cases the MTOC does not finish the
journey and returns to the original location (black). When
g ¼ p a relatively high number of MTs intersects with the
center of the distant IS with their plus-end, see Fig. 2 f. Since
the MTOC is pulled by dyneins acting on multiple MTs,
transitions are smooth and uninterrupted. When g ¼ p= 2

only a limited number of MTs is pulled, resulting in easily
interrupted transitions.

The longitudinal and transverse fluctuations of the MTOC
along its path from one IS to the other can be described by
the distribution of the polar and azimuthal angle, 4 and q,
sketched in Fig. 2 b. The standard deviation of the azimuthal
angle decreases with the increasing dynein density when
g%3p

4
and increases when g ¼ p, see Fig. S11 a. Two forces

act on cytoskeleton: forces of dynein pulling the MTOC to-
ward the IS and the forces of the tips of growing MTs on the
cell membrane pushing the MTOC to all directions,
sketched in Fig. 2 e. When g<3p

4
, only a small fraction of

MTs sprouting from the MTOC intersect the distant IS at
the end of the transition, see Fig. 2 f. Since the stalk pulls
the MTOC either within the xz plane or toward it, sketched
in Fig. 2 e, the azimuthal angle can only decrease during
transitions. At the end of the transition, the dynein detach
and forces from growing MT tips can push the MTOC
from the xz plane, sketched in Fig. 2 e, increasing the
azimuthal angle. Consequently, the standard deviation of
the azimuthal angle decreases with dwell times and there-
fore decreases with dynein density, see Figs. 4 h and S11
a. Fig. 4 j shows that when g ¼ p

2
the peak of the probability

distribution of the azimuthal angle is located at q ¼ 0 and
narrows for higher dynein densities, resulting in a reduced
standard deviation. When gR7

8
p the transitions can in-

crease the azimuthal angle of the MTOC, since the MTs
sprouting in multiple directions can attach to the IS, as visu-
alized in Fig. 4. In contrast to the case g<7

8
p, the azimuthal

angle increases as the dwell time decreases when g ¼ p,
since the azimuthal angles are low when the MTOC is in
the proximity of the IS and the transitions pulls it from
the plane, increasing azimuthal angles of the MTOC, see
Fig. S11, a and c.

When g<p the standard deviation of the polar angle
slightly decreases with the dynein density when
rIS<100 mm2 and then increases, see Fig. S11 b. The stan-
dard deviation of the polar angle depends on its range. When
rISR100 mm2 the MTOC transitions between two IS, see
Figs. 4, g and h, and the rising dynein force pulls the
MTOC closer to the IS, see Fig.4 k, increasing the range
of the polar angle. The density of rIS ¼ 50 mm2 is an excep-
tional case since the MTOC does not transition, see Fig. 4 g,
since the dynein density is too small to establish the MT
stalk. Consequently, forces from the growing MTs can
push the MTOC from both IS increasing the polar angle,
see Fig. S4 l. Obviously, the standard deviation of the polar
angle increases with g, see Fig. S11. When g ¼ p, the stan-
dard deviation is the largest and increases monotonously
with dynein density. When g<p dyneins always pull the
MTOC to the IS located in upper hemisphere, sketched in
Fig. 2 b. When g ¼ p the MTOC can travel through the
lower hemisphere, thus increasing the range of the polar
angle. Consequently, the standard deviation of the polar
angle increases with the transition frequency, compare
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FIGURE 5 Cortical-sliding mechanism with two IS with the same dynein density ~r1IS ¼ ~r2IS ¼ ~rIS. (a and b) Snapshots from the time evolution of the MT

cytoskeleton configuration with the cortical-sliding mechanism acting at both IS. Symbols and colors as in Fig. 2. (a) g ¼ 0:5p, ~rIS ¼ 200 mm�2. MTs

attach in both IS and dyneins remain in a tug-of-war for the rest of the simulation. (b) g ¼ p, ~rIS ¼ 1000 mm�2. The MTOC is located close to the center

of the IS. Almost all MTs are attached to dyneins and they sprout from the MTOC in all directions. (c) Sketch of dynein forces when g ¼ p and with the

MTOC in the close proximity of the IS. The cell membrane and the nucleus are represented by the gray and blue circle, respectively. The black line and the

cyan rectangles denote the MTOC and two IS, respectively. Black dots and arrows denote dynein motors and directions of pulling forces, respectively. The

green MT is attached to dyneins in both IS and the redMT is attached only by dyneins in the distant IS. (d and e) Examples of the time evolution of the MTOC

position for g ¼ p=2. The time evolutions of x coordinate of the MTOC are shown, (d) for ~rIS ¼ 50 mm�2, (e) for ~rIS ¼ 1000 mm�2. (f) Probability

(legend continued on next page)
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Figs. S11 b and 4 g. Similarly to the case g<b, the MTOC is
pulled closer to the IS as the dynein density increases, see
Fig. S11 d.

We further analyzed the capture-shrinkage scenario with
different dynein densities at the two IS.As in the case of equal
densities, dynein detaches when the MTOC approaches the
IS and MTs attach at the second IS, visually in Fig. 4 c. We

fixed the density in IS1 r
1
IS ¼ 600 mm�2 andwevary the den-

sity in IS2 50 mm�2%r2IS%1000 mm�2. From Fig. S12 a
one can see that the MTOC transitions between two IS
even when dynein densities are different. The MTOC is pre-
dominantly located closer to the IS with higher dynein den-

sity. Average MTOC-IS1 angle U steadily increases with

r2IS and U ¼ g
2
when r2IS ¼ r1IS, see Fig. S12 b. Moreover,

the dwell times are substantially larger for the IS with higher
density, see Fig. S12 c.

Cortical-sliding mechanism

In contrast to the capture-shrinkage mechanism, cortical-
sliding dyneins are distributed in a relatively large IS and
can attach at any position on an MT. Since multiple fila-
ments intersect with the IS in every instant, MTs are always
simultaneously attached at both IS, as visualized in Fig. 5, a
and b.

By comparison of Fig. 5, d–l one realizes that as the angle
g increases, the MTOC transitions become more continuous

and less frequent. When g<3p
4
, the transition frequency in-

creases before reaching the peak at ~rIS ¼ 200 mm�2 and
then declines, see Fig. S13 a. It steadily decreases with

the rising dynein density when g>3p
4
. The case of g ¼ p is

unique since the transition frequency decreases to zero.
Moreover, it is the only case when standard deviation of
the polar angle decreases with rising dynein density, see
Fig. S13 b. The standard deviations of the azimuthal angle
steadily decrease with the dynein density, see Fig. S13 c.

When g<3p
4
relatively large IS are located close to each

other, visually demonstrated in Fig. 5 a. The dynein detach
when the MTOC approaches the IS (see section 3.2 of sup-
portingmaterial) and the pulling force decreases.MTs are be-
ing pulled by dyneins in the second IS at the same time. These
two effects result in minimal MTOC fluctuations around the
central position, see Fig. 5 d, and in a relatively high transi-
tion frequency between two hemispheres, see Fig. S13 a.
By comparison of azimuthal angles in Fig. 5, f and i one re-
alizes that the MTOC fluctuations have a strong lateral

component when g%3p
4
, which is stronger than the parallel

one when ~r ¼ 50 mm�2. This is due to the fact that dyneins
located at the peripheries of both IS can cooperatewhile pull-
ing the MTOC from the xz plane but are always in competi-

tion when pulling the MTOC parallel to the plane. The
MTOC movement becomes more aligned with the xz plane,
see Fig. 5 f, as the dynein density increases, leading to a slight
increase in the transition frequency, see Fig. S13 a. As the

density further increases, ~r>200 mm�2, the MTOC is
increasingly pulled from the central position to the IS, see
Fig. 5, e and f. The number of transitions decreases since
the MTOC travels a longer distance. Moreover, as the
MTOC approaches one IS the forces of nucleus oppose the
movement to the distant IS, giving the advantage to the
dynein at the close IS in the constant tug-of-war.

When 3p
4
%g<p and dynein densities are low, the constant

competition between dyneins from both IS leads to short, in-
terrupted transitions between two IS, see Fig. 5 g. TheMTOC
moves around the central position (green), and transitions be-
tween two IS are very slow (blue) or interrupted (red), or the
MTOC dwells in one hemisphere for a long time (black). As
in the previous case, the MTOC is increasingly pulled from
the central position to the IS with rising density, see Fig. 5 h
and i. Transitions to the distant IS become more unlikely
due to the fact that the dyneins from the distant IS are opposed
by the forces of dyneins from the close IS and from the nu-
cleus.When ~r ¼ 1000 mm�2 theMTOC dwells in one hemi-
sphere and rarely transitions, see Fig. 5, h and i. Since the
MTOC stays longer in the proximity of the IS located at the
xz plane as the density increases, the peak of azimuthal angle
probability distributions narrows, see Fig. 5 i. Video S3 shows
the process for the case g ¼ 3

4
p and ~r ¼ 600 mm�2.

In Fig. 5, j and k it can be seen that the MTOC trajectories
are fundamentally different for lower and higher densities
when g ¼ p. Moreover, the transition frequency is higher

than in the case of g ¼ 7p
8
, since the higher number of

MTs intersect the distant IS when IS are in diametrical op-
position, visually demonstrated in Fig. 5 b. When the den-
sity is low, the MTOC transitions between two IS, never
reaching their center, see Fig. 5, j and l. As the density in-
creases, the MTOC approaches closer to the IS, see Fig. 5,

k and l. When ~rIS>600 mm�2, dynein forces are strong
enough to pull the MTOC to the center of the IS, where it
remains for the rest of the simulation, see Fig. 5, k and l.
In such a case the majority of MTs are attached in the distant
IS, visually demonstrated in Fig. 5 b. Since MTs attached at
the distant IS are sprouting from the MTOC in every direc-
tion, the dyneins act in a competition, sketched in Fig. 5 c. If
the MTOC recedes from the center of the IS, the dyneins at
the close IS pull the MTOC back alongside the part of the
dyneins in the distant IS. Contrarily to the cases when
b<p the MTOC can travel to the distant IS in all directions,
resulting in substantial deviations from the xz plane, see the
inset of Fig. 5 l. The peak of the probability density of the

distribution of the polar angle 4 (main plot) and the azimuthal angle q (inset). (g–i) The same as (d–f) for g ¼ 2p
3
. (j and k) Examples of the time evolution of

the MTOC position for g ¼ p, (j) for ~rIS ¼ 50 mm�2, (k) for ~rIS ¼ 1000 mm�2 (main plot) and ~rIS ¼ 200 mm�2 (inset). (l) Probability distribution of the

MTOC-IS angle U and the azimuthal angle (inset). To see this figure in color, go online.
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angle q becomes more narrow with rising density, since the
MTOC is increasingly located closer to the IS, see Fig. 5 l.
Video S4 shows the process for the case g ¼ p and ~r ¼
1000 mm�2.
In general, the MTOC is located closer to the xz plane as

the density increases, see Fig. 5, f, i, and l. Consequently, the
standard deviation of the horizontal angle decreases with the
dynein density, see Fig. S13 c. At the same time the standard
deviation of the polar angle increases, see Fig. S13 b, due to
its increased range, see Fig. 5, f and i. The only exception is
the case of g ¼ p. Small and still decreasing transition fre-
quency causes decreasing range MTOC-IS1 angles, see
Figs. S13 a and 5 l, leading to the decreased standard devi-
ation of the polar angle, see Fig. S13 b.

Capture-shrinkage and cortical-sliding mechanisms in
different IS

In this section, we analyze the scenario when two IS employ
different mechanisms. Cortical sliding has multiple advan-
tages over the capture-shrinkage mechanism. Given the radii
of the whole IS and its center RIS ¼ 2 mm�2 and RCIS ¼
0:4 mm�2, respectively, the surface of the whole IS is 25-
times larger than the surface of the IS center. Moreover,
the cortical-sliding dyneins attach on the whole MT, with
capture shrinkage just at the end. Consequently, multiple fil-
aments are attached to cortical-sliding dyneins during the
entire simulation. The capture-shrinkage dynein attach
only when the tip of the MT intersects with the narrow cen-
ter of the IS, making the attachment of capture-shrinkage
dyneins far less frequent. All capture-shrinkage dyneins

can be unattached for a long time. On the other hand, the
capture-shrinkage mechanism has the advantage that the
attached MTs form a narrow stalk assuring the alignment
of dynein forces, as visualized in Fig. 6 d.

The resulting repositioning process is shown in Video S5,
r1IS ¼ ~r2IS ¼ 400 mm�2. The capture-shrinkage dyneins are
located in the right IS1. The MTOC moves to the left IS,
since the MTs attach immediately to cortical-sliding dy-
neins and the center of the right IS is not intersected by
plus-ends of MTs, visualized in Fig. 6 a. When the
MTOC approaches the left IS, the cortical-sliding dyneins
detach and, simultaneously, the tips of MTs passing through
the center of the right IS attach to capture-shrinkage dy-
neins, visually demonstrated in Fig. 6, b and c. Since the
capture-shrinkage mechanism is opposed by cortical
sliding, MTs can detach from the capture-shrinkage dy-
neins. It takes several MTs to attach in the center of the IS
at the same time to compete with the force of cortical-
sliding dyneins. As the force of capture-shrinkage dyneins
outweighs the force of the cortical-sliding dyneins, the
MTOC moves to the right center in the direction given by
the MT stalk, visualized in Fig. 6 d. The capture-shrinkage
dyneins detach when the MTOC approaches the right IS.
Simultaneously, cortical-sliding dyneins attach at the left
IS, visually demonstrated in Fig. 6 e, and the MTOC moves
again to the left IS.

Fig. 7 a shows that when g<p the transition frequency
steadily increases with the dynein density. Fig. 7 b shows
that when the densities are low, the average angle between
theMTOCand the capture-shrinkage IS1 isU[

g
2
, indicating

FIGURE 6 Snapshots from the time evolution of

the MT cytoskeleton configuration under the ef-

fects of both capture-shrinkage and cortical-sliding

mechanisms from two perspectives in different IS

with the same dynein densities. g ¼ 3p
4
, r1IS ¼

~r2IS ¼ r ¼ 400 mm�2, r2IS ¼ ~r1IS ¼ 0 mm�2.

Symbols and colors as in Fig. 2. (a) Initially,

MTs attach only to the cortical-sliding dynein at

the left IS since no plus-end of MTs intersect

with the center of the right IS. (b) Cortical-sliding

dyneins detach as the MTOC approaches the left

IS. (c) The plus-end of an MT intersects with the

center of the right IS and is captured by dynein.

(d) Several MTs form a stalk connecting the center

of the right IS with the MTOC and overpower

cortical sliding at the left IS. (e) As the MTOC ap-

proaches the right IS, capture-shrinkage MTs

detach from the dyneins. Simultaneously, MTs

attach to cortical-sliding dyneins at the left IS. (f)

Snapshots from the time evolution of the MT cyto-

skeleton. r ¼ 1000 mm�2, g ¼ p. The MTOC is

located close to the center of the right IS. Almost

all MTs are attached to cortical-sliding dyneins at

the left IS and they sprout from the MTOC in all

directions, resulting in contradictory pulling

forces. To see this figure in color, go online.
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that the MTOC is predominantly located closer to the
cortical-sliding IS2. Moreover, the angle decreases with the
increasing dynein density. Average dwell times T

2

d close to
cortical-sliding IS2 and T

1

d close to capture-shrinkage IS1
decrease and increase with increasing density, respectively,
see Fig. 7 c.

It can be seen in Fig. 7, d, e, g, and h that initially the
MTOC travels to the cortical-sliding IS2 in all cases except
one. The MTOC travels to the capture-shrinkage IS1 only
in a highly improbable scenario when plus-ends of multiple

MTs intersect the narrow IS center. When g ¼ 3p
4

and
r ¼ 200 mm�2 the MTOC dwells in the proximity of the
cortical-sliding IS2, see Fig. 7, d and f. The transitions to
the capture-shrinkage IS1 are interrupted and the MTOC
travels back to the cortical-sliding IS2 (black). When the
MTOC finishes the transitions to the IS1, it dwells in its prox-
imity for a short time and then returns to the IS2 (blue, red).
Multiple transitions to IS1 rarely occur (green). Interrupted
transitions to IS1 can be explained by constantly attached
cortical-sliding dyneins overpowering the force of the

FIGURE 7 Capture-shrinkage and cortical-sliding mechanisms in different IS with the same dynein densities. r1IS ¼ ~r2IS ¼ r, r2IS ¼ ~r1IS ¼ 0 mm�2.

Cortical-sliding IS2 is located in the hemisphere x<0. (a–c) Dependencies of the average transition frequency Ntr between two IS (a), the average angle

between the MTOC and the capture-shrinkage IS1 U (b), and average dwell times T
1

d and T
2

d that the MTOC spends next to the capture-shrinkage IS1

and the cortical-sliding IS2, respectively (c), on the dynein density r. The dwell times T
1

d are given for rR200 mm�2 since the MTOC does not reach

the IS1 when r<200 mm�2. Dependencies are plotted with error bars only if bigger than a symbol size. (d and e) Examples of the time evolution of the

MTOC position in 600 s of simulation. The time evolutions of x coordinate of the MTOC are shown, g ¼ 3p
4
. (d) r ¼ 200 mm�2, (e) r ¼ 1000 mm�2.

(f) Probability distribution of the angle U between the MTOC and the capture-shrinkage IS1, g ¼ 3p
4
. (g and h) Examples of the time evolution of the

MTOC position in 600 s of simulation, g ¼ p. (g) r ¼ 200 mm�2, (h) r ¼ 1000 mm�2. (i) Probability distribution of the angle U between the MTOC

and the capture-shrinkage IS1, g ¼ p. To see this figure in color, go online.
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capture-shrinkage mechanism. If the MTOC finishes transi-
tion to the IS1, capture-shrinkage dyneins detach and cortical
sliding pulls the MTOC back to the IS2. To conclude, cortical
sliding has dominance over the capture-shrinkage mecha-
nism when rIS<600 mm�2, since the MTOC is located pre-
dominantly closer to the IS2, see Fig. 7, b–d and f.

Fig. 7 e shows that when r ¼ 1000 mm�2 the transitions
toward the capture-shrinkage IS1 are mostly uninterrupted,
indicating that the capture-shrinkage mechanism can
compete with cortical-sliding dyneins by capturing several
MTs and forming MT stalk, as visualized in Fig. 6 d. More-
over, the MTOC dwells longer close to the capture-
shrinkage IS1, see Fig. 7, c, e, and f, resulting in the decrease
of the average MTOC-IS1 angle, see Fig. 7 b. Therefore, the
capture-shrinkage mechanism gains dominance over the
cortical-sliding mechanism as the dynein density increases.

When g<p, the transition frequency increases with the
dynein density, see Fig. 7 a, and therefore increases as the
capture-shrinkage mechanism becomes dominant. The
increasing density of capture-shrinkage dyneins increases
the probability of dynein attachment and the formation of
MT stalks that can overcome the cortical-sliding mecha-
nism. The formation of the MT stalks results in complete
transitions toward the capture-shrinkage IS1 and in the steep
decrease of cortical-sliding dwell times, see Fig. 7, c and e.
However, the capture-shrinkage dwell times increase only
slightly with the increasing density, see Fig. 7 c. Regardless
of dynein density, motors detach at the end of the transition
and depolymerized MTs are unlikely to reattach, visually
demonstrated in Fig. 2 d. Consequently, as the dynein den-
sity increases, the capture-shrinkage mechanism becomes
more able to pull the MTOC but remains unable to hold
it, leading to the increased transition frequency.

The case of g ¼ p is unique, since the transition fre-
quency increases with the dynein density before reaching

the peak at r ¼ 400 mm�2 before slowly decreasing, see
Fig. 7 a. The MTOC trajectories differ when considering

multiple dynein densities. When r ¼ 200 mm�2, the
MTOC moves similarly to the case when g<p. The
MTOC transitions to one IS, dwells there, then moves to
the second IS, see Fig. 7 g. Fig. 7 i shows that the MTOC
is predominantly located closer to the cortical-sliding IS

when the dynein density is low. When r ¼ 1000 mm�2,
the MTOC dwells in the proximity of the capture-shrinkage
IS1, see Fig. 7 I, and the transitions to the cortical-sliding IS2
are infrequent and unfinished, see Fig. 7 h. When rR

600 mm�2, the dynein force is strong enough to pull the
MTOC to the close proximity of the center of the capture-
shrinkage IS1, Fig 7 i. In such a case almost all MTs are
attached to the cortical-sliding dynein at the distant IS2,
visually demonstrated in Fig 6 f. The MTOC stays in the
proximity of the capture-shrinkage IS1, see Fig. 7 i, since
the cortical-sliding dyneins pull the MTOC in different di-
rections and oppose each other. Moreover, the MTOC is

pulled back to the close IS by MTs occasionally attached
to capture-shrinkage dyneins in the center of the IS1, visu-
ally depicted by the red short MT in Fig. 6 f. Video S6 shows

the process for g ¼ p and r1IS ¼ ~r2IS ¼ 1000 mm�2.
The transition frequency decreases with the distance be-

tween the two IS when g%2p
3
, see Fig. 7 a, since the

MTOC has to travel longer distance. When g>2p
3
the dis-

tance is compensated by the increased attachment probabil-
ity in the center of the IS caused by the increased probability
density of MTs length corresponding to the circumferential
distance between the two IS, see Fig. 2 f. An increased num-
ber of attached capture-shrinkage MTs leads to the
decreased cortical-sliding dwelling times as the g increases,
see Fig. 7. The capture-shrinkage dwell times increase with
g, since the higher number of MTs pulls the MTOC closer to
the IS, see Fig. 7, f and i.

Combined mechanisms in both IS

The time evolution of the cytoskeleton under the effect of

both mechanisms with equal densities in both IS ~r1IS ¼
~r2IS ¼ r1IS ¼ r2IS ¼ 400 mm�2, g ¼ 3p

4
, is shown in the

Video S7. During the simulation, the MTOC repeatedly
transitions between the two IS. The snapshots of one transi-
tion can be seen in Fig. 8. At the end of the transition, the
MTs intersecting with the center of the distant IS are
captured by dyneins, as visualized in Fig. 8 a. The
cortical-sliding dyneins in the right IS have to compete
with both mechanisms from the left IS and detach. Conse-
quently, the MTOC is pulled to the left IS by both mecha-
nisms and the movement is not opposed by the forces
from the right IS, visualized in Fig. 8 b. As the MTOC ap-
proaches the left IS, capture-shrinkage MTs detach. Simul-
taneously, MTs are captured on the other side of the cell.
Consequently, the stalk connecting the MTOC and the IS
is formed and both mechanisms pull the MTOC to the right
IS, as visualized in Fig. 8 c. As the MTOC approaches the
right IS, dyneins of both mechanisms detach. Simulta-
neously, dyneins attach in the distant IS and initialize the
next transition.

Fig. 8 d shows that the transition frequency increases with
the dynein density. Moreover, the transition frequency de-
creases with the increasing angle g only when g%3p

4
and rea-

ches the maximum when g ¼ p. Surprisingly, dwell times in
the proximity of the IS do not steadily decrease with the
dynein density despite the continuous decrease of the time
that the MTOC spends in one hemisphere, see Fig. 8 e. The
dwell times decrease with the dynein density until they reach
a minimum when r � 400 mm�2 and then slightly increase.
The standard deviation of the polar angle slightly increases
and decreases when g<p and g ¼ p, respectively.

By comparison between Figs. 4, d–f and 8, g and h, one
realizes that the MTOC trajectories under the effects of
both mechanisms follow the same pattern as in the case of
the sole capture-shrinkage mechanism: the MTOC travels
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FIGURE 8 Combination of capture-shrinkage and cortical-sliding mechanisms with the same dynein density in both IS, ~r1IS ¼ ~r2IS ¼ r1IS ¼ r2IS ¼ r.

(a–c) Snapshots from the time evolution of the MT cytoskeleton. r ¼ 400 mm�2, g ¼ 3p
4
. Symbols and colors as in Fig. 2. (a) MTs intersecting with

the center of the left IS attach to capture-shrinkage dyneins. Cortical-sliding dyneins attach to MTs at the periphery of both IS. (b) MTs captured in the

left IS depolymerize as the MTOC approaches. Both capture-shrinkage and cortical-sliding MTs detach from dyneins. (c) Snapshot from the perspec-

tive of the right IS. MTs detached from the capture-shrinkage dyneins in the left IS. Simultaneously, MTs intersect with the center of the right IS and

are captured by dyneins. Cortical-sliding dyneins attach at the right IS and detach at the left IS. (d–f) Dependencies of the average transition frequency

Ntr (d), the time that the MTOC spends in one hemisphere Ts and the dwell time in the proximity of the IS Td (e), and the standard deviation of the

polar angle 4 (f) on the dynein density r.(d and e) Dependencies are plotted with error bars. (g and h) Examples of the time evolution of the MTOC

position in 600 s of simulation. The time evolutions of x coordinate of the MTOC are shown, r ¼ 600 mm�2. (g) g ¼ p
2
, (h) g ¼ p. (I and k) Prob-

ability distributions of the azimuthal angle q. (i) g ¼ p
2
, (k) g ¼ p. (l and m) Probability distributions of the angle U between the MTOC and the IS and

the polar angle 4. (l) g ¼ p
2
, (m) g ¼ p. To see this figure in color, go online.
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to one IS, dwells in its close proximity, then transitions to
the second IS. Moreover, the transitions between two IS are
regular and continuous when g ¼ p and incomplete and
irregular when g ¼ p

2
. As in the case of the capture-

shrinkage mechanism, increasing circumferential distance
between the two IS increases the probability that the plus-
end of an MT is captured in the center of the distant IS due
to the increasing probability density of MT length, see
Fig. 2 f. Consequently, the dynein acts on an increased
number of filaments as the g increases, assuring contin-
uous transition.

The combination of mechanisms leads to the unprece-
dented transition frequency and shortest dwell times,
compare Figs. 4, 7, and 8. The reason is that the capture-
shrinkage mechanism supports the cortical-sliding mecha-
nism at the distant IS and hinders it at the close IS. At the
end of the transitions, capture-shrinkage MTs are depoly-
merized and the cortical-sliding dyneins can attach to a
lower number of MTs. Contrarily, MTs attach to the cap-
ture-shrinkage dyneins in the distant center and the two
mechanisms pull in alignment sharing the load from
opposing forces, as visualized in Fig. 8 c. Consequently,
the MTOC is pulled to the distant IS by two mechanisms
and to the close IS just by the cortical sliding acting on a
reduced number of MTs.

The dwell times decrease with the rising dynein density,
see Fig. 8 e, due to the higher pulling force. The slight in-
crease of dwelling times when r>400 mm�2 is caused by
the fact that the MTOC travels closer to the IS, see
Fig. 8, l and m, and spends more time in the proximity of
the IS. The monotonously decreasing times that the
MTOC spends in one hemisphere indicate that the process
gets faster with the dynein density despite the slightly
increased dwelling times, see Fig. 8 e.

When g<p, the standard deviation of the polar angle in-
creases with the dynein density, see Fig. 8 f, because the
MTOC is pulled closer to the IS and the angle has a wider
range, see Fig. 8 l. The standard deviation of the polar angle
is the largestwheng ¼p, since theMTOCcan transition be-
tween IS through the lower hemisphere, sketched in Fig. 2 b.
The standard deviation slightly decreases with the density.
The reason lies in the fast speed of the MTOC transitions
that leads to the fast transition from one IS to the second.
Fig. 8m shows that the MTOC is increasingly located closer
to the IS when g ¼ p. The deviations from the xz plane
decrease with the rising density, Fig. 8 i and k. The probabil-
ity density does not have a peak at q ¼ 0when g ¼ p at low
densities, see Fig. 8 k, since the transitions pull the MTOC
from the xz plane and the force is often insufficient to finish
the transition in the close proximity of the IS center.

Synopsis of cortical sliding/capture shrinkage

Here, and in Table 1, we present a brief synopsis of the
main differences that our model predicts when different
mechanisms operate in both or in individual IS. WhenT
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only the cortical-sliding mechanism is acting, the transition
frequency decreases with increasing angle g, see Fig. S13 a.
Contrarily to the capture-shrinkage mechanism, cortical-
sliding dyneins are in a constant tug-of-war. When the
dynein densities are small, the MTOC wiggles around the
central position, see Fig. 5, d, g, and j. As the dynein density
increases, one IS gains the upper hand and pulls the MTOC
to the IS, see Fig. 5, f, I, and l. A subsequent transition to the
distant IS is unlikely, since the dyneins from the distant IS
have to overcome the forces from the close IS and the forces
from the nucleus increasing with g.

The mechanisms can be compared by locating them in
different IS. One observes that for rIS<600 mm�2, the
average angle between the MTOC and the capture-shrinkage
IS1 U>g

2
, indicating that the MTOC is located closer to the

cortical-sliding IS2, see Fig. 7 b. As the density increases,
the capture-shrinkage mechanism gains the upper hand and
the MTOC is located closer to the capture-shrinkage IS1,
see Fig. 7, b, f, and i. One can therefore conclude that the
cortical-sliding mechanism is stronger only when rIS<
600 mm�2 andweaker otherwise.Wheng ¼p, the transition
frequency decreases with increasing dynein density when
rIS>400 mm�2. As the dynein density increases the MTOC
moves closer to the IS and dwells there, since cortical-sliding
dyneins act against each other, as visualized in Fig. 6 f.

When the two mechanisms act together in both IS, the
transition frequency is the highest and the dwell times are
the lowest. The high transition frequency is due to the fact
that as the MTOC is located in the proximity of one IS;
the two mechanisms work together in the distant IS and
oppose each other at the closer IS. As the MTOC approaches
the IS, the captured MTs depolymerize and at the end detach
from dyneins. Consequently, the capture-shrinkage mecha-
nism cannot keep the MTOC at the close IS and the
cortical-sliding mechanism acts on a reduced number of
MTs. On the other hand, the dyneins from both mechanisms
cooperate at the distant IS and share the load from opposing
forces, reducing their detachment rate.

Surprisingly, when only the capture-shrinkage mechanism
is acting, the transition frequency slightly decreases with

increasing angle g for g%2p
3
and increases otherwise, see

Fig. 4. This behavior can be explained by the shape of the
MT length distribution, see Fig. 2 f. As the angle g increases,
increasing numbers ofMTs have a length corresponding to the
circumferential distance between two IS. Increasing numbers
of attached MTs result in stronger pulling forces as well as
higher transition frequency and smaller dwelling times.

DISCUSSION

The cell can polarize with stunning efficiency by employing
two mechanisms performing differently in various cell con-
figurations. In our computational model, the synergy of the
two mechanisms manifests itself in reduced relocation

times. In a real cell where the cytoskeleton is dragged
through the inhomogeneous environment of organelles and
filaments, the synergy can make a difference between com-
plete and unfinished repositioning. Thus it appears that the
location of dyneins on the IS periphery and the combination
of two synergetically acting mechanisms together form a
complex, efficient machinery, ensuring that the crucial im-
mune response of human body is carried out efficiently
while saving resources.

In situations in which the T cell has two IS, several sce-
narios have been observed experimentally (15) and are also
predicted by our model: the MTOC alternates stochastically
(but with a well-defined average transition time) between the
two IS; it wiggles in between the two IS without transiting to
one of the two; or it is at some point pulled to one of the two
IS and stays there. We have analyzed with the help of our
model which scenario emerges in dependency of the mecha-
nisms in action and the number of dyneins present.

The emerging behavior of the MTOC is simplest when in
both IS only the capture-shrinkage mechanism is acting: the
frequency of transitions between the two IS increases
monotonously with increasing rIS and the dwell time at an
IS decreases. The longitudinal fluctuations, described by
the polar angle 4, also decrease with increasing rIS, which
means that the MTOC transits without much back and forth
movement to the other IS when the dynein density is large.
On the other hand, the transverse fluctuations do not depend
significantly on rIS. This nearly deterministic oscillatory
behavior of the MTOC position is based on the presence
of a mechanism detaching the pulling dyneins due to strong
bending forces acting on the MTwhen the MTOC gets close
to the center of an IS, cf. Fig. 2 d.

The situation becomes more complex as soon as cortical
sliding plays a role, either in both IS or in one. If it is present
in both, i.e., cortical sliding only, at both IS many MTs can
attach to dynein and the resulting attached dynein popula-
tions are in a persistent tug-of-war, leading to stochastic al-
ternations between the two hemispheres of the cell but
without ever reaching the center of one IS. Except for very
high dynein densities, when one IS can have a sufficiently
strong, stochastic majority of attached dyneins it pulls the
MTOC toward it and keeps it there, since no mechanism
forcing the dyneins to detach is present in cortical sliding.
Therefore, our model predicts that capture shrinkage is
necessary to decide the tug-of-war that arises when two IS
with low to medium dynein densities are present. In addition
it predicts that when both mechanisms are present they can
act even synergetically, since their cooperation results in
the largest number of transitions. This observation suggests
that the combination of the two mechanisms, capture
shrinkage and cortical sliding, would actually allow the
cell to kill two targets simultaneously.

Our results suggest that one may obtain insight into intra-
cellular processes based on basic observations of the MTOC
dynamics and cytoskeleton morphology. Regardless of the
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number of the IS, the stalk of MTs sprouting from the
MTOC and ending in the center of the IS is indicative of
the capture-shrinkage mechanism. Its presence is also sug-
gested by uninterrupted transitions and small dwelling
times. Incomplete, interrupted transitions at small angle g

and long dwelling at one IS when gR2p
3
are characteristic

of the cortical-sliding mechanism. Moreover, the MTOC dy-
namics in the cell with two IS may offer a way to estimate
the MT length distribution. Since the number of transitions
does not decrease with increasing distance between the two
IS and it is maximal when the distance corresponds to the
peak of the length distribution, the experimental observa-
tions of the repositioning in the cell with two IS in different
configurations may suggest the distribution of MT lengths.

In conclusion, we provided here a fairly complete picture
of MTOC repositioning with one or two IS, under the model
assumptionof a fixed (spherical) cell shape. Itwould certainly
be rewarding to include a deformable, semiflexible (due to the
actin cortex) cell boundary interacting mechanically with the
forces exerted by the semiflexible MTs. Another open ques-
tion concerns the way in which dyneins are spatially orga-
nized in the membrane: do they self-organize (42,78,112)
or are they more or less firmly anchored in the actin cortex,
as we assumed in our model? Probably more experimental
insight is necessary to decide this question.

From a broader perspective, MTOC/centrosome precise
positioning is also crucial for other cell functions: in addition
to the polarized immune response of lymphocytes considered
here, it also determines either the axis of cell division or the
direction of cell migration (113). In the latter contexts the
centrosome is subjected to a force field of pulling and pushing
forces that are mediated by cortical dynein and centrosome
nucleatedMTs, respectively.Ourmodel includedmainly pull-
ing forces, as centrosome positioning in T cells is largely
dependent on dynein, but a recent study (114) indicated that
myosin-mediated pushing forces might also play a role in
this process: dynein and myosin II accumulate at opposite
cell poles following IS formation. While the dynein-depen-
dent mechanism generates pulling forces at the IS, the asym-
metric distribution of non-muscle myosin creates pushing
forces from the opposite pole. Possibly the last phase of
MTOC repositioning, the slow final approach toward the IS,
is supported by these pushing forces—a hypothesis that could
quantitatively be tested by our model, augmented also by an
elastic and spatially inhomogeneous active cell boundary.
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53. Pecreaux, J., J.-C. Röper, ., J. Howard. 2006. Spindle oscillations
during asymmetric cell division require a threshold number of active
cortical force generators. Curr. Biol. 16:2111–2122.

54. Kim, M. J., and I. V. Maly. 2009. Deterministic mechanical model of
T-killer cell polarization reproduces the wandering of aim between
simultaneously engaged targets. PLoS Comput. Biol. 5:e1000260.

55. Vogel, S. K., N. Pavin, ., I. M. Toli�c-Nørrelykke. 2009. Self-Orga-
nization of dynein motors generates meiotic nuclear oscillations.
PLoS Biol. 7:e1000087.

56. Ding, D. Q., Y. Chikashige,., Y. Hiraoka. 1998. Oscillatory nuclear
movement in fission yeast meiotic prophase is driven by astral micro-
tubules, as revealed by continuous observation of chromosomes and
microtubules in living cells. J. Cell Sci. 111 (Pt 6):701–712.

57. Yamamoto, A., R. R. West, ., Y. Hiraoka. 1999. A cytoplasmic
dynein heavy chain is required for oscillatory nuclear movement of
meiotic prophase and efficient meiotic recombination in fission yeast.
J. Cell Biol. 145:1233–1249.

58. Walker, R. A., E. T. O’Brien,., E. D. Salmon. 1988. Dynamic insta-
bility of individual microtubules analyzed by video light microscopy:
rate constants and transition frequencies. J. Cell Biol. 107:1437–1448.

59. Mitchison, T., and M. Kirschner. 1984. Dynamic instability of micro-
tubule growth. Nature. 312:237–242.

60. Vorob’ev, I. A., and I. S. Grigor’ev. 2003. Dynamics and the life cycle
of cell microtubules). Tsitol Genet. 37:22–38.

61. Horio, T., and T. Murata. 2014. The role of dynamic instability in
microtubule organization. Front. Plant Sci. 5:511.

62. Brouhard, G. J. 2015. Dynamic instability 30 years later: complexities
in microtubule growth and catastrophe. Mol. Biol. Cell. 26:1207–
1210.

63. Mandelkow, E. M., E. Mandelkow, and R. A. Milligan. 1991. Micro-
tubule dynamics and microtubule caps: a time-resolved cryo-electron
microscopy study. J. Cell Biol. 114:977–991.

64. Bieling, P., L. Laan, ., T. Surrey. 2007. Reconstitution of a microtu-
bule plus-end tracking system in vitro. Nature. 450:1100–1105.

65. Desai, A., and T. J. Mitchison. 1997. Microtubule polymerization dy-
namics. Annu. Rev. Cell Dev. Biol. 13:83–117.

66. Kerssemakers, J. W. J., E. Laura Munteanu, ., M. Dogterom. 2006.
Assembly dynamics of microtubules at molecular resolution. Nature.
442:709–712.

Hornak and Rieger

1264 Biophysical Journal 121, 1246–1265, April 5, 2022

6.2. Stochastic Model of T Cell Repolarization during Target Elimination (II)

119



67. Schek, H. T., M. K. Gardner,., A. J. Hunt. 2007. Microtubule assem-
bly dynamics at the nanoscale. Curr. Biol. 17:1445–1455.

68. Gardner, M. K., A. J. Hunt,., D. J. Odde. 2008. Microtubule assem-
bly dynamics: new insights at the nanoscale. Curr. Opin. Cell Biol.
20:64–70.

69. Myers, K. A., K. T. Applegate, ., C. M. Waterman. 2011. Distinct
ECM mechanosensing pathways regulate microtubule dynamics to
control endothelial cell branching morphogenesis. J. Cell Biol.
192:321–334.

70. Lacroix, B., G. Letort, ., J. Dumont. 2018. Microtubule dynamics
scale with cell size to set spindle length and assembly timing. Dev.
Cell. 45:496–511.e6.

71. Fuesler, J., and H.-J. Li. 2012. Dynamic instability – a common de-
nominator in prokaryotic and eukaryotic DNA segregation and cell di-
vision. Cell Mol. Biol. Lett. 17:542–548.

72. Hornak, I., and H. Rieger. 2020. Stochastic model of T cell repolari-
zation during target elimination I. Biophys. J. 118:1733–1748.

73. Wu, H.-Y., E. Nazockdast, ., D. J. Needleman. 2017. Forces posi-
tioning the mitotic spindle: theories, and now experiments. BioEssays.
39:1600212.

74. Garzon-Coral, C., H. A. Fantana, and J. Howard. 2016. A force-gener-
ating machinery maintains the spindle at the cell center during
mitosis. Science. 352:1124–1127.

75. Howard, J. 2006. Elastic and damping forces generated by confined
arrays of dynamic microtubules. Phys. Biol. 3:54–66.

76. P�ecr�eaux, J., S. Redemann, ., J. Howard. 2016. The mitotic spindle
in the one-cell C. elegans embryo is positioned with high precision
and stability. Biophys. J. 111:1773–1784.

77. Dogterom, M., and B. Yurke. 1997. Measurement of the force-veloc-
ity relation for growing microtubules. Science. 278:856–860.

78. Gros, O. J., H. G. J. Damstra, ., F. Berger. 2021. Dynein self-orga-
nizes while translocating the centrosome in T-cells. MBoC. 32:855–
868.

79. Zhang, R., G. Alushin, ., E. Nogales. 2015. Mechanistic origin of
microtubule dynamic instability and its modulation by EB proteins.
Cell. 162:849–859.

80. Cassimeris, L., N. K. Pryer, and E. D. Salmon. 1988. Real-time obser-
vations of microtubule dynamic instability in living cells. J. Cell Biol.
107:2223–2231.

81. Sammak, P. J., and G. G. Borisy. 1988. Direct observation of micro-
tubule dynamics in living cells. Nature. 332:724–726.

82. Belmont, L. D., A. A. Hyman, ., T. J. Mitchison. 1990. Real-time
visualization of cell cycle-dependent changes in microtubule dy-
namics in cytoplasmic extracts. Cell. 62:579–589.

83. Zwetsloot, A., G. Tut, and A. Straube. 2018. Measuring microtubule
dynamics. Essays Biochem. 62:725–735.

84. Steinberg, G., R. Wedlich-Soldner, ., I. Schulz. 2001. Microtubules
in the fungal pathogen Ustilago maydis are highly dynamic and deter-
mine cell polarity. J. Cell Sci. 114:609–622.

85. Yvon, A. M., and P. Wadsworth. 1997. Non-centrosomal microtubule
formation and measurement of minus end microtubule dynamics in
A498 cells. J. Cell Sci. 110:2391–2401.

86. Carminati, J. L., and T. Stearns. 1997. Microtubules orient the mitotic
spindle in yeast through dynein-dependent interactions with the cell
cortex. J. Cell Biol. 138:629–641.

87. Adames, N. R., and J. A. Cooper. 2000. Microtubule interactions with
the cell cortex causing nuclear movements in Saccharomyces cerevi-
siae. J. Cell Biol. 149:863–874.

88. Drummond, D. R., and R. A. Cross. 2000. Dynamics of interphase mi-
crotubules in Schizosaccharomyces pombe. Curr. Biol. 10:766–775.

89. Van Damme, D., K. Van Poucke, ., D. Geelen. 2004. In vivo dy-
namics and differential microtubule-binding activities of MAP65 pro-
teins. Plant Physiol. 136:3956–3967.

90. Yamashita, N., M. Morita, ., Y. Mimori-Kiyosue. 2015. Three-
dimensional tracking of plus-tips by lattice light-sheet microscopy

permits the quantification of microtubule growth trajectories within
the mitotic apparatus. JBO. 20:101206.

91. Tirnauer, J. S., E. O’Toole, ., D. Pellman. 1999. Yeast Bim1p pro-
motes the G1-specific dynamics of microtubules. J. Cell Biol.
145:993–1007.

92. Komarova, Y. A., I. A. Vorobjev, and G. G. Borisy. 2002. Life cycle of
MTs: persistent growth in the cell interior, asymmetric transition fre-
quencies and effects of the cell boundary. J. Cell Sci. 115:3527–3539.

93. Alieva, I. B., E. A. Zemskov, ., A. D. Verin. 2010. Microtubules
growth rate alteration in human endothelial cells. J. Biomed. Bio-
technol. 2010:671536.

94. Brunner, D., and P. Nurse. 2000. CLIP170-like tip1p spatially orga-
nizes microtubular dynamics in fission yeast. Cell. 102:695–704.

95. Rusan, N. M., C. J. Fagerstrom, ., P. Wadsworth. 2001. Cell cycle-
dependent changes in microtubule dynamics in living cells expressing
green fluorescent protein- a tubulin. Mol. Biol. Cell. 12:971–980.

96. Trushko, A., E. Sch€affer, and J. Howard. 2013. The growth speed of
microtubules with XMAP215-coated beads coupled to their ends is
increased by tensile force. PNAS. 110:14670–14675.

97. Shelden, E., and P. Wadsworth. 1993. Observation and quantification
of individual microtubule behavior in vivo: microtubule dynamics are
cell-type specific. J. Cell Biol. 120:935–945.

98. Fees, C. P., and J. K. Moore. 2019. A unified model for microtubule
rescue. MBoC. 30:753–765.

99. Tischer, C., D. Brunner, and M. Dogterom. 2009. Force- and kinesin-
8-dependent effects in the spatial regulation of fission yeast microtu-
bule dynamics. Mol. Syst. Biol. 5:250.

100. Ihornak - Overview. https://github.com/ihornak.

101. Quann, E. J., E. Merino,., M. Huse. 2009. Localized diacylglycerol
drives the polarization of the microtubule-organizing center in T cells.
Nat. Immunol. 10:627–635.

102. Howard, J. 2001. Mechanics of Motor Proteins and the Cytoskeleton,
new edition. Sinauer Associates.

103. Xu, H., W. Su, ., H. Wang. 2013. The asymmetrical structure of
Golgi apparatus membranes revealed by in situ atomic force micro-
scope. PLoS One. 8:e61596.

104. Ladinsky, M. S., D. N. Mastronarde, ., L. A. Staehelin. 1999. Golgi
structure in three dimensions: functional insights from the normal rat
kidney cell. J. Cell Biol. 144:1135–1149.

105. Day, K. J., L. A. Staehelin, and B. S. Glick. 2013. A three-stage model
of Golgi structure and function. Histochem. Cell Biol. 140:239–249.

106. Huang, S., and Y. Wang. 2017. Golgi structure formation, function,
and post-translational modifications in mammalian cells. F1000Res.
6:2050.

107. Westrate, L. M., J. E. Lee,., G. K. Voeltz. 2015. Form follows func-
tion: the importance of endoplasmic reticulum shape. Annu. Rev. Bio-
chem. 84:791–811.

108. English, A. R., and G. K. Voeltz. 2013. Endoplasmic reticulum struc-
ture and interconnections with other organelles. Cold Spring Harb
Perspect. Biol. 5:a013227.

109. English, A. R., N. Zurek, and G. K. Voeltz. 2009. Peripheral ER struc-
ture and function. Curr. Opin. Cell Biol. 21:596–602.

110. Shibata, Y., G. K. Voeltz, and T. A. Rapoport. 2006. Rough sheets and
smooth tubules. Cell. 126:435–439.

111. Hu, J., W. A. Prinz, and T. A. Rapoport. 2011. Weaving the web of ER
tubules. Cell. 147:1226–1231.

112. Hooikaas, P. J., H. G. Damstra, ., A. Akhmanova. 2020. Kinesin-4
KIF21B limits microtubule growth to allow rapid centrosome polari-
zation in T cells. eLife. 9:e62876.

113. Elric, J., and S. Etienne-Manneville. 2014. Centrosome positioning in
polarized cells: common themes and variations. Exp. Cell Res.
328:240–248.

114. Liu, X., T. M. Kapoor, ., M. Huse. 2013. Diacylglycerol promotes
centrosome polarization in T cells via reciprocal localization of
dynein and myosin II. Proc. Natl. Acad. Sci. U S A. 110:11976–11981.

Stochastic model of T cell polarization

Biophysical Journal 121, 1246–1265, April 5, 2022 1265

Chapter 6. Original publications

120



6.2. Stochastic Model of T Cell Repolarization during Target Elimination (II)

6.2.2. Supplemental Material

121



Stochastic model of T Cell repolarization during target elimination (II)
SUPPLEMENTARY MATERIAL

Ivan Hornak, Heiko Rieger

1 Dynein attachment during the first few seconds
When β < π only a fraction of MTs intersect the center of the IS, visually demonstrated in Fig. S1, and their number is
given by the ratio qCIS, see Fig. 3c in the main text. Considering the number of MT intersecting with the center of the IS,
the number of attached dyneins can be estimated using Eq. 3 in the main text.

Fig. S1: Snapshots from the beginning of simulations with different angles β between the IS and the initial position of the
MTOC, sketched in Fig. 1a in the main text. The plasma membrane and the nucleus are represented by the transparent
outer and inner sphere, respectively. The cyan and small brown cylinder denote the complete IS and its center, respectively.
Unattached(blue), capture-shrinkage(red) and cortical sliding(yellow) MTs sprout from the MTOC depicted by the big
black sphere. Small black spheres represent attached dyneins. (a) Snapshot from the beginning of the simulation with
β = 0.5π from the perspective of the IS. Just a fraction of MTs pass through the IS and its center. (b)(g) Cell with the
center of the IS from the horizontal and vertical perspective, respectively. (c)(h) Cell with the whole IS from the horizontal
and vertical perspective, respectively. (d)(e)(f) Cells with the center of the IS. (i)(j)(k) Cells with the whole IS.

It can be seen in Figs. S2(a-f) that the number of attached dyneins initially sharply increases due to the fast attachment
of the dyneins. As the time progresses, dyneins detach and the number of attached dyneins decreases and subsequently
approaches the estimated values. The number of dyneins is lower than the estimated value when ρIS = 500µm−2, which
can be explained by the fact that the stronger force results in a faster movement and bigger opposing forces increase the
probability of the dynein detachment. Moreover, the dynein force presses the MTOC stronger against the nucleus, see
Figs. S4(d-f).

The estimates of attached dyneins are lower when β > 0.8π, see Figs. S2(g-i), since only a fraction of MTs are long
enough to reach the IS. As was stated in the first part of our work (1), the number of MT beads is uniformly distributed
between 15 and 20. Consequently, only 66, 33, 17% of MTs are long enough to reach the IS when β = 0.8, 0.9, 0.95π,
respectively. The number of attached dyneins are lower than estimates when β > 0.5π, see Figs. S2(g-i), due to the fact
that the nucleus intersects the path of the MTOC to the IS, as visualized in Figs. S1b-d, and the repulsive force from the
nucleus increases the dynein detachment probability.

The number of attached dyneins differ from the estimates for the cases β = 0.15π and β = π, see Figs. S2j and
k. When β < 0.25π the cytoskeleton is immediately dragged to the IS due to the short initial MTOC-IS distance and
dyneins detach, see Figs. S4c and f. In the case of β = π, every MT with the sufficient length intersects the center of
the IS, visualized in Figs. S1b and g. Around 20% of MTs have a sufficient length to reach the IS in the first seconds
of the simulation. The number of dyneins estimated by the Eq. 3 in the main text would be greater than the number of
dyneins in the IS. To avoid this contradiction, we assume that all dyneins attach during the first seconds of the simulation.
It can be seen in Fig. S2k that the measured number of attached dyneins is substantially lower. It can be explained by the
fact that dyneins act on MTs sprouting in all orientation from the IS, visualized in Figs. S1b and g, and therefore act in
competition and mutually increase force-dependent detachment rate (1).

2 Additional results for one IS: β-dependence for different mechanisms

2.1 Capture-Shrinkage mechanism
The supplementary Movie S8 shows the MTOC repositioning under the effect of the capture-shrinkage mechanism, ρIS =
300µm−2, β = 0.75π. The process is also visualized for the case of β = 0.75π in Fig. S3. At the beginning of the
simulation, only a small fraction of MTs intersects the IS and they sprout from the MTOC in one direction (visualized
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Fig. S2: The dependence of the average number of dyneinsN dm on the time during the first seconds of repositioning. The
dashed lines represent estimations. (a, d and g) ρIS = 80µm−2. (b, e and h) ρIS = 200µm−2. (c, f and i) ρIS = 500µm−2.
(j) β = π (k) β = 0.15π (l) Comparison of the measured(solid) and estimated(dashed) times of the repositioning.

Fig. S3: Snapshots from the time evolution
of the spindle configuration under the effect of
the capture-shrinkage mechanism (dynein density
ρIS = 300µm−2, initial angle between MTOC and
IS β = 0.75π). MTs connect to the MTOC rep-
resented by the large black sphere. Blue and red
curves represent unattached and attached MTs, re-
spectively. The brown cylinder depicts the center of
the IS, where the capture-shrinkage dyneins repre-
sented by small black spheres are located. (a and
d) dMIS ∼ 8.0µm. A stalk connecting the MTOC
and IS is formed. (b and e) dMIS ∼ 4µm. The stalk
shortens and the MTOC approaches the IS. (c and
f)dMIS ∼ 1µm. The MTs in stalk depolimerized and
MTOC is in the close proximity of the IS.
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Fig. S4: Capture-shrinkage
mechanism: (a-c) Dependence
of the average MTOC-IS dis-
tance d̄MIS on time. Dependen-
cies of the average MTOC veloc-
ity v̄MTOC in insets (a-c), the av-
erage number of dyneins acting
on microtubules N̄dm (d-f) and
the MTOC-center distance d̄MC in
the insets of (d-f) on the average
MTOC-IS distance. Black dashed
lines denote transitions between
different phases of the reposition-
ing process. (g)(h)(i) Probabil-
ity densities of the angle α be-
tween the first MT segments and
the direction of the MTOC move-
ment for the dynein density ρIS =
300µm−2 at the beginning of the
simulation. (g and h) Time t =
10s. (i) t = 5s.

in Figs. S3a and d. The MTs attach to dynein at the beginning of the simulation and form a narrow stalk connecting
the MTOC and the IS. As the MTOC approaches the IS, unattached MTs are pushed back by the friction forces and the
spindle ”opens”, visually demonstrated in Figs. 3e and f. As the time progresses, the stalk of MTs shortens and the MTOC
approaches the IS, see Figs S3b, c, e and f.

When β > 0.25π, the process can be divided into three phases based on the time evolution of the MTOC velocity,
see Figs. S4a and 4b. In the first phase comprising approximately the first 0.5µm of the MTOCs trajectory, the velocity
increases and then in some cases decreases to a local minimum. In the second phase, the velocity slightly increases until it
reaches a maximum and then in the third phase, it declines again. By comparison of Figs. S4ab and S4de one realizes that
the time evolution of the velocity is determined by the time evolution of the number of attached dyneins, which can be
understood by considering the forces from the nucleus. At the beginning of the simulations, MTs intersects the IS (visually
demonstrated in Figs. S3a and d) leading to the dynein attachment and the formation of a narrow MT stalk, see Figs. S4g-
i, visually Fig. S3a and d. As the MTOC moves to the IS in the direction given by the MT stalk, it is pressed against the
nucleus, see Figs. S4d and e, visually demonstrated by Figs. S1 and S3. The opposing forces of the nucleus repel the MTs
resulting in the detachment of dyneins, see Figs. S4d and e, because the detachment rate is force dependent. The force
from the nucleus decreases as the MTOC slides on its surface, causing the slight increase of the MTOC velocity despite the
constant pulling force (compare Figs. S4ab and S4de). The number of attached dyneins remains approximately constant
in the second phase, see Figs. S4d and e, since unattached MTs in opening cytoskeleton are pushed back by friction forces
and unlikely to attach to dynein, visualized in Figs. S3d-f. The decrease of the number of attached dynein in the third
phase can be explained by the shortening of the MTs in the stalk due to the depolymerization lowering the probability of
dynein attachment. More importantly, the detachment probability increases due to the opposing force of the cytoskeleton
being dragged from the nucleus to the membrane, see Figs. S4d and e. Consequently, the repositionings have similar
characteristics as the one in the cell when β = π (1).

When β = 0.25π the repositioning has only two phases as can be seen in Fig. S4f, since the velocity of the MTOC
rises quickly and then continuously decreases. Due to the short initial MTOC-IS distance the nucleus does not present
an obstacle and MTOC is pulled directly to the cell membrane, see Fig. S4f. Therefore, the number of attached dyneins
decreases due to the same causes as in the third phase when β > 0.25π, compare Figs. S4de and f.

2.2 Cortical Sliding mechanism
The repositioning process under the effect of the cortical sliding mechanism is visually demonstrated in Fig. S5 and in the
supplementary Movie S9, ρ̃IS = 300µm−2, β = 0.75π. In contrast to the capture-shrinkage, MTs attach to the cortical
sliding dynein in the whole IS, which is substantially larger than its center. Figs. S5a and d shows that the MTOC is
pulled to the IS by MTs aligned in a large stalk. As the MTOC approaches the IS, dyneins detach and remaining attached
dyneins are increasingly located at the periphery of the IS, visually demonstrated in Figs. S5b and e. Almost all dyneins
detach at the end of the repositioning, see Figs. S5c and f.
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Fig. S5: Snapshots from the time evolution of the
MT cytoskeleton under the effect of the cortical slid-
ing mechanism (dynein density ρIS = 300m−2, β =
0.75π). The cyan cylinder denotes the area of the IS.
Blue and yellow lines represent unattached and at-
tached MTs, respectively. The small black spheres
in the IS stand for the positions of dyneins attached
to MTs. (a and d) dMIS ∼ 8.0µm. A stalk con-
necting the MTOC and IS is formed. The attached
MTs are sprouting from the MTOC in one direction
since the beginning. (b and e) dMIS ∼ 7.5µm. The
number of attached dyneins decreased and motors
are attached in one half of the IS and mainly at its
periphery. (c and f) dMIS ∼ 1µm. The MTOC is in
the close proximity of the IS. Dyneins are attached
to MTs solely on the periphery of the IS.

Fig. S6: Cortical sliding mech-
anism. (a-c) The dependence of
the average MTOC-IS distance
d̄MIS on the time is shown. In-
set: the dependence of the aver-
age MTOC velocity v̄MTOC on the
average MTOC-IS distance are
shown. The dependencies of the
average number of dyneins act-
ing on MTs N̄dm(d-f), the aver-
age distance between the MTOC
and the center of the cell d̄MC(g-
i) on the average MTOC-IS dis-
tance are shown.

4

6.2. Stochastic Model of T Cell Repolarization during Target Elimination (II)

125



Fig. S7: Attached cortical sliding dyneins. (a) The dependence of the average distance r̄IS of attached cortical sliding
dyneins from the axis of the IS on dynein area density ρ̃IS is shown. (b-c) The two-dimensional probability density of
attached dyneins in the IS in the middle of the repositioning, dMIS = 3µm, β = 0.5π, is shown. (b) ρ̃IS = 80µm−2. (c)
ρ̃IS = 1000µm−2.

Fig. S8: Snapshots from the time evolution of
the MT cytoskeleton under the combined effect of
both mechanisms (dynein density ρIS = ρ̃IS =
300µm−2, β = 0.5π). The cyan and brown cylin-
ders denote the IS and its center, respectively. Blue,
yellow and red lines represent unattached, corti-
cal sliding and capture-shrinkage MTs, respectively.
The small black spheres in the IS stand for the po-
sitions of the dyneins attached to MTs. (a and d)
dMIS ∼ 8µm. A stalk of capture-shrinkage MTs
connecting the MTOC and the center of the IS is
formed at the beginning. Cortical sliding MTs at-
tach at the periphery of the IS and do not intersect
the center of the IS. (b and e) dMIS ∼ 4µm. The
capture-shrinkage MTs in the stalk shorten and the
MTOC approaches the IS. The MTOC slides on the
surface of the nucleus. (c and f) dMIS ∼ 1µm. The
MTs in the stalk are depolymerized and the MTOC
is in the close proximity of the IS. The MTOC de-
tached from the nucleus and moves to the mem-
brane. Cortical sliding dyneins are attached at the
IS periphery.

Similarly to the previous case of the capture-shrinkage mechanism, the repositioning can be divided into three phases
when β > 0.25π. Contrarily, the transition points between the phases depend on the density ρ̃IS, see Figs. S6a and b. The
time evolution of the velocity of the MTOC is determined by the number of dyneins, compare Figs. S6a and b with Figs.
S6d and e. The stalk of MTs connecting the MTOC and the IS is formed at the beginning of the simulation, visually in
Figs. S5a and d, and the dynein quickly attach to MTs. Due to the opposing force of the nucleus the number of dynein
decreases during the first phase, see insets of Figs. S6d and e. The decrease is steeper than in the previous case, compare
Figs. S4d and e with S6d and e, due to the fact that the cortical sliding lacks a firm anchor point characteristic for the
capture-shrinkage. In the second phase, the number of dynein rises, see insets of Fig. S6d and e, since the opposing force
of the nucleus decreases as the MTOC slides on the surface. The number of attached dyneins decreases in the third phase
because the MTOC does not recede substantially from the nucleus of the cell, see Figs. S6g-i, indicating that the MTs do
not follow the membrane resulting in the lower attachment probability of dynein, visually demonstrated in Figs. S5c and
f.

The MTOC displays only one phase when β = 0.25π, see Figs. S6c and f because of short initial distance and the fact
that the MTOC is not an obstacle on the MTOC’s journey, visualized in Figs. S1f and k. The number of attached dynein
decreases from the beginning of the simulation, see Fig. S6f, since the MTs do not copy the cell membrane as the MTOC
approaches the IS.

Fig. S7 shows that similarly to the case of β = π (1) the attached dyneins are located predominantly at the periphery
of the IS and their average distance from the axis of the IS slightly increases with the density. Consequently, we report
that attached dyneins are predominantly located on the periphery of the IS regardless of the initial configuration of the
cell.

5

Chapter 6. Original publications

126



2.3 Combined mechanisms
The supplementary Movie S10 shows the MTOC repositioning under the combined effects of both mechanism, ρIS =
ρ̃IS = 300µm−2, β = 0.5π. At the beginning of the simulation, MTs intersecting the center of the IS attach to capture-
shrinkage dyneins and form a narrow stalk connecting the MTOC and the IS, visually demonstrated in Figs. S8a and d.
Cortical sliding dynein attach and pull MTs in the periphery of the IS. Consequently, the MTs in the stalk shorten and
the MTOC slides on the surface of the cell towards the IS, visually Figs. S8b and e. At the end of the repositioning, the
MTOC recedes from the nucleus and is pulled to the center of the IS by capture-shrinkage MTs, visually Figs. S8c and f.

We examine the combined effect of the mechanisms in two initial configurations: β = 0.5, 0.75π. When β = 0.25π
the repositioning is already very fast, see Figs. S4 and S6 and Fig. 4b in the main text, and the combination is not
needed for an efficient repositioning. The interplay of the two mechanisms when β = π was previously analyzed in
the first part of our work (1). Figs. S9a and b shows that the combination of the two mechanisms always leads to
a faster repositioning. Moreover, two mechanisms with relatively small dynein densities can outperform the dominant
mechanism with a substantially larger density. For example when β = 0.75π, the capture-shrinkage mechanism with the
density ρIS = 1000µm−2 is slower than any combination of mechanisms where ρ̃IS, ρIS ≥ 200µm−2, see Fig. S9a. It
generally holds for both angles β that the combination of two mechanisms when ρ̃IS, ρIS ≥ 200µm−2 is faster than an
individual mechanism.

The capture-shrinkage mechanism was identified as the dominant mechanism when β = 0.75π. Fig. S9a shows that
the repositioning gets faster with the rising cortical sliding density. Moreover, the average number of attached capture-
shrinkage dyneins increases with the cortical sliding density, see Fig. S9d. This can be explained by the alignment of
cortical sliding MTs in the direction of the MTOC movement, see Fig. S9f. In the case when capture-shrinkage acts
alone, the unattached MTs are unlikely to attach to capture-shrinkage, since they are pushed back by friction forces,
visually demonstrated in Fig. S3. MTs attached to cortical sliding tend to align to the MTOC movement, see Figs. S9f
and i and visually demonstrated by the Fig. S8. Due to the alignment they are not pushed back by friction forces and they
are more likely to be captured in the narrow center of the IS. Figs. S9f and i shows that the dominant central peak of the
cortical sliding MTs is interrupted in the middle by the narrow peak of capture-shrinkage MTs proving that cortical sliding
MTs are passed to the capture-shrinkage mechanism. Therefore, the cortical sliding mechanism gives capture-shrinkage
substantial advantage compared to the case when capture-shrinkage acts alone by increasing the probability that the MT
will attach to dyneins in the center of the IS.

Furthermore, the cortical sliding helps capture-shrinkage dyneins because they share the load from opposing forces.
The sharing of forces leads to the decrease of the force dependent detachment probability and to the increase of attached
capture-shrinkage dyneins. To summarize, cortical sliding supports capture-shrinkage by increasing the attachment prob-
ability by aligning the MTs with the MTOC movement and by decreasing the detachment probability by sharing the load
from opposing forces.

Fig. S9e demonstrates that when the density of cortical sliding dyneins is fixed, the repositioning gets faster with
the increasing capture-shrinkage density. Moreover, the number of attached cortical sliding dyneins increases with the
rising capture-shrinkage density mainly at the end of the repositioning. This may come as a surprise, since the presence
of capture-shrinkage decreases the number of cortical sliding MTs due to their attachment in the center of the IS, see
Fig. S9f and i. Moreover, dyneins in the part of the IS behind the center(from the MTOC’s perspective) cannot attach
to MTs, see Fig. S9c, since they are distant from any filament. Fig. 9c clearly demonstrates that the attached cortical
sliding dyneins form interesting ”slashed” patterns indicating that the dyneins behind IS remain unattached. Seemingly,
the capture-shrinkage mechanism harms the cortical sliding by stealing the MTs and by preventing it to reach a part of the
IS.

However, the capture-shrinkage dynein pull in alignment towards the center of the IS and provide a firm anchor point
that the cortical sliding is otherwise missing. Figs. S6g-i clearly demonstrates that the MTOC does not substantially
recedes from the nucleus in the case of the sole cortical sliding. Consequently, MTs do not copy the cell membrane and
the dynein attachment probability decreases. The pulling force of capture-shrinkage dyneins causes that the membrane
is followed more closely in the case of combined mechanisms, see Figs. S9g-h, resulting in the increase of the number
of attached cortical sliding dyneins, see Fig. S9e. Additionally, capture-shrinkage dyneins share the load from opposing
forces leading to the decrease of the detachment probability of cortical sliding dyneins and therefore to the bigger number
of attached dyneins.

To conclude, the cortical sliding mechanism supports capture shrinkage by passing the MTs. Capture-shrinkage
promotes cortical sliding by providing it a firm anchor point. The two mechanisms support each other by sharing the load
from opposing forces. To conclude, the mechanisms act in a fascinating synergy in every configuration of the cell.
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Fig. S9: Combination of capture-shrinkage
and cortical sliding mechanisms: (a and b)
Dependence of the averaged times TMTOC
(MTOC-IS distance dMIS < 1.5µm) on the
capture-shrinkage dyneins density ρIS. Cor-
tical sliding densities are given by the color.
(c) The two-dimensional probability density
of attached dyneins in the IS is shown, β =
0.75π, ρ̃IS = ρIS = 500µm−2, the MTOC-
IS distance dMIS ∼ 3.5µm. (d) Dependence
of the average MTOC-IS distance dMIS on
time. In the inset: Dependence of the av-
erage number of attached capture-shrinkage
dyneins N capt on the average MTOC-IS dis-
tance dMIS. β = 0.75π, ρIS = 500µm−2.
The cortical sliding density ρ̃IS is given by the
color. (e) Dependence of the average MTOC-
IS distance on time. In the inset: Dependence
of the average number of attached cortical-
sliding dyneins N cort on the average MTOC-
IS distance. β = 0.5π, ρ̃IS = 500µm−2.
The capture-shrinkage density ρIS is given by
the color. (f) The probability density of the
angle α between the first MT segment and
the direction of the MTOC motion is shown.
ρ̃IS = ρIS = 200µm−2, t = 10s, dMIS ∼ 4µm,
β = 0.5π. (g and h) The dependence of
the average MTOC-center distance dMC on
the average MTOC-IS distance dMIS. ρ̃IS =
40µm−2. Capture-shrinkage density ρIS is
given by the color. (i) The probability den-
sity of the angle α between the first MT seg-
ment and the direction of the MTOC motion
is shown. ρ̃IS = ρIS = 200µm−2, t = 10s,
dMIS ∼ 8µm, β = 0.75π.
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a  b  s  t  r  a  c  t

Ca2+ microdomains  and  spatially  resolved  Ca2+ signals  are  highly  relevant  for  cell function.  In  T  cells,
local  Ca2+ signaling  at the  immunological  synapse  (IS)  is  required  for downstream  effector  functions.
We  present  experimental  evidence  that  the relocation  of  the  MTOC  towards  the  IS during  polarization
drags  mitochondria  along  with  the  microtubule  network.  From  time-lapse  fluorescence  microscopy  we
conclude  that  mitochondria  rotate  together  with  the  cytoskeleton  towards  the  IS. We hypothesize  that
this  movement  of  mitochondria  towards  the  IS together  with  their  functionality  of absorption  and  spa-
tial redistribution  of  Ca2+ is sufficient  to significantly  increase  the cytosolic  Ca2+ concentration.  To test
this  hypothesis  we developed  a whole  cell  model  for  Ca2+ homoeostasis  involving  specific  geometries
for  mitochondria  and  use  the  model  to  calculate  the  spatial  distribution  of  Ca2+ concentrations  within
the  cell  body  as  a function  of  the rotation  angle  and  the distance  from  the  IS. We find  that  an inhomo-
geneous  distribution  of PMCA  pumps  on the cell  membrane,  in  particular  an accumulation  of  PMCA  at
the  IS,  increases  the  global  Ca2+ concentration  and  decreases  the  local  Ca2+ concentration  at  the IS with
decreasing  distance  of  the  MTOC  from  the  IS.  Unexpectedly,  a change  of CRAC/Orai  activity  is not  required
to explain  the observed  Ca2+ changes.  We  conclude  that  rotation-driven  relocation  of the  MTOC  towards
the  IS  together  with  an  accumulation  of  PMCA  pumps  at  the  IS  are  sufficient  to  control  the observed  Ca2+

dynamics  in  T-cells  during  polarization.
©  2016  Elsevier  Ltd. All  rights  reserved.

1. Introduction

Organelle polarization is a fundamental biological process for
many cellular functions [1–5]. Cytotoxic T lymphocytes (CTL) and
natural killer (NK) cells are highly polarized during cell migration
and immunological synapse (IS) formation with their cognate tar-
get cells like tumor cells or virus infected cells [6–8]. Polarity is often
controlled by actin polymerization induced by Cdc42 [9] or Arp2/3-
dependent actin nucleation [10]. The specificity of target cell killing
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is, among other mechanisms, guaranteed through polarized secre-
tion of lytic granules (LG) containing perforin and granzymes at the
IS [11–13]. The microtubule organizing center (MTOC, centrosome)
is a key organelle involved in repositioning of LG towards the IS fol-
lowing actin depletion [14], and secretion of LG at the IS is one of
the central polarization steps in CTL and NK cells [4,15]. The MTOC
moves to the IS within several minutes of IS formation [13,16]. This
directed movement requires the motor protein dynein [17] which
according to the favored mechanism, mediates MTOC reposition-
ing to the IS by generating force through microtubule binding at
the outer ring of actin at the IS. This process is also referred to
as cortical sliding mechanism. This view has recently been chal-
lenged by Yi et al. [18] who present a series of experiments favoring
a mechanism that dynein mediates MTOC repositioning through
a “microtubule end-on capture-shrinkage mechanism”, by which
dyneins act on microtubules docked at the center of the IS and not
at the outer actin ring. Regardless of the model, the MTOC is con-
sidered a master regulator of T cell polarization [17] and it is most

http://dx.doi.org/10.1016/j.ceca.2016.06.007
0143-4160/© 2016 Elsevier Ltd. All rights reserved.
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Fig. 1. Mitochondrial localization at the IS modulates local and global Ca2+ levels. Fluo-5F/AM loaded Jurkat E6.1 T-cells were settled either on anti-CD3 antibody-coated
coverslips (inducing IS formation) or on poly-l-ornithine-coated coverslips (no IS formation). Ca2+ stores were depleted by 5–7 min  thapsigarin (1 �M)  pre-treatment in
Ca2+ free solution and subsequently, cells were exposed to 20 mM Ca2+. (a) Mean normalized fluorescence of Fluo-5F by TIRFM of 33 (with IS formation, red trace) and 37
(no  IS formation, blue trace) cells over time (at 20 min, p < 0.0001) representing local Ca2+ signals at the plasma membrane. (b) Mean normalized fluorescence of Fluo-5F by
epifluorescence microscopy of 17 (with IS formation, red trace) and 18 (no IS formation, blue trace) cells over time (at 20 min, p = 0.036) representing global Ca2+ signals. (For
interpretation of the references to color in this figure legend, the reader is referred to the web  version of this article.)

likely guiding other organelles like the Golgi apparatus [19,20],
mitochondria [21–24] and LG [13] to the IS.

Several of the signaling steps governing CTL and/or NK cell
dependent target cell death are Ca2+ dependent: (1) MTOC relo-
calization to the IS [18]; (2) mitochondria relocalization to the IS
[24,25]; (3) secretion of LG at the IS [26–28]; (4) perforin-dependent
lysis of target cells [29]. While the exact molecular mechanisms of
how Ca2+ is involved in regulating these processes are not resolved
yet, it is clear that Ca2+ influx through Orai (mostly Orai1) channels
is the main Ca2+ source [28,30,31]. Ca2+ influx at the IS through
Orai1 channels is among other factors controlled by mitochon-
drial positioning at the IS. There, mitochondria act as Ca2+ sinks,
whereby they control Ca2+ dependent activity of Orai channels and
local Ca2+ concentrations at the IS as well as global cytosol Ca2+

concentrations ([Ca2+]cyt) [23,32,33].
In this paper we show that cytoskeleton rotation relocates

mitochondria to the immunological synapse. Unexpectedly, repo-
sitioning of mitochondria alone can modulate the global cytosolic
Ca2+ concentration, independent of any influence of mitochondrial
position on CRAC/Orai channel activity. We  determine the geomet-
ric path that mitochondria take during relocation towards the IS
and show that it is correlated with a rotation of the MTOC and
microtubular network. We  implement this rotation into a model for
spatiotemporal Ca2+ dynamics in T-cells that we proposed recently
[33] and present the predictions of this model about the depen-
dence of the global and local Ca2+ concentration on the rotation
angle of the cytoskeleton/mitochondria system.

2. Results

2.1. Mitochondria relocation correlates with Ca2+ increase

In 2011, we have shown that mitochondrial relocation to the IS
decreases local cytosolic Ca2+ levels but increases global ones [23].
We confirm these findings by an independent set of experiments in
human Jurkat T-cells (Fig. 1) similar to the experiments shown in
Fig. 4C and D of our previous publication [23]. In case an IS is induced
by anti-CD3 antibodies on the coverslip, mitochondria localize to
the IS as shown by Quintana et al. [23] and the local Ca2+ signals at
the plasma membrane are lower compared to conditions in which
no IS was formed (Fig. 1a). In contrast the global Ca2+ signals are
higher in case of IS formation (Fig. 1b). Localization of mitochondria
at the IS thus decreases the local Ca2+ levels compared to exper-
iments where no IS is formed but increases the global ones. In

conclusion mitochondrial localization relative to CRAC channels at
the IS determines local and global Ca2+ concentrations.

2.2. Mitochondria relocation correlates with cytoskeleton
movement

Whereas it is undisputed that mitochondria relocalize to the IS,
the exact mechanisms of the relocalization process have not been
resolved. Mitochondrial fusion/fission [21] and cytoskeletal reor-
ganization are very likely involved [3,5] but the exact mechanisms
are not understood. Considering the MTOC relocalization to the IS
[13,16,19,20] and its potential to guide other organelles there, it is
reasonable to assume that the MTOC and mitochondrial movement
could be correlated. We  thus tested the hypothesis that mitochon-
dria translocation and microtubule network reorientation towards
the IS are correlated. We  fluorescently labeled microtubules (with
EMTB-3 × GFP) and mitochondria (with MitoTracker or DsRed2-
Mito-7) in CTL. CTL were conjugated with target cells at 37 ◦C
and translocation of microtubule network and mitochondria was
visualized by time lapse microscopy. We found that mitochon-
drial localization was closely associated with microtubules (Fig. 2a).
Following contact between CTL and a target cell, mitochondria
were passively translocated to the IS along with microtubule
network reorientation (Fig. 2a and Supplementary Movie 1). More-
over, we  observed that occasionally mitochondria could actively
move along microtubule tracks (Fig. 2b and Supplementary Movie
2). These results show that mitochondria relocation correlates
with cytoskeleton rearrangement, especially microtubule network
reorientation towards the IS.

2.3. Quantitative analysis of cytoskeleton and mitochondria
rotation

For each time frame we  extracted the three-dimensional
positions of the MTOC, the IS, the cell center, and individual mito-
chondria using a higher time resolution for 3D pictures as described
in the Materials and Methods section. The position data for all
objects in a single frame were brought into a standard coordinate
system by two rotations and one translation, such that MTOC, IS,
and cell center lie in one plane, the x-z plane, and the rotation axis
is parallel along the y-axis. We assume that the MTOC (in this case
located at 90◦) moves towards the IS. In Fig. 3a we sketch the move-
ment of mitochondria that one expects in case mitochondria are
attached to the microtubules: in the right half space they are rotated
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Fig. 2. Microtubules and mitochondria rotate together towards the IS during polarization. CTL were conjugated with SEA/SEB-pulsed Raji cells (target). (a) Mitochondria are
translocated along with microtubule network. Microtubules and mitochondria were labeled by EMTB-3 × GFP and MitoTracker Deep Red, respectively. The time lapse was
taken  at 37 ◦C every 21.17 s by a confocal microscope with a 63×objective. MTOC is marked by the asterisk. MIP: maximum intensity projection. (b) Mitochondria can be
actively transported along microtubules. Microtubules and mitochondria were labeled by EMTB-3 × GFP and DsRed2-Mito-7. The time lapse was taken at 37 ◦C every 19.02 s
by  a confocal microscope with a 63× objective. The maximum intensity projections are shown. Arrowheads highlight the transported mitochondrion and the corresponding
microtubule. Scale bars are 5 �m.

towards the IS, in the left half space they are rotated away from it.
Consequently vectors pointing from the center to mitochondria on
the right half space decrease their angle with the vector from the
center to the IS in the same way as the vector pointing from the
center to the MTOC. In the left half space the mitochondria angles
increase.

In Fig. 3b we show a histogram for the mitochondria angles
extracted from tracking data acquired with a spinning disk confocal
microscope (see Materials & Methods), in which CTL were settled on
CD3/CD28 antibody-coated coverslips and IS was formed between
CTL and coverslips. We  analyzed two time points: before (at 0 s)
and after polarization (at 186 s). Compared to the angles before
polarization, the distribution after polarization is systematically

shifted to the lower angles as expected from a rotation. The his-
togram for the mitochondria angles in the left half space is shown in
Fig. 3c: here the angles after polarization are systematically shifted
to larger values as expected from a rotation. In conclusion, a corre-
lated rotation model of MTOC and the microtubules with attached
mitochondria explains the observed mitochondria movement dur-
ing IS formation very well.

The number of mitochondria data points in the left half space
(Fig. 3c) is much smaller than the number of data points in the right
half space (Fig. 3b). The reason is a displacement of microtubules
from the left into the right half space during the repositioning of
the MTOC as is clearly visible in Fig. 5A of Ref. [18]. This displace-
ment is mechanically plausible: When microtubules are caught by
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Fig. 3. Rotation angle of mitochondria increases during polarization. (a) Sketch of the rotational movement of MTOC and mitochondria in the plane perpendicular to the
rotation axis. Mitochondria in the right half space rotate towards the IS, mitochondria in the left half space rotate away from the IS. (b) Histogram of the rotation angle of
mitochondria in the right half plane at the beginning and the end of the polarization. Acquisitions from spinning disk confocal were analyzed. (c) Same as (b) for the left half
space.

dynein, they are pulled towards the IS, and, consequently, the whole
structure of microtubules and MTOC is repositioned. This move-
ment is opposed by friction of the solvent in the cell that push
microtubules in direction opposed to the movement. Microtubules
caught by dynein have fixed position, but the position of the other
microtubules relative to cytoskeleton change, and the microtubule
structure “opens” in the direction towards IS as observable in Fig.
5A of Ref. [18].

2.4. Mathematical modeling reveals the mechanism for
experimentally observed Ca2+ increase during polarization

We  hypothesize that the observed changes in local and global
Ca2+ concentration are intimately connected to the observed rota-
tional relocation of the mitochondria towards the IS and that
the underlying mechanism is the spatial rearrangement of Ca2+

sources, sinks and compartments during the observed mitochon-
drial movement. To test this, we formulated a mathematical
three-dimensional (3D) model for the spatiotemporal distribution

of Ca2+ in the cell cytosol, the mitochondria and the ER as a function
of the geometry and spatial arrangement of mitochondria within
the cell, as we have observed them experimentally.

Our 3D full cell Ca2+ model assumes a spherical cell with a
concentric nucleus and a spindle-like arrangement of thin, cylin-
drical mitochondria compartments between nucleus and plasma
membrane (see Figs. 4a and 5a for a sketch). The spindle-like
arrangement is motivated by the spindle formed by microtubules
emanating from a MTOC, c.f. Fig. 2a and [18], and the observa-
tion that mitochondria are predominantly attached to microtubules
and form filamentous structures [34,35]. The whole spindle can be
rotated around an arbitrary axis by a specific angle, with zero angle
corresponding to the configuration when the spindle center and the
center of the IS match. The IS is defined as a small circular region
at the north pole of the sphere.

The compartments can exchange Ca2+ through the compart-
ment boundaries via channels and pumps which are distributed
homogeneously or in-homogeneously over the compartment sur-
faces, defined quantitatively as Ca2+ flux per area. CRAC channels
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Fig. 4. Ca2+ concentrations depend on mitochondria rotation angle – model prediction for blocked SERCAS. (a) Sketch of the cell boundary (outer sphere), cell nucleus (inner
sphere), IS (red circle), CRAC channels (yellow) and mitochondria geometry (green) for the model with depleted ER and blocked SERCAs. (b) Stationary value of the global
(bottom curves) and local (top curves) Ca2+ concentrations predicted by the model as a function of the distance, xmito, of the tip of the mitochondria from the CRAC channels
in  the fully polarized state (rotation angle � = 0). (c) Stationary value of the global (bottom curves) and local (top curves) Ca2+ concentrations predicted by the model as a
function of the rotation angle � for different levels of PMCA accumulation at the IS. (d) The same as in (c) but for different distances between mitochondria and plasma
membrane. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

are located in the center of the IS in agreement with previous stud-
ies [23,36], PMCA pumps are in-homogeneously distributed over
the plasma membrane with a higher concentration at the IS and
a lower concentration on the rest of the PM in agreement with
previous data [23]. The effect of mitochondrial Ca2+ uniporter and
Na/Ca exchanger is described by in- and out-flux densities on the
mitochondrial membranes. Similarly, the effect of IP3 receptors
and SERCA pumps on the Ca2+ content of the ER is described by
in- and out-flux densities on the ER boundary. The precise defini-
tion and flux dependencies on Ca2+ concentrations in the different
compartments can be found in the Materials and Methods sec-
tion.

First we consider the experimental situation described above, in
which SERCAs are blocked by thapsigargin, ER is empty and there-

fore CRAC channels fully activated. We  computed the stationary
Ca2+ distribution for different rotation angles as predicted by our
model and show the results in Fig. 4. Fig. 4b shows the result for
the fully polarized mitochondrial spindle (rotation angle � = 0) as
a function of the distance xmito between the tips of the mitochon-
dria and the CRAC channels for different PMCA accumulation levels.
As already observed before [33], the global Ca2+ concentration
increases with decreasing distance xmito, whereas the local Ca2+

decreases. The variation becomes more pronounced the larger the
PMCA accumulation level at the IS is. Next we  fixed xmito and varied
the rotation angle �. As shown in Fig. 4c the global Ca2+ concentra-
tion increases with decreasing rotation angle of the mitochondrial
spindle, most sharply for the smallest angle. The increase is again
the more pronounced the higher the percentage of PMCA pumps
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Fig. 5. Ca2+ concentrations depend on mitochondria rotation angle – model prediction with working SERCAs and spindle ER geometry. (a) Sketch of the mitochondria (green)
and  a spindle ER geometry (red). (b) Time course of Ca2+ concentrations in the cytosol (top), at the IS (middle), and in the ER (bottom) for the geometry in a. CRAC channels
are  activated at t = 10 s and deactivated at t = 60 s (c) Plateau value (at t = 40s) of the cytosol (global) and IS (local) Ca2+ concentrations as a function of the rotation angle of
the  mitochondrial network for different ratio of PMCA accumulation at the IS. (d) Same as in (a) but with mitochondria spindle rotatetd by 22.5 ◦ . (e) Same as in (b) but for
geometry d. (f) Same as in (c) but for geometry (d). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

accumulated at the IS. Simultaneously the local Ca2+ concentration
at the IS decreases with decreasing rotation angle of the mitochon-
drial spindle, again more strongly with higher PMCA accumulation
at the IS. The strength of the effect also depends on the distance
between the mitochondria and the plasma membrane: the larger

the distance the weaker the concentration changes with rotation
angle (see Fig. 4d).

The physical reason for Ca2+ concentration changes is the
following: with decreasing rotation angle the center of the
mitochondrial spindle comes closer to the IS. The density of mito-
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Fig. 6. Ca2+ concentrations depend on mitochondria rotation angle – model prediction with working SERCAs and truncated cone ER geometry. (a) Sketch of the mitochondria
(green)  and a truncated cone ER geometry (red). (b) Time course of Ca2+ concentrations in the cytosol (top), at the IS (middle), and in the ER (bottom) for the geometry in
a.  CRAC channels are activated at t = 10 s and deactivated at t = 60 s (c) Plateau value (at t = 40 s) of the cytsol (global) and IS (local) Ca2+ concentrations as a function of the
rotation angle of the mitochondrial network for different ration of PMCA accumulation at the IS. (d) Same as in (a) but with mitochondria spindle rotatetd by 22.5 ◦ . (e) Same
as  in (b) but for geometry d. (f) Same as in (c) but for geometry d. (For interpretation of the references to color in this figure legend, the reader is referred to the web version
of  this article.)
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chondria is highest at the center of the spindle, which means
that more Ca2+ is transported into the mitochondrial compart-
ment when the spindle center, supposed to be co-localized with the
MTOC, comes close to the center of the IS, where the CRAC chan-
nels are located. Here the mitochondria take up the Ca2+ entering
the microdomain underneath the IS, thereby decreasing the local
Ca2+ concentration, and distribute it via internal diffusion along
the mitochondrial lumen deeper into the cell, and release it into
the cytosol, where less PMCAs are located, thereby increasing the
global Ca2+ concentration.

2.5. Mathematical modeling predicts global Ca2+ increase during
polarization under physiological conditions

Next we ask whether the Ca2+ concentration changes and the
identified underlying mechanism observed with blocked SERCAs is
relevant under more physiologically relevant conditions without
administration of thapsigargin. We  added a third compartment to
our model, the ER, for which we assumed two different geometries:
one also spindle-like, the other a truncated coned, both with fixed
positions underneath the IS, see Figs. 5a and 6a, and in Figs. 5d and
6d for mitochondria rotated by 22.5 ◦ around the z-axis. The loca-
tion of the ER is attributed to the fact that a part of the ER plasma
membrane should be close to the IS to ensure CRAC channel forma-
tion through STIM-ORAI interaction. Ca2+ in- and out-flux is again
modeled by a homogeneous density of SERCAs and IP3-receptors,
respectively, over the ER surface. The CRAC channel capacity now
depends on the ER calcium concentration as originally proposed by
Putney [37], a concept that has been widely recognized in many cell
types. The precise definition and flux dependencies on Ca2+ concen-
trations in the different compartments are found in the Materials
and Methods section.

Under physiological conditions an external stimulus, for
instance provided by ligand binding to a G protein coupled or tyro-
sine kinase receptor, will increase the cytosolic IP3 concentration.
IP3 binds to IP3 receptors on the ER membrane allowing Ca2+ outflux
from the ER through the channel domain of the receptors. The neg-
ative feedback that increased cytosolic Ca2+ has on the IP3 receptor
channel capacity, potentially leading to Ca2+ oscillations [38], is also
considered in our simulations via the Ca2+ concentration depen-
dent flux JIP3. Once Ca2+ is released from the ER, CRAC channels
open and SERCAs start to replenish the ER with Ca2+. Consequently
the dynamics of Ca2+ concentration is more complex than in the
case of blocked SERCAs.

We assume the presence of an external stimulus between time
t = 10 s and t = 40 s and computed the time course of the Ca2+ con-
centration in the different compartments for different rotation
angles as predicted by our model. The results are shown in Fig. 5b
for the spindle-like ER and in Fig. 5e with mitochondria rotated by
22.5 ◦ around the z-axis. The cytosolic Ca2+ concentration increases
rapidly as soon as the stimulus starts and then decreases again
slightly as usually reported in T cells, depending on how close the
mitochondrial spindle center is to the IS, until a plateau value is
reached. The plateau value is higher the smaller the rotation angle,
i.e. the closer the mitochondrial spindle center is to the IS, and
the local Ca2+ concentration at the IS is lower for smaller rota-
tion angles, both in accordance with what is observed with blocked
SERCAs (Fig. 1a and b, and [23]) but also consistent with the exper-
iments with unblocked SERCAs [23]. The absolute value of the local
Ca2+ concentration is around 10 �mol, which is in good agreement
with recent simulations at the ER-plasma membrane junction with
clustered Orai1 channels [39]. It is an average over a pre-defiend
region around the CRAC channel and because of the steep Ca2+ gra-
dient there depends on the size of this region. Therefore it cannot be
compared directly with the experimental measurement depicted in
Fig. 1.

The initial overshoot in the global Ca2+ concentration is due to
the additional Ca2+ released by the ER and softens for smaller rota-
tion angles. CRAC channels inactivation and PMCA modulation may
also contribute to the overshoot. The ER Ca2+ concentration reaches
a plateau, which is close to zero for large rotation angles but signif-
icantly larger than zero for small rotation angles. Once the stimulus
is removed (at t = 40 s) all Ca2+ concentrations go back to baseline.

The mechanism of Ca2+ redistribution within the cell interior
by the mitochondria and preventing Ca2+ entering the cell through
the CRAC channels from being transported out again through the
PMCA pumps is working in the physiological situation considered
here, too. In addition the increased cytosolic Ca2+ concentration
for small rotation angles lets the SERCAs replenish the ER at least
partially, having an only minor effect on CRAC channel capacity.

In Fig. 5c and f we show the plateau values of global and local
Ca2+ concentrations during stimulation for different PMCA pump
accumulations at the IS as a function of the rotation angle. We
observe qualitatively the same behavior as in the case of blocked
SERCAs, i.e. a strong increase of the global Ca2+ concentration and
decrease of the local one for a high accumulation of PMCAs at the
IS.

Fig. 6 shows the results for the truncated cone ER geometry:
Fig. 6a is a sketch of the compartment geometry, Fig. 6d with mito-
chondria rotated by 22.5 ◦ around the z-axis. The time course of
the Ca2+ concentrations in the different compartments, shown in
Fig. 6b and e, are similar to the spindle-like ER geometry (Fig. 5b
and e), also the plateau values of the global and local Ca2+ concen-
trations show similar rotation angle dependencies. These results
indicate that the reported effects are independent of the details of
the ER geometry.

2.6. Calcium concentration is further increased by mitochondrial
movement along microtubules towards the IS

In the work by Morlino et al. [22], it was  observed that after
MTOC relocation to the IS mitochondria move actively by Miro-1
modulated motors along microtubules towards the IS and increase.
The effect of such an additional movement with fully polarized
microtubules on the global and local Ca2+ concentration as pre-
dicted by our model can be seen from Fig. 4b: decreasing the
distance, xmito, between the tips of the mitochondria and the CRAC
channels increases the global Ca2+ concentration and decreases the
local one, depending on the degree of PMCA accumulation at the IS.

3. Discussion

Following T cell activation, mitochondria localize to the IS
[21–24] and control local and global Ca2+ concentrations in T cells
[23,32,33]. The MTOC as a key guiding organelle moves to the IS
within several minutes of IS formation [13,16]. We  present experi-
mental evidence that during polarization of T-cells following target
cell contact, the microtubule network rotates towards the IS and
drags mitochondria with it. Based on the observed geometric paths
of mitochondria during polarization we have developed a full three-
dimensional (3D) compartment model for the Ca2+ dynamics in
T-cells, which includes specific geometries and spatial arrange-
ments of mitochondria, ER, and immunological synapse as well as
localization aspects of Orai channels and PMCA at the IS. A potential
regulation of PMCA by STIM1, as reported by Ritchie et al. [40], was
not included in the model, however the pump rates are in accor-
dance with values reported in the literature [41] and should thus
reflect reasonable Ca2+ pump rates in T cells.

The model predicts an increase of global Ca2+ and a decrease
in local Ca2+ concentration in case the mitochondrial structure is
rotated towards the IS and a fraction of PMCA pumps accumu-
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Fig. 7. Sketch of the mathematical model for the intracellular Ca2+ dynamics. For the figure description see Materials and Methods section.

lates at the IS, in agreement with experimental observations in
thapsigargin-treated cells and in cells without thapsigargin present
[23]. Once the cytoskeleton is fully polarized the mitochondria can
still move further towards the IS along the microtubules, which the
model predicts to increase global Ca2+ concentration even further
and decrease local Ca2+ more.

The physical mechanism underlying the increase of the global
Ca2+ concentration is, according to our model, the following: with
decreasing rotation angles the center of the mitochondrial spindle
comes closer to the IS. The density of mitochondria is highest at the
center of the spindle, which means that more Ca2+ is transported
into the mitochondrial compartment when the spindle center, sup-
posed to be co-localized with the MTOC, comes close to the center
of the IS, where the CRAC channels are located. Here the mitochon-
dria take up the Ca2+ entering the microdomain underneath the IS,
thereby decreasing the local Ca2+ concentration, and distribute it
via internal diffusion along the mitochondrial lumen deeper into
the cell, and release it into the cytosol, where less PMCAs are
located, thereby increasing the global Ca2+ concentration.

The full cell 3D model also includes localization and structural
determinants of the ER. Since the model predicts that the effect
also persists under more physiological conditions, i.e. when SER-
CAs are functional, we can conclude that the ER is not involved in
the control of local and global Ca2+ concentrations following T cell
activation through the IS. This is also in agreement with experi-
mental evidence [23]. Of course ER-bound STIM 1 or 2 are required
to activate Orai channels but once they are activated, mitochon-
dria take over to control the Ca2+ signal in T cells. They not only
determine local and global Ca2+ but they redirect much of the Ca2+

away from the SERCAs into the cell center by the same mechanism
as they redirect Ca2+ away from the PMCA pumps accumulated at
the IS. Together with Orai channels, PMCA are also enriched at the
IS whereas SERCA is not [23]. It is thus not surprising that in the
absence of mitochondria at the IS (e.g. 2 �m away, compare Fig. 4b),
the ER does not refill significantly because PMCA export the Ca2+.
In this case, Ca2+ cycles across the plasma membrane rather than
fulfilling its cytosolic functions.

It was shown previously that CRAC channels partially inactivate
if mitochondria are not able to accumulate Ca2+ [42], however these
experiments were carried out under conditions with no IS forma-
tion and thus no enrichment of PMCA at certain plasma membrane
sites. In case of IS formation the model clearly predicts that a change
in CRAC activity is not required to explain the mitochondrial con-
trol of local and global Ca2+, only PMCA enrichment at the IS is
necessary. Thus in case of IS formation the model reveals a clear
hierarchy for the incoming Ca2+. If present at the IS, mitochondria
take up the vast majority of Ca2+ incoming through CRAC channels,

if not present, PMCA export Ca2+ incoming through CRAC channels,
and if neither mitochondria are present nor PMCA are enriched at
the IS, SERCAs and the ER take up Ca2+, which finally inactivates
Orai channels. In conclusion the experimentally described mito-
chondria, ER, Orai, PMCA and SERCA localization at the IS is well
suited to guide Ca2+ entering the cell at the IS deeper into the cyto-
sol and to control local Ca2+ at the IS. CRAC activity at the IS is
not decreased as long as either mitochondria or PMCA or both are
enriched at the IS preventing refilling of the ER.

4. Materials and Methods

4.1. 3-dimensional (3D) full cell Ca2+ model

Our model for the calcium homoeostasis in T-cells consists of
several compartments with specific geometry as defined below.
The three-dimensional geometry together with explicit incor-
poration of Ca2+ diffusion discriminates our model from other
mathematical approaches based on spatially averaged Ca2+ con-
centrations [43]. Ca2+ can diffuse within the compartments and
exchange Ca2+ via channels and pumps: the cell body or cytosol,
the mitochondria, and the ER, as sketched in Figs. 4a, 5a, d, and
6a, d. The cell body represents an ideal spherical T-cell with radius
rcell = 4 �m,  and a spherical nucleus with radius rnuc = rcell/2. Mito-
chondrial filaments are assumed to have a rod-like shape with a
length of 3.5 �m and a diameter of dM = 300 nm,  of which 4–10 are
arranged in a spindle like geometry as indicated in Fig. 4a. Mito-
chondrial filaments can take up and release Ca2+ over their whole
surface, described by a Ca2+ current JM to be defined below. Inside
mitochondria Ca2+ diffuses with a diffusion constant DM.

At the IS, we assume an accumulation of CRAC channels into
a cluster of radius rCRAC = 0.1 �m.  At a distance of 0.3 �m to this
CRAC cluster, a spherical segment of 100 nm width represents an
agglomerate of PMCA pumps. In our Base Case scenario this spher-
ical segment contains 50% of all pumps, whereas the other 50% are
homogeneously distributed over the whole cell PM (according to
fluorescence it is more like 70% at the IS, compare [23]). Inside the
cytosol, Ca2+ is buffered by a mobile Ca2+ buffer b that freely dif-
fuses with constant Db. The total amount of buffer [b]T = [b] + [bc]  is
initially uniform in the cytosol for which we  assumed that the bind-
ing of Ca2+ does not change the diffusion properties of the buffer.
We use various geometries for the ER to be defined below. The nat-
urally very thin ER network is modeled as a massive domain and
therefore we  assume that it is invisible for the cytosolic Ca2+, which
means that in the model cytosolic Ca2+ freely diffuses through the
ER domain.
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The spatio-temporal evolution of Ca2+ (and buffer) concen-
trations in the different compartments follows reaction-diffusion
equations with sources and sinks as sketched in Fig. 7 and is defined
in the following:

∂ccyt

∂t
= Dcyt�ccyt − k1ccytb + k2bc

∂b

∂t
= Db�b  − k1ccytb + k2bc

∂bc

∂t
= Dbc�bc  + k1ccytb − k2bc

∂cM

∂t
=  DM�cM

∂cER

∂t
= DER�cER

The Ca2+ currents through the plasma membrane, JPM, and the
compartment membranes of the ER, JER, and the mitochondria,
JM, are implemented as flux/boundary conditions on the 2d sur-
faces separating the corresponding compartments and defined as
follows.

The Ca2+ exchange across the plasma membrane, JPM, contains
two contributions: JPM = JCRAC − JPMCA, where JCRAC represents the
influx through the CRAC channels and JPMCA represents the export
of Ca2+ pumped out of the cytosol via the PMCA pumps. JCRAC is only
defined on the CRAC cluster surface. The cluster influx is coupled
to the Ca2+ concentration within the ER (cER) and at the average
calcium concentration (c(micro)

cyt ) in the micro-domain around the
cluster in the following way:

JCRAC = kCRACf1 (cER) gc1/2,�c

(
c(micro)

cyt

)

where f1 (x) and gc1/2,�c (x) are both smooth sigmoid-shaped func-
tions modeling the CRAC activation by emptied ER and CRAC
inhibition by an enhanced Ca2+ concentration in the microdomain,
respectively. We  assume f1 (x) = 0 for a full store x > 500 �M,  f1
(x) = 1/2 for x = 250 �M and f1 (x) = 1 for an empty store (x = 0 �M).
The function gc1/2,�c (x) varies smoothly from gc1/2,�c (x) = 1 for x

≤c1/2 − �c to gc1/2,�c (x) = 0 for x ≥ c1/2 + �c .

The plasma membrane Ca2+ pump currents at the IS and the
plasma membrane is given by

JPMCA,PM = kPMCA,IS

c2
cyt

k2
p + c2

cyt

and JPMCA = kPMCA,PM

c2
cyt

k2
p + c2

cyt

where the maximum pump rates kPMCA,IS and kPMCA,PM depend on
the PMCA accumulation at the IS and on the area ratio of IS and the
remaining PM.

The Ca2+ exchange across the ER surface, JER = JIP3 − JSERCA, com-
prises Ca2+ release from the ER through the IP3 receptor channels
into the cytosol, JIP3, and the Ca2+ pumped back through the SER-
CAs from the cytosol into the ER, JSERCA. The first contribution to the
current JER is:

JIP3 = kIP3� (tIP3 − t) gcIP3
1/2

,�IP3
c

(
ccyt

)
f2 (cER)

We  assume fully activated IP3 receptor channels during the
specified time period tIP3. For time t > tIP3 the flux JIP3 is equal to
zero; otherwise its release rate depends on ccyt [38] and on cER
through the two sigmoidal-shaped functions gcIP3

1/2
,�IP3

c
(x) and f2

(x): the first one models the IP3 channels open probability (which
depends on ccyt), the second models the channels inhibition due to

low values of cER. In particular we set f2 (x) = 1 for x ≥ 200�M, f2
(x) = 1/2 for x = 100�M and f2 (x) = 0 for x = 0�M.

The Ca2+ back-flux into the ER caused by the SERCA pumps is
assumed to be given by

JSERCA = kSERCA

c2
cyt

c2
cyt + k2

ER

where kER, as in the previous cases, represents the value of the
cytosolic concentration at which the pumps work at the half of
their maximal efficiency kSERCA.

The Ca2+ current across the mitochondria surface comprises
influx through the mitochondrial Ca2+ uniporter (MCU) and export
by the Na/Ca exchanger. Physiologically, Ca2+ uptake through the
MCU would depolarise the mitochondria, reducing further influx.
We model this effect in a 2nd order Michaelis-Menten form of the
inward flux:

JM = kinward · ccyt
2

c2
cyt + km1

2
− kout · cM

cM + km2

To simulate experiments in which the SERCA pumps are blocked
by thapsigargin, leading to an emptied ER and fully activated CRAC
channels we omit the boundary conditions involving cER and set

JCRAC = kCRACgc1/2,�c

(
c(micro)

cyt

)
.

To solve our reaction–diffusion equations, we use the package
‘transport of diluted species’ of the finite elements method software
‘Comsol’ (http://www.comsol.com/).

4.1.1. Parameters
For the Ca2+ diffusion constant in the cytosol we use the estimate

of Dcyt = 200 �m2/s [44], and set the Ca2+ diffusion constant in mito-
chondria to DM = Dcyt and in the ER to a smaller value DER = Dcyt/10.
Also the diffusion of mobile Ca2+ buffers is usually smaller, with
Db = Dbc = Dcyt/20 [45]. The reaction rates for Ca2+ binding and
unbinding k1 and k2 and the buffer resting concentration are in
good agreement with commonly used modeling parameters [46].

The CRAC channel influx parameter was  set to
kCRAC = 5·10−5 mol/m2 s. Since CRAC channels are modeled as
an area of size ACRAC = 3.1·10−14 m2, the total channel capacity
is 1.55·10−17 mol/s, which is equivalent to 9.3·105 particles/s,
corresponding to a CRAC cluster of 93 fully activated CRAC
channels.

For the PMCA pumps we use globally (i.e. no PMCAs at the IS)
kPMCA,gloabal = 8·10−9 mol/m2 s. With a plasma membrane area of
APM = 2·10−10 m2 this corresponds to 1.6·10−18 mol/s or 26,000 par-
ticles/s. A single PMCA pumps about 10 particles/s, which means
that we  assume 2600 pumps in total on the PM or 13 pumps/�m
in accordance with values reported in the literature [41]. When in
our base case scenario 50% of the PMCA pumps are assumed to
be located in a ring of width 0.1/�m and radius 0.3/�m amount
the center of the IS this implies kPMCA,IS = 3·10−6 mol/m2 s and
kPMCA,PM = 4·10−9 mol/m2 s.

As discussed in Ref. [33], the parameter of the Ca2+ flux across
mitochondria boundaries are chosen such that total maximum cur-
rents through PMCA pumps and across mitochondria boundaries
are approximately equal Imax

PMCA/Imax
M ≈ 1.

The SERCA flux parameter is set to kSERCA = 3.5·10−8 m/s. Since
the ER area is AER = 6·10−9 m2 the maximum SERCA pump capacity
is 1.3·106 particles/s. A single SERCA pumps 5–10 particles/s so that
we have ca. 500,000 pumps, which is in agreement with the values
used in Refs. [43,47,48]. For the IP3 channels we  assume a maximum
flux rate of kIP3 = 10·kSERCA.

All parameters for the base case scenario together with the
initial conditions for Ca2+ concentrations in the different compart-
ments are summarized in Table 1. For the truncated cone geometry
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Table  1
Parameters and initial values used for the Base Case scenario in our 3D cell model.

Parameter Value (unit) Parameter Value (unit)

Dcyt 200 (�m2 s−1) kCRAC 5·10−5 (mol/m2 s)
DM 200 (�m2 s−1) kPMCA,IS 3·10−6 (mol/m2 s)
Db 10 (�m2 s−1) kPMCA,PM 4·10−9 (mol/m2 s)
Dbc 10 (�m2 s−1) kSERCA 3.5·10−8 (m/s)
DER 20 (�m2 s−1) kIP3 3.5·10−7 (m/s)
ccyt(t = 0) 100 (nM) kinward 9·10−6 (mol/m2 s)
cM(t = 0) 100 (nM) kout 8·10−6 (mol/m2 s)
cER(t = 0) 500 (�M) kp 300 (nM)
cb(t = 0) 10 (�M)  km1 600 (nM)
cbc(t = 0) 500 (nM) km2 15 (�M)
ACRAC 3.1·10−14 (m2) kER 300 (nM)
APM 2·10−10 (m2) c1/2 15 (�M)
AM 2.44·10−11 (m2) �c 1 (�M)
AER 5.9·10−11 (m2) cIP3

1/2
600 (nM)

JPMleak 4.5·10−10 (mol/m2 s) �IP3
c 200 (nM)

JERleak 3.5·10−9 (mol/m2 s) k1 100 (m3/mol s)
k2 0.3 s−1 .

of the ER we have adapted the parameters for kSERCA, kIP3, and JER,leak

to accommodate for the smaller ER surface AER in order to main-
tain the maximum number of Ca2+ particles per second into the
ER: AER = 2.7·10−9 m2, kSERCA = 7.6·10−8 m/s, kIP3 = 7.6·10−7 m/s, and
JER,leak = 7.6·10−9 mol/m2 s.

4.2. Cell culture

Human Jurkat E6.1 cells were grown in RPMI 1640 medium
supplemented with 10% FCS and penicillin-streptomycin and main-
tained in log-phase. Peripheral blood mononuclear cells (PBMC)
were obtained from healthy donors as previously described [49].
CTL stimulated with CD3/CD28 beads were prepared as described
before [12]. Raji cells were cultured in RPMI-1640 medium (Ther-
moFisher Scientific) supplemented with 10% FCS.

4.3. Evanescent-wave imaging

TIRFM experiments were carried out exactly as the ones shown
in Fig. 4C, D of our publication by Quintana et al. [23] and are
described there. The only difference is that here, the local and global
Ca2+ concentrations were measured in two different sets of cells
and not in the same cells.

The following solutions were used: 155 NaCl, 4.5 KCl, 1 CaCl2,
2 MgCl2, 10 D-glucose, and 5 Hepes (pH 7.4 with NaOH). CaCl2
was replaced by 1 mM EGTA for the 0 Ca2+ or increased for the
20 mM Ca2+ solution. Chemicals not specifically mentioned were
from Sigma (highest grade). Fluo-5F (stock 1 mM in DMSO) was
from Molecular Probes and anti-human CD3 monoclonal antibodies
were from Biozol.

4.4. Plasmids and reagents

All chemicals not specifically mentioned were from Sigma (high-
est grade). EMTB-3 × GFP and DsRed2-Mito-7 were purchased from
AddGene. MitoTracker Deep Red FM was purchased from Life Tech-
nologies.

4.5. Time-lapse imaging

CTL were transfected with EMTB-3 × GFP alone or with DsRed2-
Mito-7. Mitochondria were labeled with MitoTracker Deep Red FM
or DsRed2-Mito-7 as indicated in the figure legend. Raji cells were
pulsed with SEA (0.1 �g/ml)/SEB (0.1 �g/ml) at 37 ◦C for 30 min
before conjugation with CTL. CTL were settled on poly-l-ornithine
coated coverslips, and then target cells were given into the medium.

The translocation of microtubule network (EMTB-3 × GFP, green
channel) and mitochondria (red channel or far-red channel) in CTL
was visualized at 37 ◦C using a confocal (Zeiss) equipped with a
63 × objective (NA 1.4). The step-size of z-stacks is 1 �m.  The time
interval between each stack is 19.02–21.17 s. For spinning disk con-
focal microscope CTL were settled on CD3/CD28 antibody-coated
coverslips, and the images were acquired at room temperature
every 4.66 s with a z-stack step-size of 0.79 �m.

4.6. Extraction of rotation angles from tracking data

From time-lapse imaging obtained with the spinning disk
microscope with a time interval of 4.66 s we  extracted for each
z-stack between 0 s (start of polarization) and 186.4 s (end of polar-
ization) the three-dimensional position coordinates of MTOC, IS,
and individual mitochondria (precisely: the center of the light spots
indicating their position). The position of the cell center was esti-
mated via a weighted average of the centers of the cross-section
of individual planes of the z-stack, where the areas of the cross-
sections were used as weight. The cell center was  determined for
each frame individually.

Since the cell was not stable during the measurement the move-
ment of the cell as a whole had to be subtracted. The cell has three
translational and two  rotational degrees of freedom. For every z-
stack, values of coordinates of the center were subtracted from
values of coordinates of mitochondria, MTOC and IS.

Next the position data for all objects in a z-stack were brought
into a standard coordinate system by two rotations: In the first one,
IS rotates to z axis and MTOC and mitochondria rotate accordingly.
In the second rotation, MTOC is moved to x-z plane. The coordinates
of mitochondria are transformed by the same manner. IS is always
on z axis and MTOC rotates just in x-z plane and the y-axis is the
axis of rotation.

We defined the following vectors → MTOC = → MT  −
→ CT , → IS = → is − → CT , and → mitoi = → mti − → CTi,
where→ MT,  → is, → CT and → mitoi are the coordinates of
the MTOC, IS, center of the cell and mitochondria, respectively.
During the repositioning of the MTOC the angles between the
vectors → MTOC and→ IS and between the vectors → mitoi and
→ IS change continuously and is recorded between two time
frames.

During the rotation of the MTOC in the x-z plane the angle
between the vectors→ MTOC and→ IS decreases (c.f. the sketch
in Fig. 3a) and if the rotation of the whole cytoskeleton drags the
mitochondria with it the angles between → mitoi and → IS have
to change according to a rotation around the y-axis. The change
of angle between → mitoi and → IS depends on initial position
of mitochondria, or, more concretely, on half-space (left or right)
where it is located (c.f. Fig. 3a). In the “right half-space” the angles
between → mitoi and → IS get smaller, as is visible in Fig. 3b.
Conversely, the rotation leads to enlargements of angles in “left
half-space”. To prove repositioning of mitochondria with micro-
tubules, angles before and after repositioning were measured and
results were compared. If the hypothesis of a correlated reposi-
tioning of mitochondria and microtubules is true, the angles after
repositioning should be smaller at the “right half-space” and lower
at the “left half-space”. The histograms in Fig. 3b and c indeed show
the expected changes of angles during repositioning and demon-
strate the rotation of mitochondria with the MTOC/microtubule
part of the cytoskeleton.
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Gordón-Alonso, Ching-Hwa Sung, Balbino Alarcón, Jesús Vázquez, and Francisco Sánchez-Madrid.
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Franz T. Fürsich, François Gauthier-Lafaye, Philippe Janvier, Emmanuelle Javaux, Frantz Ossa
Ossa, Anne-Catherine Pierson-Wickmann, Armelle Riboulleau, Paul Sardini, Daniel Vachard, Martin
Whitehouse, and Alain Meunier. Large colonial organisms with coordinated growth in oxygenated
environments 2.1 Gyr ago. Nature, 466(7302):100–104, July 2010.

[129] Stefan Feske, Heike Wulff, and Edward Y. Skolnik. Ion channels in innate and adaptive immunity.
Annu Rev Immunol, 33:291–353, 2015.

[130] Marisa Brini, Tito Cal̀ı, Denis Ottolini, and Ernesto Carafoli. Neuronal calcium signaling: function
and dysfunction. Cell Mol Life Sci, 71(15):2787–2814, August 2014.

[131] Xiang-Yao Li and Hiroki Toyoda. Role of leak potassium channels in pain signaling. Brain Res Bull,
119(Pt A):73–79, October 2015.

[132] M. Naveen Kumar, Shivaleela Biradar, and R. L. Babu. Chapter 13 - Cell signaling and apoptosis in
animals. In Sukanta Mondal and Ram Lakhan Singh, editors, Advances in Animal Genomics, pages
199–218. Academic Press, January 2021. ISBN 978-0-12-820595-2.

[133] Geoffrey M. Cooper. Signaling Molecules and Their Receptors. The Cell: A Molecular Approach.
2nd edition, 2000.

[134] Arathi Nair, Prashant Chauhan, Bhaskar Saha, and Katharina F. Kubatzky. Conceptual Evolution
of Cell Signaling. Int J Mol Sci, 20(13):3292, July 2019.

[135] Michal Cifra, Jeremy Z. Fields, and Ashkan Farhadi. Electromagnetic cellular interactions. Progress
in Biophysics and Molecular Biology, 105(3):223–246, May 2011.

[136] Ashkan Farhadi. Non-Chemical Distant Cellular Interactions as a potential confounder of cell biology
experiments. Frontiers in Physiology, 5, 2014.

[137] Kalliopi-Ioanna Kostaki, Aude Coupel-Ledru, Verity C. Bonnell, Mathilda Gustavsson, Peng Sun,
Fiona J. McLaughlin, Donald P. Fraser, Deirdre H. McLachlan, Alistair M. Hetherington, Antony N.
Dodd, and Keara A. Franklin. Guard Cells Integrate Light and Temperature Signals to Control
Stomatal Aperture1 [OPEN]. Plant Physiology, 182(3):1404–1419, March 2020.

[138] Ben Wang, Chongan Huang, Lijie Chen, Daoliang Xu, Gang Zheng, Yifei Zhou, Xiangyang Wang,
and Xiaolei Zhang. The Emerging Roles of the Gaseous Signaling Molecules NO, H2S, and CO in
the Regulation of Stem Cells. ACS Biomater. Sci. Eng., 6(2):798–812, February 2020.

[139] Eric J. Miller and Sarah L. Lappin. Physiology, Cellular Receptor. In StatPearls. StatPearls Pub-
lishing, Treasure Island (FL), 2022.

[140] Carl-Henrik Heldin, Benson Lu, Ron Evans, and J. Silvio Gutkind. Signals and Receptors. Cold
Spring Harb Perspect Biol, 8(4):a005900, April 2016.

[141] Ernesto Carafoli. The calcium-signalling saga: tap water and protein crystals. Nat Rev Mol Cell
Biol, 4(4):326–332, April 2003.

[142] Martin D. Bootman and Geert Bultynck. Fundamentals of Cellular Calcium Signaling: A Primer.
Cold Spring Harb Perspect Biol, 12(1):a038802, January 2020.

[143] Masatsugu Oh-hora and Anjana Rao. Calcium signaling in lymphocytes. Curr Opin Immunol, 20
(3):250–258, June 2008.

[144] P. A. Negulescu, T. B. Krasieva, A. Khan, H. H. Kerschbaum, and M. D. Cahalan. Polarity of T cell
shape, motility, and sensitivity to antigen. Immunity, 4(5):421–430, May 1996.

[145] Matthew E. Pipkin and Judy Lieberman. Delivering the kiss of death: progress on understanding
how perforin works. Curr Opin Immunol, 19(3):301–308, June 2007.

[146] David E. Clapham. Calcium Signaling. Cell, 131(6):1047–1058, December 2007.

X



Bibliography: references

[147] Michael J. Berridge, Peter Lipp, and Martin D. Bootman. The versatility and universality of calcium
signalling. Nat Rev Mol Cell Biol, 1(1):11–21, October 2000.

[148] Marisa Brini and Ernesto Carafoli. Calcium pumps in health and disease. Physiol Rev, 89(4):1341–
1378, October 2009.

[149] Jordan Karlstad, Yuyang Sun, and Brij B. Singh. Ca2+ Signaling: An Outlook on the Characteriza-
tion of Ca2+ Channels and Their Importance in Cellular Functions. Adv Exp Med Biol, 740:143–157,
2012.

[150] Kelley Fracchia, Christine Pai, and Craig Walsh. Modulation of T Cell Metabolism and Function
through Calcium Signaling. Frontiers in Immunology, 4, 2013.

[151] Ernesto Carafoli. Calcium-mediated cellular signals: a story of failures. Trends Biochem Sci, 29(7):
371–379, July 2004.

[152] Noah Joseph, Barak Reicher, and Mira Barda-Saad. The calcium feedback loop and T cell activation:
How cytoskeleton networks control intracellular calcium flux. Biochimica et Biophysica Acta (BBA)
- Biomembranes, 1838(2):557–568, February 2014.

[153] R. S. Lewis. Calcium signaling mechanisms in T lymphocytes. Annu Rev Immunol, 19:497–521, 2001.

[154] M. B. Cannell, H. Cheng, and W. J. Lederer. The Control of Calcium Release in Heart Muscle.
Science, 268(5213):1045–1049, May 1995.

[155] William M. Roberts. Spatial calcium buffering in saccular hair cells. Nature, 363(6424):74–76, May
1993.

[156] Martin Peglow, Barbara A. Niemeyer, Markus Hoth, and Heiko Rieger. Interplay of channels, pumps
and organelle location in calcium microdomain formation. New J. Phys., 15(5):055022, May 2013.

[157] Andrea Maul-Pavicic, Samuel C. C. Chiang, Anne Rensing-Ehl, Birthe Jessen, Cyril Fauriat,
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merow, Lucia Nuñez, Carlos Villalobos, Paul Meraner, Ute Becherer, Jens Rettig, Barbara A.
Niemeyer, and Markus Hoth. Calcium microdomains at the immunological synapse: how ORAI
channels, mitochondria and calcium pumps generate local calcium signals for efficient T-cell activa-
tion. EMBO J, 30(19):3895–3912, August 2011.

[161] Michael C. Ashby and Alexei V. Tepikin. ER calcium and the functions of intracellular organelles.
Seminars in Cell & Developmental Biology, 12(1):11–17, February 2001.

[162] J. Meldolesi and T. Pozzan. The endoplasmic reticulum Ca2+ store: a view from the lumen. Trends
Biochem Sci, 23(1):10–14, January 1998.

[163] Elzbieta Kania, Gemma Roest, Tim Vervliet, Jan B. Parys, and Geert Bultynck. IP3 Receptor-
Mediated Calcium Signaling and Its Role in Autophagy in Cancer. Front Oncol, 7:140, July 2017.

XI



Bibliography: references

[164] Nagendra Babu Thillaiappan, Pragnya Chakraborty, Gaiti Hasan, and Colin W. Taylor. IP3 receptors
and Ca2+ entry. Biochimica et Biophysica Acta (BBA) - Molecular Cell Research, 1866(7):1092–1100,
July 2019.

[165] David L. Prole and Colin W. Taylor. Structure and Function of IP3 Receptors. Cold Spring Harb
Perspect Biol, 11(4):a035063, April 2019.

[166] Murali Prakriya and Richard S. Lewis. Store-Operated Calcium Channels. Physiol Rev, 95(4):
1383–1436, October 2015.

[167] Andrew N. Stammers, Shanel E. Susser, Naomi C. Hamm, Michael W. Hlynsky, Dustin E. Kimber,
D. Scott Kehler, and Todd A. Duhamel. The regulation of sarco(endo)plasmic reticulum calcium-
ATPases (SERCA). Can J Physiol Pharmacol, 93(10):843–854, October 2015.

[168] A. Zweifach and R. S. Lewis. Rapid inactivation of depletion-activated calcium current (ICRAC) due
to local calcium feedback. J Gen Physiol, 105(2):209–226, February 1995.

[169] Ariel Quintana, Eva C. Schwarz, Christian Schwindling, Peter Lipp, Lars Kaestner, and Markus
Hoth. Sustained activity of calcium release-activated calcium channels requires translocation of
mitochondria to the plasma membrane. J Biol Chem, 281(52):40302–40309, December 2006.

[170] Juan A. Gilabert and Anant B. Parekh. Respiring mitochondria determine the pattern of activation
and inactivation of the store-operated Ca2+ current ICRAC. EMBO J, 19(23):6401–6407, December
2000.

[171] Thomas E. Gartner and Arthi Jayaraman. Modeling and Simulations of Polymers: A Roadmap.
Macromolecules, 52(3):755–786, February 2019.

[172] Gerald Karp. Cell and Molecular Biology: Concepts and Experiments. John Wiley & Sons, October
2009. ISBN 978-0-470-48337-4.

[173] Bruce Alberts, Alexander Johnson, Julian Lewis, Martin Raff, Keith Roberts, and Peter Walter.
Molecular Biology of the Cell, 5th Edition. New York, 5th edition edition, November 2007. ISBN
978-0-8153-4105-5.

[174] Bruce Alberts, Alexander Johnson, Julian Lewis, Martin Raff, Keith Roberts, and Peter Walter.
Molecular Motors. Molecular Biology of the Cell. 4th edition, 2002.

[175] T Vellai and G Vida. The origin of eukaryotes: the difference between prokaryotic and eukaryotic
cells. Proc Biol Sci, 266(1428):1571–1577, August 1999.

[176] Benjamin M. Skinner and Emma E. P. Johnson. Nuclear morphologies: their diversity and functional
relevance. Chromosoma, 126(2):195–212, 2017.

[177] Patries M. Herst, Matthew R. Rowe, Georgia M. Carson, and Michael V. Berridge. Functional
Mitochondria in Health and Disease. Frontiers in Endocrinology, 8, 2017.

[178] Dianne S. Schwarz and Michael D. Blower. The endoplasmic reticulum: structure, function and
response to cellular signaling. Cell Mol Life Sci, 73:79–94, 2016.

[179] Emily M. Lynes and Thomas Simmen. Urban planning of the endoplasmic reticulum (ER): How
diverse mechanisms segregate the many functions of the ER. Biochimica et Biophysica Acta (BBA)
- Molecular Cell Research, 1813(10):1893–1905, October 2011.

[180] Yoko Shibata, Gia K. Voeltz, and Tom A. Rapoport. Rough sheets and smooth tubules. Cell, 126
(3):435–439, August 2006.

[181] Pramod A. Pullarkat, Pablo A. Fernández, and Albrecht Ott. Rheological properties of the Eukaryotic
cell cytoskeleton. Physics Reports, 449(1):29–53, September 2007.

[182] Elisa Sanchez, Xin Liu, and Morgan Huse. Actin clearance promotes polarized dynein accumulation
at the immunological synapse. PLOS ONE, 14(7):e0210377, March 2019.

XII



Bibliography: references

[183] Roberto Dominguez and Kenneth C. Holmes. Actin Structure and Function. Annu Rev Biophys, 40:
169–186, June 2011.

[184] Geoffrey M. Cooper. Structure and Organization of Actin Filaments. The Cell: A Molecular Ap-
proach. 2nd edition, 2000.

[185] Geoffrey M. Cooper. Intermediate Filaments. The Cell: A Molecular Approach. 2nd edition, 2000.

[186] K. M. Bernot and P. A. Coulombe. Intermediate Filaments. In William J. Lennarz and M. Daniel
Lane, editors, Encyclopedia of Biological Chemistry (Second Edition), pages 631–636. Academic Press,
Waltham, January 2013. ISBN 978-0-12-378631-9.
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Mechanical Properties of Single Microtubules With Micrometer Length. Frontiers in Molecular Bio-
sciences, 7, 2021.

[219] C. Janke and M. Magiera. The tubulin code and its role in controlling microtubule properties and
functions. Nature Reviews Molecular Cell Biology, 2020.

[220] Junko Mizushima-Sugano, Tadakazu Maeda, and Taiko Miki-Noumura. Flexural rigidity of singlet
microtubules estimated from statistical analysis of their contour lengths and end-to-end distances.
Biochimica et Biophysica Acta (BBA) - General Subjects, 755(2):257–262, January 1983.

[221] Mahito Kikumoto, Masashi Kurachi, Valer Tosa, and Hideo Tashiro. Flexural Rigidity of Individual
Microtubules Measured by a Buckling Force with Optical Traps. Biophys J, 90(5):1687–1696, March
2006.

XIV



Bibliography: references

[222] Joost van Mameren, Karen C. Vermeulen, Fred Gittes, and Christoph F. Schmidt. Leveraging Single
Protein Polymers To Measure Flexural Rigidity. J. Phys. Chem. B, 113(12):3837–3844, March 2009.

[223] M. G. L. van den Heuvel, S. Bolhuis, and C. Dekker. Persistence length measurements from stochastic
single-microtubule trajectories. Nano Lett, 7(10):3138–3144, October 2007.

[224] B. Mickey and J. Howard. Rigidity of microtubules is increased by stabilizing agents. J Cell Biol,
130(4):909–917, August 1995.

[225] M. Dogterom and B. Yurke. Measurement of the force-velocity relation for growing microtubules.
Science, 278(5339):856–860, October 1997.

[226] Lynne Cassimeris, David Gard, P. T. Tran, and Harold P. Erickson. XMAP215 is a long thin
molecule that does not increase microtubule stiffness. Journal of Cell Science, 114(16):3025–3033,
August 2001.

[227] Marcel E. Janson and Marileen Dogterom. Scaling of microtubule force-velocity curves obtained at
different tubulin concentrations. Phys Rev Lett, 92(24):248101, June 2004.

[228] Clifford P. Brangwynne, Gijsje H. Koenderink, Ed Barry, Zvonimir Dogic, Frederick C. MacKintosh,
and David A. Weitz. Bending Dynamics of Fluctuating Biopolymers Probed by Automated High-
Resolution Filament Tracking. Biophys J, 93(1):346–359, July 2007.

[229] Kenji Kawaguchi, Shin’ichi Ishiwata, and Toshihide Yamashita. Temperature dependence of the
flexural rigidity of single microtubules. Biochem Biophys Res Commun, 366(3):637–642, February
2008.

[230] Francesco Pampaloni, Gianluca Lattanzi, Alexandr Jonáš, Thomas Surrey, Erwin Frey, and Ernst-
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