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Abstract :  This note reports about the implementation of AC-unification algorithms, based on the
variable-abstraction method of Stickel and On the constant-abstraction method of Livesey, Siekmann, and
Herold. We give a set of 105 benchmark examples and compare execution times for implementations of the two
approaches. This documents for other researchers what we consider to be the state—of-the-art performance for
elementary AC-unification problems.

Key words: Theory unification. AC-unil‘ication, linear Diophantinc equation



l .  Introduction
‘ . the unification computation occurs at the very

heart of most deduction systems. It is the addition
and multiplication of deduction work. There is
accordingly a very strong incentive to design the
last possible ounce of efficiency into a unification
program. The incentive is very much the same as
that for seeking maximally efficient realisations of
the elementary arithmetic operations in numerical
computation - and the problem is every bit as
interesting.” J.A. Robinson, 197}

Theory unification [5, l l ,  26, 34, 44, 47, 48, 51],  an extension of J .A.  Robinson's standard unification [45],
has many applications in computer science (see J.H. Siekmann's survey on unification theory [48]). In
particular it is used in most current deduction systems:

- resolution based theorem proving systems [2, 8 ,  40, 42, .54]
- theorem proving systems based on algebraic completion [15,  22, 23, 2A, 30, 31 ,  3.2, 41]

term rewriting modulo a set of equations [29, 3 l ,  32,  37 ,  43, 53]
- narrowing modulo a set of equations [31,  32, 35,  41]
- logic programming [3, 16, 17, 28, 49]

Currently free Abelian semigroups, i.e., equationa] theories for associative and commutative (AC-) function
symbols, are among the most important theories [9, '10, 11, 12, 14, 19, 21,  27, .33, 38,  39,  50, 52, 55].

2.‘ AC-Un‘if icat ion

AC-unification, that is unification of terms containing AC—function symbols, is the problem of solving
equations in free Abelian semigroups. This can be done by a reduction to AC l-unification, the theory of
associative, commutative functions with a unit, known as free Abelian monoids. Solving ACI-unification
problems in turn is equivalent to solving some corresponding linear Diophantine equations that reflect the
number of occurrences of the constants and variables in an ACI-solution.

There are essentially two different approaches to solve elementary AC-unification problems that are built by
one AC-function symbol, free constants and variables. The first method (due to M.E. Stickel [50]) is  to replace
the constants by variables (variable—abstraction) and then to solve the corresponding homogeneous linear
Diophantine equation [9 ,10 ,12 ,13 ,14 ,27 ,  38,  50,  52 ,  55] .  Since there are too many solutions (different _
constants may be identified, when they are replaced by variables), the solutions have to be post-processed to
remove conflicting constants. It is also possible to solve the Diophant me equation under certain constraints on
the variables, such that the conflicting constants are not produced'in the first place. In the second approach (due

' to M.  Livesey and J. H. Siekmann [39]) these constraints are treated explicitly (constant— abstraction). This IS
achieved by a homogeneous equation for the variables and 1n addition by certain inhomogeneous equations for -
the constants [20, 21,  39]. '

In order to demonstrate the two approaches we assume a binary infix function “- ” as the AC- function
symbol. We use a more convenient representation; terms are flattened (parentheses and dots are omitted) to
strings, the remaining variables and constants are ordered, and multiple occurrences are represented by an _
exponent:

(fa-x)o(b-(c-((b-x)-x)))) is represented as abzcx’.

Now consider the ACl-unification problem ( ab2x3 = czyz3 ). Any solution of this problem has the
property that each variable and each constant has to occur the same number of times On both sides of the
equation. For a most general solution we can also assume that all problem variables are substituted and that the
solution introduces only new variables but no new constants. Hence the following equations holdfor the
occurrences Xv, Yv, Zv of a variable v and for the occurrences Xd' Yd' Z d of a constant d e {a, b ,  c} in the

2



solution: . .

' Yv + 321: for each new variable v- 3Xv =
- 3X: +1  == Y: +3211 fortheconstanta
- 3x:+2 _.- Yb“+32“ fortheconstantb
» .?Xc I- Y_ + 32c b+2  fortheconstantc

Solving these linear Diophantine equations in non-negative integers corresponds to solving the above
AC1 -unification problem. In order to obtain the corresponding AC-solutions we instantiate every subset of the
newly introduced variables of each ACl-solution by the unit.

The number of AC—solutions grows exponentially in _the number of introduced variables of the
AC1 -so'lutions. For example the problem (xyz = 114 ) has exactly one most general AC1 ~un_ifier, introducing
15 new variables, hence the minimal AC-solution set contains about 32  000 (2 s) independent AC-unifie'rs (see
the table below).

3 .  A Set of 1051 Benchmark Problems

During a visit at the University of Kaiserslautern, ME.  Stickel, together with A. Herold and LH. Siekmann,
designed some benchmark problems (105 examples, see table below) for elementary AC—unification. A test of
the Stickel implementation and the Herold/Siekmann implementation showed that Stickel’s was much faster.
This motivated H. J. Burckert and M. Tepp to improve the Herold/Siekmann implementation by speeding up
the computation of AC-unifiers from the solutions of the Diophantine equations. An extra stimulus for
improvement were the favorable timing figures for the Rewrite Rule Laboratory’s AC—unification algorithm of
D.. Kapur and H. Zhang, which'is essentially an implementation of Stickel's constrained variable-abstraction
method with same additional heuristics [31, 32]. Each of the implementations has now gone through a few
additional iterations of improvement in response to performance gains by the other.

This note reports the current performance of the Stickel, the improved HerOld/Siekmann, and the
. Kapur/Zhang implementation. We think the results demonstrate state- of-the—art performances for

implementations of AC—unification that are embedded in larger theorem proving systems. All three
implementations could be sped- up by adopting different data structures for representing the tmifiers that would
improve benchmark performance but are incompatible with their use in the larger systems. The
implementations are capable of handling the general case of AC—umfication that includes arguments that are not
variables or constants, which do not appear in this set of benchmark problems. Not all other known inefficiency .
or extraneous functionality has been removed.

The examples consist of all pairs of terms such that the first term has three variables or constaa and the
second term has four variables and constants and neither term has only constants (so that we are always testing
AC-unification rather than AC-matching). Among them is problem “acuni-025", which was used by M. E.
Stickel to illustrate AC-unification m the first paper on this topic [50] and has appeared 1n most papers on
AC—unification since. .

4.  Results

The following table shows the result of the comparison of Stickel's implementation, the improved
Herold/Siekmann implementation, and the implementation of Kapur and Zhang. The algorithms were
implemented in Common-Lisp (Stickel and Herold/Siekmann) and Zeta-Lisp (Kapur/Zhang) and run on
Syrnbolics 36xx with instruction fetch unit.

The second column in the table below lists the examples (x, y, z, u, v, w, tare variables, while a, b, c, d, e
are constants). The third column contains the number of AC—unifiers for the given problem (in parentheses the
number of AC1-unif1ers). Column four gives Stickel's CPU—time, column five the CPU-time of the improved
Herold/Siekmarm implementation (in parentheses the time for solving the Diophantine equations), and column
six that of the Kapur/Zhang implementation (all CPU-times are in seconds). Example “acuni-097” needed
unreasonable time and space (it has 1,044,569 AC-unifiers, as determined by Zhang and Kapur and verified by
Stickel).

In order to reduce machine effects like paging we measured several runs for each example and took the
CPU-time of the fastest one.



l
I
I example
I
l
I
I acuni-OOI
I acuni-002
I acuni-003
I acuni-004
I acuni-OOS
I
I acuni-006
I “uni—007
I acuni-008
I acuni—009
I acuni—OIO
I
I acuni-Ol 1
I acuni-Ol 2
I acuni-013
I acuni-014
l acuni-O 15
l

I 000111-016
I acuni-017
| acuni-018
I acuni-019
I acuni-OZO
I
I “uni-021
I acuni—022
I acuni -023
I acuni-02A
I acuni-OZS
I .
I acuni-026
I acuni—027
I 8011110028
I acuni—029
I acuni-O3O
I

I acuni-03 1
. I acuni—032

I acuni-O33
I acuni—034
I acuni-035
I
I acuni-036
I acuni-037
I acuni—038

‘ mum-039
' I acm1i-040

I
I acuni-041
l acuni-O42
I acuni-043
I “uni—044
I acuni-045
I

I
I
I problem
I
I
I
I xab = ucde
I xab = uccd
I xab = uccc
I xab = uvcd
l xab = uvcc
I
I xab = uvwc
I xab = uvwl
I xab = uucd
I xab = uucc
I xab = uuvc
I
I xab = uuvw
I xab = uuvv
I xab = uuuc
I xab = uuuv
I xab = uuuu
I
I xaa = ucde
1 X118 = uccd
I xaa = uccc
I xaa = uvcd
I xaa = uvcc
I
I xaa = uvwc
I xaa = ut
I xaa = uucd
I xaa = uucc
Ixaa = uuvc
I
I xaa = uuvw
I_ xaa = uuw
I xaa = uuuc
I xaa = uuuv
I xaa = uuuu
I
l xya = ucde
I xya = uccd
I xya = uccc
I xya = uvcd
I xya = uvcc
I
l xya = uvwc
I xya =0t
I xya = uucd
I xya = uucc
I xya = uuvc
| .

I xya = uuvw
I xya= uuvv‘
I xya = uuuc
I xya = uuuv
I x'ya = uuuu
| .

number 0f
_unifiers

AC (AC1)

2(1 )

2(1)
2(1 )

12 (4)
12(4)

30(9)
56 (16)

2(1 )
2 (1 )

12(4)

30(9)
12(4)

2(1 )

12(4)
2(1)
2(1 )
2 (1 )
2 (1 )
3 (3 )
3 (3 )

18(6)
32(10)

2(1 )
2 (1 )
4 (2 )

. 10(4 )
4 (2 )
2 (1 )
4 (2 )

2(1 ) '

28(8 )
20 (6 )

12(4)
88(8)
64(6)

204(6)
416(4)

60(8 )

. 44(6)
144(6)

300(4)
216(4)
.92 (6)
196(4)
124(4 )

@
—

—
—

‘-
—

—
_—

~
<

_—
—

m
d

_—
—

—
_—

_—
—

--
-—

—
—

—
_—

d
--

—
—

—
—

—
-—

-—
—

_-
—

—
d

E
—

Stickel

AC-time

0.018
0.01 1
0.008
0.047
0.032

0.096
0. 17 I
0.0 I 8
0.01 1
0.040

0.075
0.030
0.013
0.027
0.008

0.013
0.009
0.006
0.032
0.020

0.062
0. 1 14
0.009
0.006
0.0 I 2

' 0.025
0.008
0.007
0.010
0.005

0.094
0.050
0.026
0.247
0. 133

0.538 .
1.046
0.154
0.082
0.329

0.622
0.347
0. 166
0.323

- 0.163

I
I
I
I
I

j

I
I
l
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
l
|
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
l
I
I
l
I
I
I
I
I
I
I

Herold &
Sielcmann

0.009 (0.005)
0.010 (0.006)
0.010 (0.005)
0.031 (0.005)
0.030 (0.006)

0.084 (0.007)
0.230 (0.007)
0.009 (0.005)
0.009 (0.004)
0.030 (0.006)

0.087 (0.007)
0.029 (0.005)
0.010 (0.005)
0.030 (0.005)
0.009 (0.004)

0.009 (0.003)
0.011 (0.006)
0.010 (0.005)
0.025 (0.006)
0.024 (0.008)

0.058 (0.009)
0.144 (0.011)
0.008 (0.005)
0.009 (0.005)
0.016 (0.007)

0.038 (0.008)
0.014 (0.006)
0.009 (0.004)
0.014 (0.005)
0.007 (0.005)

0.060 (0.006)
0.045 (0.008)
0.032 (0.010)
0.195 (0.007) '
0.148 (0.009)

0.546 (0.009)
1.365 (0.010)
0.120 (0.007)
0.093 (0.008)
0.322 (0.009)

0.766 (0.008)"
0.473 (0.008)
0.197 (0.008)
0.464 (0.010) _
0.291 (0.009)

I Kapur&
Zhang

AC—time (ACl-time) I AC-time

0.012
0.01 1
0.008
0.03 1
0.029

0.064
0. 127
0.01 2
0.008
0.032

0.068
0.022
0.009
0.022
0.007

0.01 1
0.009
0.009
0.023
0.016

0.052 -'
0. 102
01139
0.006
0.012

0.022
0.008
0.008
0.01 1
0.005

0.056
0.039
0.020
0.139
0.115

0.314
0.657
0.1 12.
0.065
0.246

0.507
0.314
0. 140
0.276
0.160



I
| .
I example
I
I
I

‘ I acuni—046
I acuni-047
I acuni-048
I acuni-049
I acuni-OSO
I
I acuni—OS 1
I a'cuni-052
I 800111-053
I acuni-054
I acuni-OSS
|
| acuni-056
I acuni-057
I 000111-058
I acuni—OS9
I acuni+060
I

I acuni ~06 1
I acunI-062
I acuni-063
I acuni-064
I acuni-065
I
I acuni-066
| acuni-067

. | acuni-068
I acuni-069
I acuni-070
l
I acuni-07 l
I acuni-O72
I acuni-073
I acuni-074
I acuni -075
l

I acuni -076
I acuni -077
I äcuni-078
I acuni-079
I acuni-OSO
I
I acuni-08 l
I acuni—082
I «uni-083
I scum-084
I acuni-OSS
I
I acuni-086
l acuni-087
I acuni-088
I acuni-089
I acuni-090
I

1

I
I problem
|
I]

I xyz = node
I xyz = need
I xyz = uccc
I xyz = uvcd '
I xyz = uvcc
I
I xy'z = uvwc
| xyz = ut

- I xyz = uucd
I xyz = uucc
I xyz = uuvc
I .

I xyz = uuvw
I xyz = uuvv
I xyz = uuuc
| xyz = uuuv
I xyz = uuuu

_g .
! xxa = ucde
I xxa = need
I xxa = uccc
I xxa = uvcd
I xxa == uvcc
I
l xxa = uvwc
I xxa = ut
I xxa = uucd
l xxa = uucc
I xxa = uuvc
I
I xxa = uuvw
I xxa = uuvv
I xxa = uuuc
I xxa = uuuv
I xxa = uuuu

J.

I xxy = ucde
I xxy = uccd
I xxy = uccc
l xxy = uvcd
I xxy = uvcc
I
I xxy = uvwc
I xxy = ut
I xxy = uucd
I xxy = uucc
I xxy = uuvc
I
I xxy = uuvw
I xxy = uuw
I xxy = uuuc
I xxy = uuuv
I xxy = uuuu
I

number of
unifiers

AC (AC1)

120 (27)
75 (18)
37 (10)

336 (9 )
216 ( 6)

2161(1)
486(9 )
318(6 )

1200(3)

2901 ( 1)
3825 ( 1)
2982 (3 )
7029 ( 1)

32677 ( l )

2(1 )

2(1)
2(1 )

60 (8 )

12(2)

486(9)
3416(4)

0(0 )
0 (0 )
2 (1 )

12(2)
0(0)
2(1 )

12(2)
0(0 )

28(8 )

11(4)
7(3 )

228(9)
44(2 )

1632(4)
13703 ( 1)

2( 1)
4 (2 )

18 (2 )

69 (1 )
7 (1 )

12(2)
47(1)

5(1 )

870(3 ) .

Stickel

AC-time

0.320
0. 168
0.073
0.840
0.431

2. 102
5.030
0.996
0.513
2.339

5.435
5.673
4.730
10.695
39.865

0.017 .
0.009 -
0.006
0.147
0.027

0.968
6.426
0.004
0.003
0.010

0.028
0.003
0.008
0.019
0.002

0.074
0.025
0.013
0.515
0.081

3.228
25.605

0.007
0.007
0.034

0.1 15
0.011
0.021
0.057
0.007

.L

Herold & . -
' Siekmänn

0.281 (0.006)
- 0.186 (0.011)
0.104 (0.016)
0.843 (0.008)
0.549 (0.012)

2.428 (0.010)
7.086 (0.008) _
1.082 (0.008)
0.714 (0.010)
2.929 (0.010)

7.936 (0.009)
8.913 (0.008)
7.103 (0.011)

19.321 (0.009) -- '
98.544 (0.010)

0.010 (0.005)
0.010 (0.005)
0.010 (0.005)
0.128 (0.007)
0.032 (0.006)

1.132 (0.010)
8.547 (0.011)
0.003 (0.003)
0.005 (0.004)
0.011 (0.005)

0.042 (0.007)
0.004 (0.003)
0.009 (0.005)
0.032 (0.006)
0.003 (0.003)

_ 0.061 (0.005)
0.028 (0.007)
0.021 (0.006)

, 0.508 (0.007)
0.101 (0.007)

3.871 (0.010)
36.690 (0.010)

0.010 (0.005)
0.014 (0.006)
0.047 (0.007)

0.220 (0.005)
' 0.023 (0.004)

0.031 (0.007)
0.110 (0.006)
0.015 (0.004)

I
I
I
I
I
I
I
l
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
l
I
I
I
I
I
I
I
I
I
I
I
I
!
I
I
I
l
I
I
I
I
I
I
l
l
I
|
I
I
I
I

I ‘Kapm' &
Zhang

AC-time (ACl-time) I AC-time

0.209
0.100
0.049
0.517
0.293

' 1.316
3.308
0.453
0.264
1.014

(2.330
2.584 .
1.701 '
4.615

19.136

0.012
0.009
0.009
0.128
0.023,

1.165
12.306
0.006 -
0.004
0.009

0.026
0.004
0.008
0.018
0.004

0.043
0.017
0.014
0.225
0.043

1.368
13. 186

0.009
0.008
0.027

0.083
0.01 1
0.015
0.037
0.008



r I
Herold &

I I I I I I

I I I number of I Stickel I I Kapur & I
I example I problem I unifiers I I Siekmann I Zhang I
I I I AC (AC1) I AC-timc I AC-time(AC1-time) I AC-time I
I I I I I I l
I I . I I T I I
I scum-091 | xxx = ucde I 2 ( 1 )  | 0.013 I 0.009 (0.004) I 0.009 I
I acuni-092 I xxx = uccd I 2 ( 1) I 0.008 I 0.009 (0.005) I 0.008 I

. I acuni-093 I xxx = uccc I l ( 1) I 0.002 I 0.006 (0.004) I 0.003 I
I acuni-094 l xxx = uvcd I 140(9)  | 0.254 I 0.314 (0.007) I 0.092 I
| acuni-095 | xxx = uvcc I 28 ( 2) I 0.043 I 0.069 (0.007) | 0.025 I
l I I I I I I
I acuni-096 I xxx = uvwc I 6006 (6 )  I 9.499 I 14.671 (0.012) I 3.218 I
lacuni-097 Ixxx =ut  I 1044569 (1) I * l * (0.013) I 639.640 I
I acuni-098 I xxx = uucd I 2 ( 1) I 0.008 I 0.008 (0.004) I 0.008 I
I acuni—099 I xxx = uucc I 2 (. l )  I 0.004 I 0.009 (0.004) I 0.005 I
I acuni-IOO I xxx = uuvc I 12 ( 2) I 0.023 I 0.033 (0.007) I 0.016 I
I I I I I I I
I acuni-lOl I xxx = uuvw I 101 ( 1) I 0.130 I 0.287 (0.007) I 0.075 I
I acuni-102 I xxx = uuvv I 13 ( 1) I 0.013 I 0.033 (0.005) I 0.010 I
I acuni-103 I xxx = uuuc I 0 ( 0) I 0.002 I 0.003 (0.003) I 0.002 I
I acuni-104 I xxx = uuuv I 1 ( 1) _ I 0.003 I 0.007 (0.003) I 0.003 I
I acuni-IOS I xxx = uuuu I l ( l )  I 0.002 I 0.005 (0.002) I 0.003 I

I l I ' I I

5 .  Conclusion

Bürckert and Tepp measured 2-16 msec for their Diophantine equation solving algorithm, while the whole
computation ranged from 2 msec to 98 sec (or more than 10 min for example “suomi-097"). This shows the
exponential explosion in the number of AC-solutions and demonstrates that investigations of fast Diophantine
equation solving [6, 7 ,  11, 18, 25, 36, 59]  cannot really improve AC-unification -— at most they will hasten
ACl—unification.

_ Hence we propose to take the ACI—unifiers or the solutions of the Diophantine equations as a representation
for the AC-unifiers (see [4] for a more detailed discussion). A main problem with ACI-unification, however,
has been that there was no extension for ACl-unification with free function symbols or with other theory
unification algorithms, because of the collapse equation 1x = x specifying the unit (see [19,  20, 33,  56, 57 ,  58 ]
for the combination problem of unification algorithms for regular, collapse free theories). Recent research by
M. Schmidt-SchauB [46], however, gives a solution to the problem of combining arbitrary disjoint equational
theories, and for the extension of arbitrary theory unification algorithms to free function symbols (see also [1]).

We finally want to emphasize that the benchmarks are just for elementary AC-unification problems, but
mast applications have at least additional free function symbols. Moreover the difference between the two
approaches becomes particularily visible when such function symbols are involved. In this case Stickel
abstracts “alien” subterms temporarily by variables and computes the solutions for the abstraction. A
post—process generates the final solutions from the “pure” variable AC-problem and the abstraction (this can
again be supported by constraints on the Diophantine equations). Herold and Sielcmann on the other hand
abstract the alien subterms by distinct “new” free constants and thus obtain subproblems, where different alien
subterms have to be identified (see [55] for a more detailed discussion of these differences). Here both methods
strongly differ and we would like to see a comparison of both approaches that determines "which is better for
which class of problems. Hence we need some benchmarks for non-elementary AC-unil'tcation problems.
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