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“All models are wrong, but some are useful.”1 
George Box, 1979 

 

 

  

 
1 “Now it would be very remarkable if any system existing in the real world could be exactly represented 

by any simple model. However, cunningly chosen parsimonious models often do provide remarkably useful 

approximations. For example, the law PV = RT relating pressure P, volume V and temperature T of an 

"ideal" gas via a constant R is not exactly true for any real gas, but it frequently provides a useful 

approximation and furthermore its structure is informative since it springs from a physical view of the 

behavior of gas molecules. For such a model there is no need to ask the question "Is the model true?". If 

"truth" is to be the "whole truth" the answer must be "No". The only question of interest is "Is the model 

illuminating and useful?".” [327] 
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Abstract 

This thesis demonstrates the use of dynamic operation, efficient calibration and 

advanced data analysis using metal oxide semiconductor (MOS) gas sensors as an 

example – from modeling to real-world operation. The necessary steps for an application-

specific, selective indoor volatile organic compound (VOC) measurement system are 

addressed, analyzed and improved. Factors such as sensors, operation, electronics and 

calibration are considered. The developed methods and tools are universally transferable 

to other gas sensors and applications. The basis for selective measurement is temperature 

cyclic operation (TCO). The model-based understanding of a semiconductor gas sensor 

in TCO for the optimized development of operating modes and data evaluation is 

addressed and, for example, the tailored and stable detection of short gas pulses is 

developed. Two successful interlaboratory tests for the measurement of VOCs in 

independent laboratories are described. Selective measurements of VOCs in the 

laboratory and in the field are successfully demonstrated. Calibrations using the proposed 

techniques of randomized design of experiment (DoE), model-based data evaluation and 

calibration with machine learning methods are employed. The calibrated models are 

compared with analytical measurements using release tests. The high agreement of the 

results is unique in current research. 
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Kurzfassung 

Diese Thesis zeigt den Einsatz von dynamischem Betrieb, effizienter Kalibrierung, 

und fortschrittlicher Datenanalyse am Beispiel von Metalloxid Halbleiter (MOS) 

Gassensoren – von der Modellierung bis zum realen Betrieb. Die notwendigen Schritte 

für ein anwendungsspezifisches, selektives Messystem für flüchtige organische 

Verbindungen (VOC) im Innenraum werden adressiert, analysiert und verbessert. 

Faktoren wie z.B. Sensoren, Funktionsweise, Elektronik und Kalibrierung werden 

berücksichtigt. Die entwickelten Methoden und Tools sind universell auf andere 

Gassensoren und Anwendungen übertragbar. Grundlage für die selektive Messung ist der 

temperaturzyklische Betrieb (TCO). Auf das modellbasierte Verständnis eines 

Halbleitergassensors im TCO für die optimierte Entwicklung von Betriebsmodi und 

Datenauswertung wird eingegangen und z.B. die maßgeschneiderte und stabile Detektion 

von kurzen Gaspulsen entwickelt. Zwei erfolgreiche Ringversuche zur Messung von 

VOCs in unabhängigen Laboren werden beschrieben. Selektive Messungen 

verschiedener VOCs im Labor und im Feld werden erfolgreich demonstriert. Dabei 

kommen Kalibrierungen mit den vorgeschlagenen Techniken des randomisierten Design 

of Experiment (DoE), der modellbasierten Datenauswertung und Kalibrierung mit 

Methoden des maschinellen Lernens zum Einsatz. Die kalibrierten Modelle werden 

anhand von Freisetzungstests mit analytischen Messungen verglichen. Die hohe 

Übereinstimmung der Ergebnisse ist einzigartig in der aktuellen Forschung. 
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1 Introduction and Motivation 

Recently, more and more low-cost gas sensor systems were introduced into the 

market. They use different sensor principles. Many of them are based on metal-oxide 

semiconductor (MOS) gas sensors. Various applications demand selective and 

quantitative measurements. Industrial fire detection in power stations [1–3], breath 

analysis [4; 5] or air quality monitoring [6–9] are just a few examples. However, the 

performance and resilience against interferents of the available sensors and systems are 

often not sufficient [10; 11].  

The central application of this thesis is the high-grade indoor air quality (IAQ) 

monitoring, with a focus on volatile organic compounds (VOCs). IAQ has received 

increasing awareness recently and is a multifaceted parameter. It is influenced by air 

temperature and humidity [12–14], carbon monoxide (CO), ozone (O3), the group of 

VOCs and particulate matter [13; 15–18]. Besides temperature and humidity, the best-

known IAQ criterion is the CO2 concentration. However, CO2 concentration is only an 

indicator for humanly emitted VOCs and other gases. Pettenkofer proposed this already 

in 1858 for better air quality through ventilation [19]. It is still used as an indicative IAQ 

parameter today [20]. The health effect and the influence of CO2 on human productivity 

is unclear [20]. The concentrations of CO2 that clearly show adverse health effect on 

humans are generally not reached indoors [20]. 

VOCs, along with particulate matter, play an important role in assessing the links 

between IAQ and disease as well as health effects [17]. More than 350 different VOCs 

can be typically detected indoors using standardized analytical methods [21; 22]. But the 

health effects of most single or combinations of individual VOCs on humans are 

unclear [23]. Health effects are clear for only a few substances, e.g. benzene and 

formaldehyde. They are classified as carcinogenic [24; 25]. In most studies, humans are 

exposed to only a few VOCs and the effects are examined [26]. Assessing the human 

exposure to organic pollutants is complex due to the variety of substances, the general 

difficulty of research concerning the human body and missing feasible measurement 

methodology [27]. A more detailed investigation of the health effects can be done by 

large-scale cohort studies with continuous measurements of VOCs in real-life. However, 

these studies are not feasible with current analytics alone due to the cost and complexity 

of analytical measurements.  

Low-cost gas sensor systems could support cohort studies. Systems based on MOS 

gas sensors were able to provide continuous measurement data of the total VOC 

concentration, as well as quantification of specific groups or even individual VOCs [28]. 

Comparability and traceability would have to be ensured for these low-cost sensor 

systems to be appropriate for this usage. 

The development of such gas sensor systems involves many interdisciplinary steps. 

This applies to systems with all gas sensor principles. Knowledge on the application, 

including all target and interferent gases, selection of possible sensor types, development 

of the electronics, optimization of the sensor’s operation mode, design of experiment, 

data evaluation and algorithm design are required along the development process. The 

key factor for a successful sensor system is not only the most sophisticated sensor or most 

elaborate data evaluation model. The combination and understanding of all 
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interdisciplinary steps are necessary for a successful sensor system. This interaction of all 

factors is a prerequisite for sensor technology to reach its full potential. 

In this thesis, especially the development of gas sensor systems based on MOS gas 

sensors is addressed. MOS gas sensors are characterized by their high sensitivity, quick 

response time, small dimensions, low-power consumption (at least for MEMS sensors) 

and low-cost production [6–9; 29–32]. These properties make them particularly well-

suited for the local online measurement of VOCs in every room or as a personal monitor. 

Their disadvantages, such as poor selectivity, drift or aging, must be overcome for this 

task. This is one reason why there are currently very few successful sensor systems with 

MOS gas sensors on the market. Several methods are presented in the literature to 

compensate these disadvantages. 

Selectivity can be improved by tailored material compositions or properties of the 

sensitive layer like thickness or topology and different operating temperatures [33–35]. 

Different sensitive layers can be combined into a sensor with one heating element each [2; 

36] or integrated on a single heater [6; 37]. The temperature of the sensitive layer can also 

be cyclically modulated to generate a virtual sensor array, which is called temperature 

cycled operation (TCO) [38–41]. A (virtual) sensor array needs to be calibrated by using 

machine learning algorithms to tune the naturally poor selectivity of these sensors [2; 6; 

36–41]. Characterization and calibration requires reproducible gas exposures in the 

laboratory and systems that can generate complex gas mixtures [42; 43]. Characterization 

using single gases in the laboratory is in many publications a vehicle to show the 

performance of a new material [44–54]. In some publications, the calibration was 

performed with gas mixtures based on combinatorial design of experiments (DoE), i.e. 

combinations of very few fixed concentration levels for each gas [39; 48; 51; 52; 55–59], 

which can easily lead to overfitting [55; 60].  

Drift or aging can have different causes. One reason can be the surface modification 

by certain gases (H2S, SO2, siloxanes) [61]. Another reason can be diffusion effects inside 

the bulk of the sensor [62; 63]. One idea for prevention of poisoning (e.g. for siloxanes) 

is protection by a size selective membrane filter [64]. Continuous aging effects due to the 

mode of operation can be compensated by extended calibration [65].  

In this thesis, these methods (i.e. integrated sensor array, TCO, machine learning 

algorithm, extended calibration for drift compensation) as well as new ideas (i.e. model-

based data evaluation, efficient DoE with random gas mixtures, extended field tests) were 

combined and systematically driven forward for the measurement of VOCs. The potential 

and limitations of MOS gas sensors in TCO for IAQ are demonstrated using realistic 

calibration and testing methods. Many of these methods are not exclusive to MOS gas 

sensors but can be applied to other gas sensor principles. 

Chapter 2 provides an overview of the author's publications and contributions that 

formally contribute to this dissertation. Furthermore, a list of other attached papers and 

related publications by the author relating to this thesis is shown. 

Chapter 3 will introduce the state of the art and fundamentals of MOS gas sensors in 

TCO, calibration, applications and challenges of IAQ.  

Subsequently, the results of the present thesis are presented in Chapter 4 in form of 

several publications. Those results can be categorized into three sections.  

Section 4.1 presents a simplified model describing the behavior of MOS gas sensors 

during the dynamic phases after a fast temperature change in TCO from an engineering 
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perspective. The focus is on using the model-based description for the optimization of the 

TCO and model-based data evaluation. For this purpose, one parameter, the rate constant, 

is described. The added value by using this model is shown in two examples: A mobile 

recalibration method based on the model-based rate constant and its superposition 

property is demonstrated. The model is also used to develop a specially designed 

operation and data evaluation method for detecting short trace gas pulses. Furthermore, 

the limits of determining the rate constant for high concentrations and a simple extension 

of the model by introducing a time constant of the relaxation are shown in the following. 

Section 4.2 introduces tools and methods for the development of gas sensor systems. 

An electronics platform for the control of dynamic operation modes and data acquisition 

were developed. For analog MOS gas sensors, the electronic is designed to control a 

heater and cyclically vary its temperature and to measure the sensor resistance with 

logarithmic amplification of the very low currents over several orders of magnitude. For 

digital MOS gas sensors that recently came onto the market, electronics and firmware that 

enable dynamic operation modes in addition to the manufacturer’s default were 

implemented. Calibration with combinatorial DoE obviously cannot be successful due to 

the large number of target and interfering gases in most applications. To enable more 

efficient and realistic calibration in the laboratory, a new DoE method based on 

randomized gas exposures is introduced. For data evaluation an open-source MATLAB 

Toolbox DAV3E is presented. DAV3E enables the user to easily apply complex methods 

of the complete evaluation chain via a GUI. 

Section 4.3 specifically addresses the VOC measurement for IAQ using the same 

model-based TCO described before. Two interlaboratory tests are discussed that 

demonstrate the capabilities and challenges of such systems as well as their testing and 

characterization. DoE based on randomized gas exposures presented in Section 4.2 is 

validated by further laboratory measurements, but also in an extensive field test 

campaign. Field tests over several weeks with release tests of different substances and 

comparison with reference analytics prove the effectiveness of the introduced methods 

from model-based TCO to DoE with random gas exposures for calibration.  

Chapter 5 discusses the results in the overall context and compares them with previous 

and current studies. The results are interpreted and possible improvements are explained. 

The thesis ends with a summary and outlook in Chapter 6. 
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2 Publications 

2.1 Appended Papers and Author’s Contribution as part of the Thesis 

In this section, six papers of the author are listed, which are formally included in the 

thesis. The papers highlight key points of the understanding and the development of gas 

sensor systems. Papers 1 and 2 also include results from the author's master's thesis. These 

papers are supplemented by other papers, described in the next section, that are not an 

official part of the thesis but offer deeper understanding. 

 

Paper 1 T. Baur, C. Schultealbert, A. Schütze and T. Sauerwald: Novel Method for the 

Detection of short trace Gas Pulses with Metal Oxide Semiconductor Gas Sensors, 

Journal of Sensors and Sensor Systems (2018) 

 

I developed the model, designed and performed all measurements, evaluated and 

interpreted the measurement data and wrote the main part of the manuscript. 

 

Paper 2 T. Baur, C. Schultealbert, A. Schütze and T. Sauerwald: Device for the Detection of 

short trace Gas Pulses (Messsystem zur Detektion von kurzen Spurengaspulsen), tm - 

Technisches Messen (2018) 

 

I developed the electronics, firmware and sensor chamber, designed and performed 

the measurements, evaluated and interpreted all measurement data and wrote the 

main part of the manuscript. 

 

Paper 3 T. Baur, M. Bastuck, C. Schultealbert, T. Sauerwald and A. Schütze: Random Gas 

Mixtures for efficient Gas Sensor Calibration, Journal of Sensors and Sensor Systems 

(2020) 

 

I developed the concept of randomized calibration scheme, designed and performed 

the measurements together with the second and third author. I performed most of the 

evaluation and interpretation and wrote the main part of the manuscript. 

 

Paper 4 M. Bastuck, T. Baur and A. Schütze: DAV3E – a MATLAB toolbox for multivariate 

sensor data evaluation, Journal of Sensors and Sensor Systems (2018) 

 

The first author developed and implemented the prototype DAV³E is based on. I 

improved upon this prototype with new ideas, concepts and implementations together 

with the first author and contributed with substantial revisions of the manuscript. 

 

Paper 5 T. Sauerwald, T. Baur, M. Leidinger, W. Reimringer, L. Spinelle, M. Gerboles, G. 

Kok and A. Schütze: Highly Sensitive Benzene Detection with Metal Oxide 

Semiconductor Gas Sensors - an inter-laboratory Comparison, Journal of Sensors and 

Sensor Systems (2018) 

 

I designed the test measurement at Saarland University together with T. Sauerwald 

and M. Leidinger. I performed most of the evaluation and interpretation of the data. I 

generated most of the figures and wrote part of the manuscript. 
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Paper 6 T. Baur, J. Amann, C. Schultealbert and A. Schütze: Field Study of Metal Oxide 

Semiconductor Gas Sensors in Temperature Cycled Operation for Selective VOC 

Monitoring in Indoor Air, Atmosphere (2021) 

 

I conceptualized and developed the methodology of the project together with the 

second author and supervised the realization of the measurement and formal analysis. 

I wrote the software for randomized calibration. I supervised and performed the data 

evaluation and visualization together with the second author and wrote the main part 

of the manuscript. 

2.2 Other Appended Papers 

In this section, papers of the author are listed, which are included in the thesis but not 

as an official contribution. The papers are within the direct scope of this work and provide 

a deeper insight concerning the big picture of the thesis. Paper A is a preliminary work 

and a result of the author's bachelor thesis. This paper is the basis of the thesis and all 

other papers, as it provides the fundamentals for the optimization and understanding of 

the sensor in the temperature cycled operation, which has been deepened in Paper B.  

 

Paper A T. Baur, A. Schütze and T. Sauerwald: Optimierung des temperaturzyklischen 

Betriebs von Halbleitergassensoren, tm - Technisches Messen (2015) 

 

Paper B C. Schultealbert, T. Baur, A. Schütze, S. Böttcher and T. Sauerwald: A novel 

Approach towards calibrated Measurement of trace Gases using Metal Oxide 

Semiconductor, Sensors and Actuators B: Chemical (2017) 

 

Paper C C. Schultealbert, T. Baur, A. Schütze and T. Sauerwald: Facile Quantification and 

Identification Techniques for Reducing Gases over a Wide Concentration Range 

Using a MOS Sensor in Temperature-Cycled Operation, Sensors (2018) 

 

Paper D A. Schütze, T. Baur, M. Leidinger, W. Reimringer, R. Jung, T. Conrad and T. 

Sauerwald: Highly Sensitive and Selective VOC Sensor Systems Based on 

Semiconductor Gas Sensors, Environments (2017) 

 

Paper E M. Bastuck, T. Baur, M. Richter, B. Mull, A. Schütze and T. Sauerwald: Comparison 

of ppb-level Gas Measurements with a Metal-oxide Semiconductor Gas Sensor in 

two independent Laboratories, Sensors and Actuators B: Chemical (2018) 

 

Paper F C. Schultealbert, J. Amann, T. Baur and A. Schütze: Measuring Hydrogen in Indoor 

Air with a Selective Metal Oxide Semiconductor Sensor, Atmosphere (2021) 
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2.3 Other Related Publications 

This section lists all papers and patents of the author that go beyond the scope of this 

thesis but are built on the results presented in this thesis.  

 

Paper i H. Lensch, M. Bastuck, T. Baur, A. Schütze and T. Sauerwald: Impedance model for 

a high-temperature ceramic humidity sensor, Journal of Sensors and Sensor Systems 

(2019) 

 

Paper ii C. Schultealbert, R. Diener, J. Amann, T. Baur, A. Schütze and T. Sauerwald: 

Differential scanning calorimetry on micro hotplates for temperature calibration and 

mass quantification (Dynamische Differenzkalorimetrie auf Mikroheizern zur 

Temperaturkalibrierung und Massenquantifizierung), tm - Technisches Messen 

(2019) 

 

Paper iii C. Schultealbert, I. Uzun, T. Baur, A. Schütze and T. Sauerwald: Siloxane treatment 

of metal oxide semiconductor gas sensors in temperature-cycled operation – 

sensitivity and selectivity, Journal of Sensors and Sensor Systems (2020) 

 

Paper iv C. Schultealbert, I. Uzun, T. Baur, T. Sauerwald and A. Schütze: Erkennung und 

Kompensation von Vergiftung durch Siloxane auf Halbleitergassensoren im 

temperaturzyklischen Betrieb (Identification and compensation of siloxane 

poisoning in metal oxide semiconductor gas sensors in temperature cycled 

operation), tm - Technisches Messen (2020) 

 

Paper v Y. Robin, J. Amann, T. Baur, P. Goodarzi, C. Schultealbert, T. Schneider and A. 

Schütze: High-Performance VOC Quantification for IAQ Monitoring Using 

Advanced Sensor Systems and Deep Learning, Atmosphere (2021) 

 

Paper vi A. Schütze, J. Amann, T. Baur and C. Schultealbert: Messung von VOCs in 

Innenräumen mit low-cost Sensorik und Vergleich mit analytischen Messungen, 

UMWELT UND GESUNDHEIT 01/2022, Sonderheft WaBoLu-Innenraumtage 

(2021) 

 

Paper vii 

 

C. Fuchs, H. Lensch, O. Brieger, T. Baur, C. Bur, A. Schütze: Concept and 

Realization of a Modular and Versatile Platform for Metal Oxide Semiconductor Gas 

Sensors, Technisches Messen (2022, submitted) 

 

Patent i S. Beck, T. Conrad, J. Peter, T. Baur, T. Sauerwald, A. Schütze and C. Schultealbert: 

Method and device for determining indication of a leak of a test object filled with 

test fluid, EP3527966A1, Application granted (2021) 

 

Patent ii T. Sauerwald, A. Schütze, C. Schultealbert, T. Baur and I. Uzun: Method and device 

for determining a degradation of a semiconductor gas sensor, DE102019130990A1, 

Publication (2021) 
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3 State of the Art and Fundamentals 

3.1 Metal Oxide Semiconductor Gas Sensor 

3.1.1 Introduction 

Metal oxide semiconductor (MOS) gas sensors change their electrical conductivity 

based on chemical reactions on the surface. In 1953, Brattain and Bardeen already 

reported gas-sensitive effects for germanium [66]. One year later Heiland [67] announced 

it for zinc dioxide. Seiyama published “A new detector for gaseous components using 

semiconductive thin films” [68] based on zinc dioxide in 1962. The first commercial MOS 

gas sensor was patented and introduced by Taguchi [69] in Japan. The gas leak detection 

sensor based on tin dioxide (SnO2) for homes and industrial usage was designed to 

prevent gas explosions. In 1969, Taguchi founded Figaro Engineering Inc. which sells 

those as well as other gas sensors named Taguchi gas sensor (TGS) [70]. The construction 

of the sensor was a simple ceramic tube with integrated heater coil coated with sintered 

SnO2 with two electrodes on the surface [71]. The sensor was operated at constant 

temperature. In the following years, research was done on materials, design and operation 

mode. The most common and widely studied material for commercial sensors is still 

polycrystalline tin dioxide (SnO2) [72; 73]. However, sensitivity, selectivity and stability 

have been improved with catalyst doping and decorating. This means that pure SnO2 

sensors are generally not available today. The greatest innovations in design were the 

miniaturization [71] as well as the integration of application-specific integrated circuits 

(ASIC) into the sensors [6–9]. MOS gas sensors are still often operated at constant 

temperature. Already in 1974, temperature modulation of MOS gas sensors was reported 

and patented to increase the selectivity and sensitivity[74; 75]. Nowadays, temperature 

modulation is also integrated in commercial sensors [8; 76]. More companies entered the 

market, and the MOS gas sensors have a wide range of applications today. Relevant 

usages are for example the automatic ventilation flap control in automobile industry [77–

79], industrial fire detection in power stations [1–3] or indoor air quality (IAQ) 

monitoring [6–9]. 

The following subsections discuss the conductivity of polycrystalline SnO2, the theory 

of operation, the operation modes of MOS gas sensors and especially the temperature 

cycling. 

3.1.2 Conductivity of SnO2 

SnO2 is a wide band gap n-type semiconductor. The conductivity can be explained 

using the electronic band model. It describes the range of energy levels in solids, which 

may (bands) or must not (band gaps) be filled with electrons. The valence band (EV) is 

the highest energy band with filled electronic states. The conduction band (EC) is the 

lowest energy band of vacant electronic states. Both bands are separated by a bandgap 

(EC − EV) of 3.6 eV for SnO2 [80]. Therefore, no intrinsic conductivity can be expected 

due to the low thermal energy in the normal operation temperatures between 100 and 

500 °C (32 – 67 meV). The conductivity is dominated by ionized oxygen vacancies [81]. 

Tin interstitials can also contribute to the conductivity, even as the dominant effect [82]. 

Porte et al. [83] show how to control intrinsic defect formation in SnO2 thin films during 
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deposition by the oxygen partial pressure and temperature. This implies that the dominant 

effect also depends on the production process. As described in most publications and for 

a simplified description, ionized oxygen vacancies are assumed to be the dominant effect 

[72; 81; 84; 85]. 

The crystal structure of SnO2 is not ideal and has an excess of tin atoms because of 

oxygen vacancies. Oxygen vacancies can occur in single or double ionized form. The 

energy required for the first ionization is approx. 30 meV and for the second ionization 

approx. 150 meV [86]. As a consequence, the ionized vacancies act as donors with energy 

levels approx. 30 meV and 150 meV under the conduction band. For operating 

temperatures between 100 and 500 °C, the average thermal energy of an electron is 

between 32 and 67 meV. Therefore, only the first ionized vacancies are probably 

completely depleted. On that basis, the donor density ND can be assumed to be constant 

in this temperature range. That means that ND dominates the electron density.  

Some publications show drift processes due to mobile donors with temperature [62; 63; 

87]. 𝑁𝑑 can also be a function of time and position. The kinetics of drift processes are rate 

controlled by the surface exchange reaction of oxygen on SnO2, with time constants 

ranging from a few minutes for high temperatures to days for low temperatures [62]. The 

electrical conductivity of the bulk of semiconductors is determined by electrons, holes 

and ions. As an n-type semiconductor due to the oxygen vacancies, electrons play the 

major and holes a minor role for the conductivity of SnO2. The density of ions and 

electrons are of the same order of magnitude and due to the lower mobility (factor 100-

1000) of the ionic charge carriers (oxygen vacancies). A pure electrical conductivity can 

be assumed [84, p. 39]. The electrical conductivity σb due to electrons depends on the 

elementary charge (𝑞), electron density (𝑛𝑒) and mobility of the electrons (𝜇𝑒). The 

electron density corresponds to the donor density (𝑁𝑑) due to the oxygen vacancies. 

 

𝜎𝑏 = 𝑞 · 𝑛𝑒 ·  𝜇𝑒 = 𝑞 · 𝑁𝑑 ·  𝜇𝑒  (3.1) 

 

The electron mobility µe is dependent on the temperature. For typical operating 

temperatures of a MOS gas sensor, phonon interactions dominate and the electron 

mobility is proportional T −3/2 [84, pp. 19–20].  

3.1.3 Gas Sensing Mechanism 

Chemo-resistive gas sensing describes the effect of resistance change of a MOS 

material in oxidizing or reducing atmosphere. The MOS resistance increases in oxidizing 

atmosphere (e.g. clean air) and decreases in reducing atmosphere (e.g. clean air with 

carbon monoxide). After nearly 70 years of research, the chemo-resistive gas sensing 

mechanism still cannot be completely described and there are only different theories 

without spectroscopic evidence [88].  

The rule-of-thumb explanation for the gas sensing mechanism is the oxygen 

ionosorption model [88; 89], which was developed in the 1950s [90]. In this theory, 

charged oxygen ions and their reactions with reducing gases play the major role for the 

gas sensing effect. Its basic concept is that atmospheric oxygen adsorbs as molecular 

(O2
−

ads) or atomic (O−
ads, O

2−
ads) ions on the SnO2 surface, trapping electrons from the 

conduction band. The surface itself becomes negatively charged and a band bending at 

the surface is induced [81; 84; 91; 92]. The electron is taken from the conduction band 
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and the conductivity decreases. A reducing gas molecule, for example carbon monoxide 

(CO), can react (Eley-Rideal or Langmuir-Hinshelwood mechanism) with such an 

oxygen ion to carbon dioxide (CO2). The formerly trapped electron is released to the 

conductance band, i.e. there is reduced band bending and the conductivity increases [93]. 

This shows that the effect is very broadband. It is not possible to simply identify the gas 

type from the change in conductance. A reaction with the charged oxygen on the surface 

leads to a free electron, regardless of which gas molecule has reacted. 

To describe the mechanism of the gas sensing effect of MOS gas sensors, for example 

SnO2, it is important to understand the interaction of the surrounding atmosphere with the 

SnO2 surface.  

Generally, two adsorption mechanisms are distinguished, the physisorption and 

chemisorption. Chemisorption changes the adsorbate and/or the adsorbent chemically. 

Physisorption does this not. Far away from the surface molecules, van-der-Waals forces 

occur and the molecule (adsorbate) is physiosorbed to the surface (adsorbent). The 

binding energy is small, in the order of 0.2 eV per molecule [91, p. 229]. This is usually 

not enough to initiate processes such as dissociation or reaction. Chemisorption can 

establish a stronger bond to the surface. In that case, the chemical bond between the 

molecules and the surface atoms is either ionic or covalent. The binding energy is in the 

order of 0.65 eV per molecule [84, p. 72].  

The interaction with the gas takes place on the surface of the sensitive SnO2 layer. At 

the surface, additional states occur in the band gap that are not present in the volume. 

These are called surface states. According to Madou, Morrison [84] and Kohl [81] 

extrinsic surface states contribute crucially to the detection of gases. “Extrinsic surface 

states are localized energy levels created by adsorbed gas molecules at the surface. For 

semiconductor gas sensors, adsorbed oxygen ions have a decisive influence on the 

surface conductivity” [94]. Electrons from the conduction band can occupy these free 

surface sites due to the energetically more favorable state. If an electron occupies a 

surface state, it is localized and can no longer contribute to the conductivity of the 

semiconductor. The more electrons fill free surface states, the greater the negative surface 

charge. This causes a displacement of the electrons inside the volume by electrostatic 

repulsion to compensate for the negative surface charge. This space charge zone qVs is 

also called surface barrier or band bending.  

At this stage, the sensing layer morphology makes an important difference. In a 

compact layer, the interaction of the gas is limited to the space charge region at the 

geometric surface. Depending on the thickness of the layer, only a thin part of it is 

depleted and forms the described surface barrier. The conduction process takes place in 

the not depleted part of the layer. Due to the small influence of the interaction with the 

gas on the surface, the sensitivity is severely limited.  

Generally, porous polycrystalline SnO2 with a high surface area is used for MOS gas 

sensors. In a porous layer, each grain has a depleted surface zone. Local electrical states 

in the band gap occur at each grain-boundary of the crystallites and not only at the 

geometric surface. However, the situation can become more complex if grains sinter and 

there are necks, which create a conduction channel. With non-sintered grains we 

distinguish in the following between large (xg > λD) and small grains (xg < λD), depending 

on the ratio between grain size xg and Debye length λD. [72] 
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For a porous layer with large grains, band bending at the grain-boundaries dominate 

the conductivity, due to the missing conduction channel through the sensor. This means 

that an electron has to overcome the band bending to contribute to the conductivity. The 

sensor conductivity σs can be described by equation (3.2) as an exponential function of 

the surface barrier and the inverse temperature multiplied with the bulk conductivity σb 

[84; 91, p. 42]. kb is the Boltzmann constant. 

 

𝜎𝑠 = 𝜎𝑏 · exp (−
𝑞𝑉𝑠

𝑘𝑏𝑇
) (3.2) 

 

The potential barrier Vs can be calculated using the Schottky model2 with the one-

dimensional Poisson equation [91, pp. 29–31]. Vs is thereby a function of the occupied 

surface states Ns and the donor density ND [91, p. 31] and can be described with equation 

(3.3). 

 

𝑉𝑠 =
𝑞𝑁𝑠

2

2𝜀𝑟𝜀0𝑁𝑑
 (3.3) 

 

𝜀𝑟 is the relative and 𝜀0 the vacuum permittivity. The conductance G of the sensor can 

be described with equation (3.4) [94]. The factor g is depending on the semiconductor 

geometry and can be used to define the prefactor G0 in equation (3.4). G0 is often assumed 

to be constant. The bulk conductivity is temperature-dependent with T −3/2 [84, pp. 19–

20], but the change of G0 is less sensitive compared to the exponential factor [94].  

 

𝐺 = 𝑔 · 𝜎𝑠 = 𝑔 · 𝑞 · 𝜇𝑒 · 𝑁𝑑 · exp (
−𝑞𝑉𝑠

𝑘𝑏𝑇
) = 𝐺0 · exp (

−𝑞𝑉𝑠

𝑘𝑏𝑇
) (3.4) 

 

However, publications also show mobile donors [62; 63; 87]. Therefore, the donor 

density Nd can be a function of time and position. Investigations show a reduced surface 

barrier as a result and also a change in the prefactor G0 [62; 63; 87]. 

In literature, also other mechanisms are suggested [93; 95]. Besides the ionosorption 

model, the oxygen-vacancy model (reduction–reoxidation mechanism) [93] exists. There 

is an indication for both. The dominating mechanism depends more on the material and 

the operating conditions, e.g. temperature, composition of gaseous phase or hydroxylation 

of the surface [93].  

The oxygen-vacancy model describes the sensor response of SnO2 through the Mars-

van-Krevelen mechanism. It is based on the alternating reduction and reoxidation of the 

surface by oxygen [93; 96]. Thus, no ionosorbed oxygen, but rather oxygen vacancies 

near the surface play the major role. In this case, surrounding oxygen or oxidizing gases 

in the atmosphere adsorb at the surface and the oxygen atom can fill the vacancy and 

restore a lattice oxygen anion (O2-
lat). The electron is taken from the conduction band and 

the conductivity decreases. If a reducing gaseous molecule, e.g. CO, is adsorbed to the 

surface, the CO reacts with a lattice oxygen anion and the oxidation product, CO2, 

 
2 “This simply assumes that the space charge in the solid near the surface is immobile and is independent 

of distance in the entire space charge region.” [91, p. 29] 
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desorbs. The resulting oxygen vacancy ionizes. The electron contributes to the 

conductivity and the conductivity increases. 

However, both mechanisms have critical points. The problem of the ionosorbed model 

is that there is no spectroscopic evidence of this mechanism yet. Pulkkinen et al. [97] did 

a kinetic Monte-Carlo simulation of the oxygen exchange on the surface and calculated 

that the dominant species changes from O2
− to O− at a temperature of 700 K. Gurlo 

remarked in a review in 2016 that “neither superoxide ions O2
−, nor charged atomic 

oxygen O−, nor peroxide ions O2
2− have been observed on SnO2 under the real working 

conditions of sensors” [88]. In 2021, Kostiantyn et al. [89] analyzed all charged O-related 

species on three naturally occurring surfaces of SnO2. They observed that two types of 

surface acceptors can form spontaneously upon the adsorption of atmospheric oxygen O2
− 

and O2−, depending on the surface. In contrast, the oxygen-vacancy mechanism near the 

surface dominates the spectroscopic studies and there is some spectroscopic evidence for 

this mechanism [98–101]. But Gurlo [93] mentioned three problems of the oxygen-

vacancy mechanism:  

• First, most of the studies under unrealistic experimental conditions (e.g. gas 

composition) cannot simply be transferred into a real-world application.  

• Second, the slow kinetics of oxygen exchange at the surface.  

• Third, the diffusion process in the oxide lattice. 

 For SnO2 the oxygen would have to migrate a small distance to become ionized in 

the bulk [81; 93]. This diffusion process is relatively slow and depends on the temperature 

[62; 63]. The diffusion coefficient is, however, measured for bulk material and can be 

much faster for porous polycrystalline material (grain boundaries) [93]. Degler [33] 

summarizes in a review the sensing mechanism for doped and loaded semiconductor 

material. He also shows the influence of oxygen vacancies near the surface. The oxygen-

vacancy mechanism could also be the origin of the typical drift behavior of MOS gas 

sensors [62; 63]. In 2019, Elger et al. [102] studied the mechanism of ethanol detection 

on SnO2 with operando Raman-FTIR (Fourier-transform infrared spectroscopy) and 

UV/Vis (ultra-violet/visible) spectroscopy. They show that the surface reoxidation 

correlates with the number of surface oxygen vacancies. However, this cannot explain the 

major sensor response and the “results show that ionosorption is of more general 

importance in (ethanol) gas sensing.” [102].  

Overall, there is no clear evidence for or against either mechanism. The two 

mechanisms probably overlap depending on the material, doping, loading, temperature, 

design, operation mode and so on. Still nowadays authors propose new theories for the 

gas sensing mechanism, for example Blackman (2021) in a perspective article with the 

title: Do We Need “Ionosorbed” Oxygen Species? (Or, “A Surface Conductivity Model 

of Gas Sensitivity in Metal Oxides Based on Variable Surface Oxygen Vacancy 

Concentration”) [95]. This shows that even 70 years after the description of the chemo-

resistive effect, further research will be needed to even prove the basic principle. 

Therefore, comprehensive physical and chemical modeling of complex material 

compositions (material composition, catalysts, morphologies and so on) is not yet feasible 

today. 

Since in this thesis the sensors are operated with fast temperature changes, the 

ionosorption mechanism is considered as dominant. The oxygen-vacancy mechanism 

would only cause secondary sensor changes with longer time constants. 
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3.1.4 Temperature Cycled Operation 

The aim of the measurement with a MOS gas sensor is the selective quantification or 

discrimination of one or more gases. Due to the broadband reactivity of MOS gas sensors, 

the sensor resistance correlates with a sum signal of almost all reducing and oxidizing 

gases in the atmosphere. Typically, a MOS gas sensor contains a single sensitive layer. 

Further, it is operated at constant temperature and the ohmic resistance is measured. With 

an optimized temperature and additional catalysts in the sensitive layer, an enhanced 

selectivity and sensitivity can be achieved, but a certain cross-sensitivity remains.  

More information is necessary for a selective measurement. This is often realized 

using a so-called multi-sensor [103]. There are different possibilities to create a multi-

sensor. One method is to create a physical multi-sensor with different single sensors 

containing different sensitive layers and reaction properties, e.g. due to different doped 

or decorated materials [2; 36]. Another solution is to create a sensor with different 

sensitive layers on one heater [6; 37]. Combining multiple sensors or layers is usually 

more expensive and sensor-specific aging over time makes automated compensation 

more complex. These drawbacks can be overcome by creating a virtual multi-sensor with 

only one physical sensor.  

The most common method is the temperature cycled operation (TCO) [40; 41]. In this 

case, the temperature of the sensitive layer is changed periodically to exploit the different 

temperature-dependent reaction properties. Moreover, several sensors with different 

sensitive layers combined with TCO can be used – creating a hybrid virtual and physical 

multi-sensor [40]. The approach of cyclic temperature modulation to increase the 

selectivity and sensitivity was already reported in 1974 [74; 75]. The information gain 

results from different effects: 

I. On the one hand, the information results from the static sensor response at 

different temperatures for multiple static sensors or slow temperature cycles. 

The sensor response depends on the temperature-dependent reactivity of each 

gas. 

II. On the other hand, the information results from the dynamic sensor response 

due to fast temperature changes. Fast temperature changes force the sensor 

from an equilibrium state to a non-equilibrium state, and the temperature-

dependent relaxation generates more information [94]. The relaxation of these 

non-equilibrium states to equilibrium states is caused by different coupled 

physical and chemical processes, with time constants between microseconds 

and hours [104, p. 12]. These processes go along with a change of the surface 

states, but it can also imply changes in the intrinsic state density. As also 

described in Subsection 3.1.3, we assume that due to the rapid temperature 

changes, the ionosorption mechanism dominates.  

In Figure 1 a temperature cycle with a step from a high (e.g. 400 °C) to a low (e.g. 150 °C) 

temperature is illustrated. On the left side grain boundaries at the high and low 

temperature for four states (isothermal and transient for both temperatures) are shown. 

The figure illustrates the Arrhenius plot in the middle and the logarithmic conductance 

for the same states on the right. At high temperature there is more ionosorbed oxygen on 

the surface compared to low temperature.  
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At point (1) the temperature is low, and the surface has a small concentration of 

ionosorbed oxygen on the surface. A fast temperature change from (1) to (2) occurs. For 

micromachined membrane MOS gas sensors, with thermal time constants of a few 

milliseconds, the surface states cannot change that fast and remain (nearly) constant due 

to the slower chemical processes. The conductance increases during this state transition 

only due to the temperature change. Therefore, to reach the equilibrium at high 

temperature more oxygen has to be ionosorbed. In point (3) this equilibrium is reached. 

A high density of surface states is observed and the conductance decreases. When the 

temperature changes again rapidly to the low temperature from point (3) to (4), the surface 

density does not change. A high number of ionosorbed oxygen remains on the surface 

and the conductance drops strongly, due to the exponential correlation. To reach the new 

equilibrium state the oxygen coverage has to be reduced. This relaxation to the new 

equilibrium highly depends on the gaseous composition of the atmosphere. Higher 

concentrations of reducing gases like carbon monoxide or hydrogen speed up the 

relaxation. This allows a large increase in sensor response compared to operation at 

constant temperature. A more detailed description of the TCO, the model conception and 

the possibilities are part of this work and are described in Section 4.1 Paper A and B. 

 
Figure 1: a) Schematic illustration of the stationary and transient states of a grain-grain boundary in 

temperature cycled operation. The lighter areas of the grains symbolize the depletion layer near the surface 

due to ionosorbed oxygen (shown schematically as O−). b) Illustration of the Arrhenius plot of the sensor 

signal with two temperatures. Solid line: States with rapid change in temperature. Dashed line: Relaxation 

at a constant temperature. Dotted line: steady states. c) Illustration of the logarithmic sensor conductance 

during the TCO. Solid line: States with rapid change in temperature. Dashed line: Relaxation at a constant 

temperature. [Paper A] 

3.2 Calibration 

3.2.1 What does Calibration mean? 

At the beginning of the development of MOS gas sensors, the aim was to create a 

sensor in static operation with a linear correlation to the measurand. Therefore, 

sophisticated data analysis was not required. Due to the limited selectivity, the physical 

or virtual multi-sensors were introduced, as described in Subsection 3.1.4. Especially 

with virtual multi-sensors, not only one, but practically infinite sensor signals are 

available for data evaluation. After 50 years of research, the gas sensing mechanism is 

still unclear as described in Subsection 3.1.3. Hence, no physical and chemical models 

are available to describe the complex interaction of gas sensors with the atmosphere. A 

further increase in complexity comes from variability of the sensitive layers with different 

material compositions and morphology. Due to the high complexity and lack of physical 
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and chemical models, multivariate methods are necessary to create empirical models to 

calculate different target values from the signals [41; 105].  

This calibration means model building using annotated data on the observed 

relationship between a dependent and one or more independent variables. The aim is to 

make estimates for the dependent variable based on new observations of the independent 

variables [106–108]. The term (statistical) calibration is not to be confused with the term 

calibration in measurement technology and metrology. The second case means the 

comparison of the measured value between a measurement system under test and a 

calibration standard [109].  

Calibration is one of the crucial steps during the development of gas sensor systems 

and involves many fields of expertise. As described above, MOS gas sensors are usually 

not selective. Therefore, the evaluation algorithm has to be calibrated to classify between 

target and interfering gases or to quantify the target gases independent of the interfering 

gases or other background conditions. Obviously, this means that for the calibration of a 

sensor or sensor system, full knowledge about the application and the background 

conditions is a prerequisite. Any evaluation or model can only be as good as the data it is 

trained on. This is well summarized in the well-known saying “garbage in, garbage out”. 

This means that a fully or sufficiently representative dataset is needed to create an 

empirical model for a defined application. Various methods have been established for the 

creation of such datasets. A distinction can be made between calibration in a real 

environment or in an artificial environment.  

In a real environment, calibration takes place directly in the application. Reference 

measurement systems measure on-site the concentrations of the target gases, which has 

for example been done for outdoor air pollution [110–113].  

In an artificial environment, calibration is usually performed in the laboratory with a 

gas mixing apparatus (GMA) or individual gases in a controlled environment. For an 

artificial environment, the design of experiment to create a statistically comprehensive 

training dataset for the data evaluation is one of the crucial steps. In the following, the 

generation of an artificial gas environment, the design of experiment and the data 

evaluation are discussed in more detail. 

3.2.2 Generation of an Artificial Gas Environment for Calibration 

3.2.2.1 Fundamentals of the Dynamic Generation of Gas Mixtures 

Gas sensors are typically characterized and calibrated using standard gas mixtures. 

The generation of standard gas mixtures can be divided into two groups: static or dynamic 

methods [114]. Table 1 gives an overview of different static and dynamic methods to 

produce standard gas mixtures. A description of the methods can be found in Namieśnik 

[114] and EN ISO-1:2019 [115]. 

Constant single gas mixtures, such as pressurized test gas cylinders, are normally 

produced with static methods. Static gas mixture generation can only be done with stable 

substances, whose storage is possible in the gaseous phase [114]. The measurements in 

this work were performed using dynamic methods, which are described in more detail 

below. Dynamic methods allow the continuous production of gas quantities [114] and 

also quick changes of the gas composition, which is necessary for a complex calibration. 
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ISO 6145 series describes the preparation of calibration gas mixtures using dynamic 

methods [115]. 

 
Table 1: Production of standard gas mixtures according to [114; 116]. 

Static 
Dynamic 

Pressurized Atmospheric pressure 

Gravimetric Single rigid chamber Gas stream mixing 

Partial pressure Multiple rigid chambers Injection 

Volumetric Flexible chambers Permeation 

 Diffusion 

Saturation/Evaporation 

Electrolytic 

Chemical reaction 

 

Gas stream mixing or flow dilution is a fundamental dynamic process for generating 

a standard gas mixture [116]. To achieve a desired concentration, flows of several single 

gases or gas mixtures at known rates are mixed. The gas flows can be produced by 

pressurized test gas cylinders, pressure controllers and flow restricting orifices or 

controlled leaks as well as electronically controlled by a mass flow controller (MFC). 

These techniques can also be combined with other methods like permeation or 

injection [116].  

Lower concentrations or higher dynamic ranges can be achieved by multiple dilution 

stages [116]. A versatile method to bring a gas or liquid into a base gas stream is the 

injection with injection devices like pumps or mechanically driven syringes [116]. The 

continuous mechanically driven syringe injection is the most commonly used method, in 

which the gas or liquid is injected with constant rate into the base gas stream followed by 

a mixing chamber [117]. Substance mixtures can also be injected.  

Test gases of organic components in the concentration range from a few µg/m3 to 

several mg/m3 can be generated with the permeation method [117]. A base gas stream is 

flowing through a temperature controlled permeation oven. In the permeation oven the 

organic substance is in an inert plastic tube, like PTFE, and is permeating through the 

walls of the tube at a constant and reproducible rate [116]. Each permeation tube can be 

gravimetrically calibrated for a specific temperature [116]. The loss of mass in the tube 

represents the mass of the permeating gas [116].  

A very similar method is the gas generation by diffusion. For this, the permeation tube 

is replaced by a diffusion vessel with a capillary tube of accurately known dimensions 

containing the volatile liquid [117]. The diffusion vessel is placed in a temperature 

controlled chamber and the liquid evaporates. The vapor diffuses slowly through the 

capillary tube into the base gas stream. With the diffusion rate and the flowrate of the 

base gas stream, the vapor concentration can be calculated [116]. 

Some substances in gaseous phase tend to adsorb at surfaces and are difficult to 

prepare with the static or presented dynamic methods [117]. Therefore, the saturation 

method should be used. The simplest setup is the bubbling method. A base gas stream 

flows through a bubbler filled with the liquid target substance. A vessel is connected 

downstream to separate any aerosols that may be carried by the gas flow [117]. The 
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saturated vapor concentration can only be achieved with a sufficiently long contact time. 

To achieve a complete saturation, the bubbler can be controlled at a temperature T1 and 

the saturated gas can be led into a condenser with a temperature T2, where T2 is smaller 

than T1. With a high enough temperature difference a complete saturation can be ensured 

[117]. Evaporation can also be actively done in an evaporator with integrated heater. The 

liquid is added with a pump or syringe into the evaporator, which is flushed with a defined 

flow of carrier gas controlled with a mass flow controller. The heat evaporates the liquid, 

which is diluted by the carrier gas flow [118]. The concentration can be controlled by the 

ratio of carrier gas and added liquid.  

Gas generation through chemical reaction is another method. Examples are the 

generation of ozone or nitrogen oxide [119; 120] and also the generation of 

hydrogen [121; 122]. 

3.2.2.2 Gas Mixing Apparatus 

Gas mixing apparatuses (GMA) are systems for dynamic generation of gaseous 

mixtures. At the Lab for Measurement Technology (LMT), there exist different GMAs 

which combine dynamic methods for gas generation, presented in Subsection 3.2.2.1. The 

GMAs are described in other publications [42; 43; 123]. They are operated with an 

automated sequence control software, called GRUpy [124]. GMAs at LMT use gas 

stream mixing. Different gas line modules are connected to a mixing chamber to generate 

a gas mixture. The carrier gas stream can be mixed from three gas lines which provide 

dry and humid zero air as well as nitrogen. The gas sensors can be characterized at 

reduced oxygen atmosphere by increasing the nitrogen concentration. Into the carrier gas 

stream different gases can be injected with further gas lines. These gases can be provided 

by different dynamic gas generation methods like flow dilution, permeation or saturation.  

For generating trace gas mixtures in the range below 100 ppb, a clean carrier gas, i.e. 

zero air, is necessary. Zero air is generated from pressurized air by a zero air generator 

(GC Plus 15000 Zero Air Generator, VICI Inc.). It contains a multistage filtration to 

transform the incoming compressed air into zero air. A pressure swing adsorption dryer 

removes water vapor. A scrubber removes carbon dioxide, nitrogen oxide and ozone. In 

a final step, a high-temperature catalyzer removes carbon monoxide, hydrogen and 

hydrocarbons. 

MFCs control the flows, which are based on a pressure difference between input and 

output. A mass flow sensor measures the flow, and a proportional valve with a closed-

loop feedback controller controls it. Dry zero air and nitrogen are controlled with one 

MFC each to generate a carrier gas stream. Humid zero air is generated by the bubbling 

method. For this, again controlled by an MFC, dry zero air is brought in a wash bottle 

filled with HPLC (high performance liquid chromatography) grade water. The gas 

distribution in the water is optimized by a fritted glass filter to reach a high saturation 

state. The humid gas stream is flushed into a second wash bottle filled with glass wool to 

filter water drops. The two wash bottles are in a temperature controlled water bath at 

20 °C. The temperature is cooler compared to the room temperature of 22 °C and this 

avoids condensation. This means that the maximum relative humidity at 22 °C is limited 

to 89 %, which corresponds to the full saturation at 20 °C. 

Gases or gas mixtures from pressurized gas cylinders can be injected by single or two-

stage dilution. For the single-stage dilution, the pressurized gas cylinder is connected with 
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a pressure regulator to the injection MFC, which controls the gas injection flow. For faster 

gas changeover, a 3/2-valve is placed between the MFC and the gas mixing chamber. The 

gas flow can be redirected to the exhaust to flush the gas line. For two-stage dilution, a 

predilution stage is placed between the pressurized gas cylinder and the injection MFC. 

The predilution stage contains one MFC for the target gas or gas mixture and a second 

MFC for carrier gas, normally dry zero air. The target gas is mixed with dry air in a mixing 

chamber, e.g. a long 1/16” stainless-steel tube for diffusion mixing. The gas mixture after 

the predilution stage is kept at an overpressure to achieve a pressure difference between 

input and output of the injection MFC. The pressure is controlled with an overpressure 

valve which vents to the exhaust. A single dilution gas line has a dynamic concentration 

range of 1:50 which can be increased with a predilution step to up to 1:1250003. 

Substances with low vapor pressure that cannot be provided in pressurized gas 

cylinders are generated with the permeation method in the GMAs at LMT. A MFC with 

dry zero air or nitrogen flushes a permeation oven with one or more permeation tubes. 

The carrier gas with the permeated substance is kept at overpressure with an overpressure 

valve, like the predilution stage. The gas mixture is injected with another MFC into the 

main gas stream. 

A different concept of gas mixing apparatus was developed at the Joint Research 

Centre (JRC) in Ispra, Italy. The concept and setup are described in detail in [125; 126]. 

This GMA is also based on different dynamic methods for gas generation. The special 

feature is an “O”-shaped ring-tube system as exposure chamber with reference 

measurement systems and a feedback loop for the concentration adjustment of numerous 

gaseous components. The GMA allows controlling numerous gaseous mixtures including 

benzene, toluene, m/p-xylene, ethane, propane, n-butane, n-pentane and ozone. All gases 

except ozone are generated based on the dynamic dilution principle, as described before, 

with MFCs and higher concentrated gas from pressurized gas cylinders injected into zero 

air. The concentrations of the gaseous components inside the ring-chamber are measured 

using a PTR-MS (proton-transfer-reaction mass spectrometer). The measured 

concentrations are processed in a specific LabVIEW software with multiple proportional-

integral-derivative (PID) feedback loops to ensure the stability of the concentration.  

Two MicroCal 5000 Umwelttechnik MCZ GmbH generators generates Ozone, which 

dissociate O2 molecules with UV light. The resulting reactive O* atoms combine with O2 

molecules and form O3. The TEI 49C UV-photometer from Thermo Environmental Inc. 

controls the generated ozone. The software also controls the temperature, relative 

humidity and wind speed are. Humidified air is also generated with the bubbling method 

and an MFC. Temperature is controlled with a cryostat and wind speed by internal fans. 

Additionally, reference values are measured by a gas chromatograph with a photo 

ionization detector (GC-PID 955 from Syntech). 

Richter et al. [117] developed a GMA at BAM (Bundesanstalt für Materialforschung 

und -prüfung) fully based on evaporation. Pure liquid substances of the individual 

component are filled into stainless-steel bottles, so that a sufficiently large gas space is 

retained above the surface of the liquid. Each stainless-steel bottle is placed in a thermally 

 
3 Calculated for a carrier gas flow of 1000 ml/min. The injection and the pressurized gas cylinder MFCs 

have a maximum flow of 10 ml/min, the predilution MFC of 500 ml/min. The minimal opening for all 

MFCs is 2 %. 
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insulated alumina chamber, which can be temperature controlled with a Peltier element. 

The inert carrier gas nitrogen is brought via a capillary in the top of the substance bottle. 

The resulting gas mixture due to the evaporation flows out through a second capillary. 

The resulting gas mixtures of each bottle are mixed into a mixing chamber (desiccator) 

with purified and humidified air. The carrier gas is air filtered through activated charcoal, 

but no catalytic removal. Therefore, not all inorganic gases, like hydrogen or carbon 

monoxide, are removed. For a homogeneous gas distribution, the desiccator has an 

integrated ventilator. The flow through several bottles is controlled with one single MFC, 

which is split into sub-flows by the flow resistances of the capillaries to the bottles. The 

gas concentration of each substance can be controlled via the length of each capillary. For 

a faster change of the concentration, more than one MFC and mixing chamber needs to 

be used. This is described in Paper E (Section 4.3). 

3.2.3 Design of Experiment 

Design of experiment (DoE) is critical for calibration and a prerequisite for the success 

of a system in its final application. The calibration model in an artificial environment can 

be almost perfect, but it still fails in the field tests. Therefore, field tests are a crucial 

validation of successful calibration [127; 128]. One main issue hindering successful field 

tests is the lack of appropriate realistic DoEs for gas sensor systems in complex 

environments. DoE is in many works a vehicle to show the performance of new materials 

or data processing methods [44–54]. Such DoEs often consist of a few fixed concentration 

levels per gas. In this case, the sensor is exposed only to a single target gas at a time. The 

resulting data are easy to evaluate and understand in terms of sensitivity, selectivity and 

speed of response. But they usually do not represent complex real-world scenarios and 

are of little use for this purpose. Nearly every application requires selective, quantitative 

measurements in an ever-changing background of interfering gases, for example 

industrial fire detection [1; 2; 36], automatic ventilation flap control in automobile 

industry [77–79], air quality monitoring [10; 128], breath analysis [4; 5], detection of 

explosives [129] or nerve gases [130]. DoEs with single gases do not reveal any masking 

effects or other gas interactions altering the sensor response for these applications. In 

some publications, this is considered by performing calibration with gas mixtures [39; 48; 

51; 52; 55–59]. These studies use for DoE between three and five fixed concentration 

levels for each gas. The usage of too few levels for the quantization of a continuous 

quantity or classification of different substances easily leads to overfitting. This is shown 

for regression models with artificial neural networks (ANN) and partial least squares 

(PLS) in [55] or for classification in [60]. Therefore, for successful field tests, a more 

sophisticated DoE is necessary. In Paper 3 (Section 4.2) the DoE based on random gas 

mixtures is presented. 

3.2.4 Multivariate Data Evaluation  

3.2.4.1 Data Evaluation Chain 

The data evaluation chain contains several steps. Before starting the data evaluation, 

the data integrity needs to be checked. All signals in one cycle have to be annotated to the 

related observation. The dataset must be split into different subsets for model training, 

optimization of hyperparameters in a validation step and testing the final model 
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(Subsection 3.2.4.2). Known outliers have to be removed and missing data needs to be 

interpolated. In a preprocessing step, cycles can be smoothed, filtered or standardized. In 

the next step a dimensionality reduction takes place (Subsection 3.2.4.3). The aim is to 

reduce the number of signals per cycle through feature extraction and selection. 

Depending on the target regression or discriminant analysis (Subsection 3.2.4.4) can be 

done for quantification or classification in a training step. Performance metrics have to 

be selected, and the hyperparameters of the model can be optimized by using the 

validation dataset. The optimized model could be tested with the remaining test subset. 

For the data evaluation different software tools and frameworks like MATLAB (Statistics 

and Machine Learning Toolbox or Deep learning Toolbox) or Python (scikit-learn, Keras 

or TensorFlow) are available. At LMT, a MATLAB toolbox named DAV3E was designed 

[124; 131]. The aim was to optimize the workflow for the data evaluation of cyclic data. 

Further information about DAV3E can be obtained in Paper 4 (Section 4.2). A complete 

overview about statistical data evaluation and machine learning can be found in [132–

134]. 

3.2.4.2 Resampling: Training, Validation and Testing 

For creating a model with good generalization performance [135] the resampling of 

data, i.e., data splitting for training, validation and testing, is of underestimated 

importance. 

Parameters of a classifier or regressor are fitted with the training subset. 

Hyperparameters for controlling the machine learning process are optimized with the 

validation subset. Using different subsets avoids overfitting4. Performance of the final 

model is assessed based on the test subset. Sometimes only a training and validation or 

training and testing subset is used for building a model. To simplify the explanations 

below, only one training and validation subset will be used. 

There are different methods for data splitting. The validation set approach or hold-

out method is the easiest way to split the data [132]. A randomly selected ratio of the 

dataset, for example 80 %, is selected for training and the rest, in this case 20 %, for 

validation. The problem of this method is that the resulting performance depends strongly 

on the selected observations for training and validation. That makes it difficult to tell 

whether the model generalizes well [132]. The reason is that the randomly selected 

subsets are not necessarily representative of the whole dataset. It is generally difficult to 

decide whether an observation is representative or not [134]. Especially for datasets with 

uneven class5 sizes or only a few observations, this random hold-out can lead to unclear 

and varying results.  

One possibility to improve the method is stratification. In the case of classification, 

each class of the dataset is represented in the same ratio in the training and validation 

subsets [134]. For regression, it is not that simple, because with continuous data there are 

no clear classes. The continuous data has to be split into representative classes, e.g. sorted 

stratification [136]. For sorted stratification, the observations are sorted based on the 

target variables. Then, the sorted observations are split in k equal classes, or the target 

value range can be split in k ranges. The splitting can be for example equidistant or 

 
4 “Models that contain more unknown parameters than can be justified by the data.“ [328] 
5 Classes describe observations with the same target value. 
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another distribution. The observations are sorted into these classes. An alternative 

selection is based on the DUPLEX algorithm. Here, the two observations with the farthest 

target values are included alternating into the calibration and validation subset [137; 138]. 

When the desired number of observations for the validation subset is achieved, the 

remaining observations are put into the training subset [138]. 

A statistical method to mitigate the impact of the resampling selection is to repeat the 

process of hold-out with different randomized data splits, called repeated hold-out [134, 

p. 153]. However, this does not ensure that every observation is selected at least once for 

both the training and the validation. 

 A more sophisticated method is cross-validation [132, pp. 176–186; 134, pp. 152–

154]. There are different cross-validation methods, like leave-one-out cross-validation or 

k-fold cross-validation [132, pp. 178–183]. Leave-one-out cross-validation has for N 

observations N repetitions. In each repetition one of the observations is iteratively used 

for validation and the other N-1 observations for training. After N repetitions each single 

observation was predicted for the validation and an average performance value can be 

calculated. A disadvantage is the high computing expense for large datasets. For k-fold 

cross-validation the dataset is split into k randomized or stratified subsets. In each of the 

k repetitions, one of the k subsets is iteratively selected for validation.  

Another resampling method is bootstrapping, which is based on resampling with 

replacement. The resampled training subset have the same number of observations as the 

original dataset. Observations selected for validation are replaced in the training subset 

with other observations in the dataset that are not selected for validation. The resulting 

training or validation subsets have multiple instances of an observation. A more in-depth 

description of bootstrapping can be found in [139].  

10-fold stratified cross-validation is often performed based on some publications 

[134; 140; 141] which tested bootstrapping against cross-validation methods. However, 

also 5- to 20-folds is typically used [134, p. 153]. In [140] bootstrapping shows low 

variance, but huge bias on some problems. However, there is often not much of difference 

between k-fold cross-validation and bootstrapping [142]. 

An extension of all described methods is group-based resampling. For example, a 

calibration of a gas sensor with a GMA, could include four consecutive observations for 

the same gas mixture. These four observations are not statistical independent and must be 

considered as one group. Therefore, if only two of these four dependent observations are 

left out from the training, it is nearly the same as if the same observation is used for 

training and validation. This would result in an overoptimistic estimation of the model 

performance [60]. Therefore, in a group-based hold-out validation or k-fold cross-

validation not only one observation is assigned to the validation or training subset, but 

the whole group. 

Moreover, a cascade of cross validation for validation and testing is possible and is 

called nested cross validation [143–145]. Nested cross validation is used for 

hyperparameter optimization and to avoid overfitting [146; 147]. For k, j-fold nested cross 

validation, the dataset is split into k outer folds. Each training subset of the outer fold is 

split into j inner folds as well for inner training and validation. Then, the inner model with 

the best performance (e.g. the lowest minimal error or variance) is applied to the outer 

test fold. A final model is created with the best outer fold model. 
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3.2.4.3 Dimensionality Reduction 

The number of independent variables (i.e. raw sensor data) can be reduced by 

dimensionality reduction. The relevant information is extracted, and overfitting is 

avoided. There are different types of dimensionality reduction methods. They can also be 

applied in parallel or in series. They can be divided into feature extraction and feature 

selection methods.  

Feature extraction can be performed manually or automated [148–151]. Manual 

feature extraction is also called feature engineering because knowledge about the field of 

interest is beneficial. Statistical features can be, for example, the mean, variance, 

skewness or kurtosis of the whole raw data of one observation (cycle) or only a part of 

the cycle [40; 152; 153]. By understanding the raw data, features based on physical 

models ("model-based features”) can be extracted in addition to statistical features. 

Model-based features can be based on physical or chemical models of the sensors [41; 

154]. Model-based feature extraction methods for MOS gas sensors are part of this thesis 

and described in the papers in Section 4.1. 

Automated feature extraction is performed with methods like adaptive linear 

approximation (ALA), principal component analysis (PCA), best Fourier coefficients 

(BFC), linear discriminant analysis (LDA), best Daubechies wavelet (BDW) or 

autoencoders. A deeper view into automated feature extraction and its methods can be 

found in [124; 131; 148–151]. For MOS gas sensors in TCO the methods ALA, PCA and 

LDA are the most widely used automated feature extraction methods. ALA splits a cycle 

into linear segments with variable length. The algorithm presented in [151] extracts the 

mean and slope of each segment of the cycle, which is also implemented in the software 

DAV3E [124; 131]. The number of segments and the segment length is calculated 

automatically depending on the approximation error and/or the desired number of 

features. PCA is an unsupervised algorithm, which means that the algorithm needs no 

information about the targets. PCA helps to reduce highly correlated data to a smaller 

number of variables. These are called principal components, that collectively explain 

most of the variance in the original data [132, p. 374]. The orthogonal linear 

transformation transforms the data to a new coordinate system so that the first principal 

component direction is along the direction of the largest variance of the dataset. LDA is 

a supervised algorithm, which means that the algorithm requires the information about 

the observations, i.e. target values. LDA is used to create a linear classifier, but also for 

dimensionality reduction, which is considered here. The term LDA is often used as a 

synonym with Fisher's linear discriminant. Fisher's linear discriminant function optimizes 

the data projection so that the within-scatter (variance of the observations in a class) is 

minimized, while the between-scatter (distance between the group mean values) is 

maximized [155; 156, p. 215 ff.]. 

Feature selection is an approach to use only a subset of all available features. This is 

necessary if the number of features exceeds the number of observations. On the one hand 

to reduce overfitting and on the other hand to use all available features if it is technically 

not possible. There are different approaches for feature selection. They can be divided 

into three types: filter, wrapper and embedded methods [157]. Filter-type feature 

selection algorithms select features based on the feature importance. The feature 

importance is only based on a characteristic of the feature, like the feature correlation to 
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the target value or the feature variance. The model is trained only with the subset with the 

best performing features. 

 One drawback is that there is no feedback-loop back to the feature selection. 

Wrapper-type feature selection algorithms are methods which combine feature selection 

with model training. A model is trained with a feature subset and the performance is 

measured. In a next step, features are added or removed with a selection criterion. A 

feedback-loop enables the optimization of a selection criterion. The algorithm is repeated 

until a desired stopping criterion is fulfilled. In an embedded-type feature selection 

algorithm the feature selection is part of the model training. The model algorithm selects 

features based on its learning progress, e.g. the least absolute shrinkage and selection 

operator (LASSO) [158], regularized trees [159] or decision trees [160]. In the following, 

filter and wrapper methods will be discussed in more detail. 

A filter-type feature selection requires a kind of ranking algorithm according to some 

criterion. Pearson correlation determines the linear relationship between a specific 

feature and the target values. The higher the correlation coefficient, the more important 

the feature. Another method for feature scoring is based on the Relief algorithm from Kira 

and Randell for two-class problems [161]. The idea behind the Relief algorithm is to 

estimate the importance of features based on the goodness of discrimination between two 

observations which are close to each other. For multi-class problems the Relief algorithm 

is extended to ReliefF [162; 163] and for regression to the RReliefF [163; 164] algorithm. 

Another feature selection is based on Neighborhood Component Analysis (NCA) which 

is a non-parametric function. NCA performs a linear transformation of the features with 

the aim of a new distance metric in the transformed space maximizing the prediction 

accuracy of a regression and classification algorithm [165–167]. For the partial least 

squares algorithm for regression (PLS regression or PLSR), there are different weighting 

criterions to select the important features. Wold et al. introduced the well-known variable 

importance on projection (VIP) parameter for PLS projections [168]. It is the weighted 

sum of squares of the PLS weights for each feature, considering the amount of explained 

variance by each PLS component [169, Ch. 4.6.3]. A detailed description can be found in 

Eriksson et al. [169, Ch. Appendix II]. An overview over different approaches can also 

be found in [170]. 

Wrapper-type feature selection combines iterative search algorithms and model 

performance evaluation [171]. The optimal way to find the model with the best 

performance is to calculate it with all possible combinations of features. Wrapper type 

selection methods tend towards overfitting because they involve training with different 

combinations of features. Therefore, a good validation procedure is necessary [160]. The 

space of feature subsets grows exponentially with the number of features [157]. The 

number of models to be computed can be reduced by heuristic search methods. The 

simplest case is the sequential feature selection. It can be distinguished between 

sequential forward feature selection and sequential backward feature elimination [172, 

p. 234 ff].  

For the sequential forward feature selection, the performance criterion for each 

feature is calculated, and the best feature is selected. In the next step, the criterion for all 

possible two-dimensional vectors that contain the best feature from the first step and a 

second feature is calculated. The best two-dimensional feature vector is selected. In each 

further iteration, the feature which improves the model most will be added to the 
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selection. The algorithm ends when a stopping criterion is satisfied. The sequential 

backward feature elimination works backwards and therefore starts with training a model 

with all features. In each iteration, the feature with the lowest influence on the model 

performance is eliminated from the selection. Both methods have a similar limitation. The 

forward selection can not remove features after adding another feature [173]. Moreover, 

the backward selection has no possibility to reevaluate the usefulness of a feature after it 

has been removed [173]. To eliminate these limitations, there are algorithms that allow 

the addition and removal of features. Two of these algorithms are sequential forward and 

sequential backward floating feature selection methods [173].  

A less computationally intensive method for sequential backward feature elimination 

is called recursive feature elimination (RFE), which is described by Guyon [174]. The 

RFE algorithm is based on the selection of a feature subset according to the top-down 

principle like the sequential backward feature elimination. In the first step, the 

classification or regression method is trained with the full feature set. According to the 

weighting factor of the used machine learning algorithm, one or more features with the 

lowest weighting are eliminated. The model training is performed again without these 

features. This is repeated iteratively until a predefined number of features or a certain 

accuracy is reached. This means that not so many feature combinations have to be tried 

out in comparison to sequential forward or backward feature elimination. Further, more 

than one feature at a time can be removed from the subset. Different combinations with 

machine learning algorithm exist. For classifications, combinations with support vector 

machines (RFE-SVM) [174] or with linear discriminant analysis (RFE-LDA) [175] are 

possible. Regression algorithms like support vector regression (RFE-SVR) [176] or 

partial least squares regression (RFE-PLSR) [177] can be combined with RFE. Other 

search methods can also be used such as best-first search, hill-climbing or beam 

search [160].  

3.2.4.4 Regression 

Machine learning algorithms can be divided into two different groups, classification 

and quantification. Both can be further divided into supervised and unsupervised 

methods, which means training with known or unknown targets. Since this work only 

aims to quantify gas concentrations with sensors calibrated in a gas mixing apparatus with 

known gas concentrations, supervised regression methods are used. An overview about 

different supervised and unsupervised methods for classification and quantification can 

be found in [132–134]. 

The linear regression aims to find a scalar expression between a response (or 

dependent variable) and one (simple linear regression, LR) or more (multiple linear 

regression, MLR) predictors (or independent variables). The most common estimator for 

linear regression is the (ordinary) least squares (OLS or LS) method. The idea behind the 

method is to reduce the sum of the squared errors between the target variable and the 

model prediction.  

MLR requires statistically independent predictor variables, i.e. there is no correlation 

between any pair of them [178]. For numerous regression problems, however, this 

requirement is not satisfied. But there are extended regression methods which address this 

issue. A regression method based on PCA is the principal component regression (PCR), 

which is not to be confused with the SARS-CoV-2 polymerase chain reaction (PCR) test. 
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In a first step, a PCA is performed, and the non-correlated principal components (PCs) 

are used as the new independent variables. A regression with OLS is performed between 

the PCs and response values. The resulting regression coefficients are then transformed 

back into the original space. PCA is an unsupervised method, thus, if the target variable 

correlates with a direction of low variance in the dataset the performance of this method 

drops.  

Wold et al. introduced a supervised method for transformation and regression which 

is called partial least squares regression (PLS regression or PLSR) [168]. PLSR is the 

most used regression in chemistry and technology [179]. PLSR transforms both the 

predictor variables and target variable(s) into new spaces before regression. Different 

algorithms exist for PLSR calculations, like SIMPLS [180] or NIPALS [181]. The 

algorithms allow the simultaneous modelling of several target variables and also to 

analyze data with numerous strongly correlated and noisy predictor variables [179].  

There are further regression methods available. Examples are support vector 

regression (SVR) [182, Ch. 5], logistic [183] or Gaussian process [184] regression, which 

can also be fitted to non-linear problems. Linear and non-linear problems can also be 

fitted with neural networks [185] or regression trees [183] but these methods tend to 

overfitting.  

The assessment of a regression requires a quality measure. There are different quality 

measures reported in literature [186]. The most common one for regression is the 

coefficient of determination or R2. It is a pure statistical measure which describes the 

proportion of variance for a dependent variable which is explained by the regression 

model. Also, the mean squared error (MSE) or the root mean squared error (RMSE) can 

be used as quality measure. The use of different quality measures is discussed in Paper 3 

(Section 4.2.). 

3.3 Indoor Air Quality 

3.3.1 Fundamentals  

A study of 44 U.S. cities in the 1960s [15] and the “National Human Activity Pattern 

Survey” (NHAPS) from 2001 [187] conclude that people in North America and Europe 

spend 90 % of a day indoors. This includes 60 % of the time in their homes [188]. In a 

2018 YouGov survey, 16,000 homeowners in Northern Europe and North America were 

asked how much time they spend indoors. On average, it was only 66 % of the time during 

the day [189; 190]. Obviously, there is a mismatch between the reality and the assessment 

of people. Most people in the industrialized world spend almost all of their lifetime in an 

indoor location. Therefore, a good indoor air quality (IAQ) is necessary for a healthy and 

comfortable life.  

“Research directed at indoor air pollution and its adverse health effects began in the 

late 1960s and early 1970s. Investigation in this area was subsequently stimulated by 

concerns that reduced ventilation of buildings for the purpose of energy conservation 

would increase pollutant concentrations and lead to adverse effects on health.” [15]. The 

relationship between indoor and outdoor air pollution was investigated [191; 192] and it 

is evident that the major factor of human exposure to many pollutants is the inhalation of 

indoor air [15; 193]. A bad IAQ with high pollutant load or outside the well-being zone 

of persons can have adverse health effects like fatigue, headaches, irritation of the mucosa 



 

27 

 

and eyes, skin rash – in sum known as the sick building syndrome (SBS) [12; 17; 194] – 

as well as long-term effects of genotoxic or carcinogenic pollutants. A better insulation 

of buildings for energy and climate reasons can have a negative impact on IAQ as air 

exchange rates are reduced to save costs [195]. “Over 2 million disability adjusted life 

years6 (DALY) are annually lost in the European Union due to compromised indoor air 

quality, but this burden of disease can be reduced by adjusting ventilation, filtration of 

intake air and by controlling indoor sources” [196]. Therefore, the determination and 

assessment of chemical contaminants in the air of indoor rooms is an important field for 

people’s health and well-being. Indoors means, according to DIN EN ISO 16000-1:2006-

06 [197], all private living rooms, rooms in public buildings (e.g. hospitals, sports halls, 

libraries and restaurants), workrooms and workplaces in buildings that are not subject to 

regulations on hazardous substances and also interiors of motor vehicles and public 

transports. The IAQ is not only determined through the measurement of pollutants and 

hazardous substances in the air, but also of variables that are essential for human comfort. 

Therefore, IAQ contains several factors like temperature, humidity and air movement 

[12–14], carbon monoxide (CO), ozone (O3), the radioactive radon, volatile organic 

compounds (VOC), like formaldehyde or benzene [13; 15–18]. Also, particles (PM2,5, 

PM10), mold and fungal spores, asbestos or synthetic mineral fibers are significant factors 

[13; 15; 17; 18] for IAQ. Since the variables for IAQ are diverse and a toxicological or 

health assessment is not always feasible, there are different assessment concepts in the 

World. In Germany, there are legally binding limit values, health-/hygiene-/toxicology-

based guide and guideline values as well as statistical reference values which are shown 

in Table 2 [196].  

For various substances, the German environmental agency (UBA, Umweltbundesamt) 

and the World Health Organization (WHO) published different assessment values 

(reference, guideline, guide and limit values). In Table 3 there is a list with a selection of 

different substances and their assessment values. Limit values only exist for a few 

substances like benzene, carbon monoxide or particles. Most values are guideline or guide 

values which are not legally binding and therefore are less monitored or there is no 

mandatory monitoring. There are also hygienic-based guideline values with indicative 

meaning. Indicator values like carbon dioxide (CO2) or total VOC (TVOC) are also used 

for IAQ.  

CO2 concentration is an indicator for humanly emitted VOCs and other gases, and it 

is still used as an indicative IAQ parameter today [20]. Usually, the CO2 concentration 

reached indoor itself does not have health effects or influence on human productivity [20]. 

The concept of CO2 as indicator for humanly emitted VOCs is comparatively old and is 

based on a publication from Pettenkofer in the year 1858 [19]. He investigated the need 

for ventilation and assumed that the greatest influence are the different VOCs in air, which 

are responsible for observable odors. Often the Pettenkofer number of 1000 ppm CO2 is 

mentioned as the limit for bad air. “Although the Pettenkofer number is widely used, the 

significance of this indicator is not sufficiently clear from today's point of view, as the 

situation indoors no longer corresponds to the conditions of housings at that time.” [20]. 

 
6 “An attempt to measure the suffering caused by an illness that takes into account both the years of potential 

life lost due to premature mortality as well as the years lost due to a disease or health condition. One DALY 

represents the equivalent of the loss of one year of full health. Useful in comparisons across diseases and 

in setting national and international health priorities.” [328] 
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Therefore, UBA calls a 3-stage evaluation system for CO2 (Table 3). Therefore, direct 

measurement of VOCs is desirable. VOCs are a group of over thousands of substances 

and more than 350 from them could be typically measured in indoor environments [21; 

198]. In 1858 it was impossible and also today it is difficult to achieve. A second aspect 

is that indicative CO2 measurement assumes, that the main source for odors and VOCs 

indoors are humans. However, not everyone emits the same amount of VOCs at every 

time and this does not cover other VOC sources. The variety of sources today is high, for 

example furniture, plastics or activities such as cooking or cleaning. Assuming that VOCs 

are a cause of poor IAQ, VOC must be measured directly, which is hardly possible given 

the available analytical methods and comes with well-known drawbacks like long 

sampling intervals and time needed for the analyses as well as high costs. However, health 

effects of individual VOCs on humans are also not clear and there are only guideline 

values for a few substances [199]. Therefore, the UBA defined a five level evaluation 

system for total VOC (TVOC) in Table 3 [199], based on the concept of Seifert [200]. It 

should be noted that the definition of TVOCs does not refer to all VOCs. It only refers to 

those VOCs which are measured with the analytical method defined in ISO16000:6 [201], 

by which, for example, formaldehyde or ethanol cannot be measured. The definition, 

distribution and measurement methods of VOCs are discussed in more detail in the next 

sections. 

 
Table 2: Assessment concept for indoor air quality in Germany according to VDI 6022-3:2011-07 [202]. 

Assessment 

Concept 
Definition Comment 

Reference value 

(Referenzwert) 

Statistical state description; mapping of the indoor situation 

only at a specific time period for a defined indoor space under 

defined measurement conditions. [203] 

Not based on 

health; not legally 

binding. 

Guideline value 

(Leitwert) 

“Health-/hygiene-based assessment value for a substance 

knowledge about which does not suffice to derive a 

toxicology-based guide value.” [202] 

Not legally 

binding. 

Guide value 

(Richtwert) 

“Toxicology-based value derived from suitable findings about 

the toxic effects and the dose-effect relationship of the 

substance in question.” [202] 

Guide value I: “The guide value I is the concentration of a 

substance in indoor air at which, within the framework of an 

individual substance consideration, no adverse health effects 

are to be expected according to the current state of 

knowledge, even in the case of lifelong exposure of sensitive 

persons.” [199] 

Guide value II: “The guide value II represents the 

concentration of a substance in the indoor air, which, if 

reached or exceeded, requires immediate action, as this 

concentration is likely to endanger the health of sensitive 

persons, including children, especially if they stay in the 

rooms for a long time.” [199] 

Not legally 

binding but may 

acquire legal 

significance. 

Limit value 

(Grenzwert) 

“Legally specified assessment value to be observed; any value 

must be sufficiently less than the limit value.” [202] 

Legally binding; 

legislative or 

administrative 

limit values. 
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The awareness of clean air and low emission of hazardous substances from, for 

example furniture, building materials or toys is rising. For low emission materials or 

furniture several labels with governmental assistance were introduced, like Blauer 

Engel [204] in Germany, Indoor Climate Label [205] in Denmark and Norway, M 1-

Emission Classification of Building Materials [206] in Finland or the Émissions dans l’air 

intérieur [207] in France. Also, some labels from the private sector, like the Eco Institut-

Label [208] or natureplus [209] in Germany have been established.  

Outdoor air monitoring of particulate matter, nitrogen oxides and ozone have also 

become common practice, especially in Europe, as there are clear limit values for these 

pollutants [210].  

In contrast, continuous monitoring in indoor air is not widely established. In the past, 

measurements were usually taken only based upon reasonable suspicion to verify guide 

and guideline values, due to the expensive and slow analytical measurements. As the 

awareness of clean indoor air is increasing and the well-being and health also affects the 

productivity of people, clean air and monitoring IAQ in buildings is gaining importance. 

The WELL Building Standard of the International WELL Building Institute [211] was 

established, which, among other things, provides requirements and recommendations for 

continuous IAQ monitoring [212].  

One method for improving indoor air quality is optimized ventilation. Nowadays, 

there are two established concepts for controlling mechanical ventilation. One concept is 

that the systems deliver a continuous flow of fresh air to generate a constant air exchange 

in the room, the constant air ventilation (CAV). The other concept is the controlled 

mechanical ventilation, either with a manual control, i.e. user-controlled or demand-

controlled ventilation (DCV). DCV can be a cost- and energy-efficient alternative to CAV 

[213; 214] and can also be profitable [214]. A special case is the sensor-based DCV 

(SBDCV). The SBDCV is not standard yet but rather a niche market. In 1998, for Fisk et 

al., key constraints are the high price of CO2 sensors, the fact that CO2 sensors do not 

respond to indoor pollution and inadequate performance of many VOC sensors [213]. For 

offices and meeting rooms with several people some newer studies showed an improved 

air quality with SBDCV in schools or office spaces in parallel with energy savings [215; 

216]. In both studies the ventilation was controlled based on CO2 measurement and 

Mysen et al. [216] compared CO2-DCV with infrared (IR) occupancy DCV. The results 

show that IR-DCV is cheaper, but CO2-DCV saved more energy. 
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Table 3: Example of assessment values of substances/sum values in indoor air. 

Substance or 

Sum Values 
Assessment Values 

Carbon dioxide 

(CO2) 

(Hygienic) guideline7 values (UBA) [20]:  

(1) < 1000 ppm: harmless 

(2) 1000–2000 ppm: elevated 

(3) > 2000 ppm: unacceptable 

Carbon monoxide 

(CO) 

Guideline values (WHO/UBA) [217]: 

• 80 ppm for 15 min 

• 28 ppm for 1 h 

• 8 ppm for 8 h 

• 5.6 ppm for 24 h 

Limit Value (39. BImSchV and 2008/50/EG) [210; 218]:  

• 10 μg/m3 (8 ppm) for 8 h  

Particles  

(PM2,5) 

Guideline values (UBA) [219]:  

• 25 μg/m3 24-hour mean without any absence of indoor specific dust 

sources. 

Guideline values (WHO) [220]:  

• 10 μg/m3 annual mean. 

• 25 μg/m3 24-hour mean. 

Limit Value (39. BImSchV and 2008/50/EG) [210; 218]: 

• 25 μg/m3 annual mean. 

Particles  

(PM10) 

Guideline values (WHO) [220]:  

• 20 μg/m3 annual mean. 

• 50 μg/m3 24-hour mean. 

Limit Value (39. BImSchV and 2008/50/EG) [210; 218]: 

• 40 μg/m3 annual mean. 

• 50 μg/m3 24-hour mean. 

 

Total VOC8 

(TVOC)  

 

Reference [199] and/or (hygienic) guideline7 [221]values (UBA):  

(1) ≤ 0.3 mg/m3: No hygienic objections, target value. 

(2) 0.3-1.0 mg/m3: No relevant objections, but increased ventilation 

recommended. 

(3) 1.0-3.0 mg/m3: Concerning hygienic aspects, some objections due to 

elevated concentration level. Upper range for a maximum of 12 months. 

Search for sources, increased ventilation recommended. 

(4) 3.0-10 mg/m3: Major objections. Should not be tolerated for > 1 month. 

Restricted use only. Search for sources, intensified ventilation necessary 

(5) ≥10 mg/m3: Situation not acceptable. Use only if unavoidable and then 

for short periods (hours) only with intensified ventilation. 

 
7 „Hygienic guide values are determined when practical experience has demonstrated simultaneous increase of the likelihood of 

complaints and adverse health effects with the concentrations of an indoor air pollutant, but for which the state of knowledge is lacking 
to derive a toxicologically based indoor air guide value only.“ [329] 
8 „The toxicologically derived indoor air guide values take precedence over the TVOC scheme.“ [329] 
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Substance or 

Sum Values 
Assessment Values 

Toluene 

(C7H8) 

Guide Value I (UBA) [222]:  

• 0.3 mg/m3 (73 ppb)  

Guide Value II (UBA) [222]:  

• 3 mg/m3 (730 ppb)  

Xylene 

(C8H10) 

Guide Value I (UBA) [222]:  

• 0.1 mg/m3 (21 ppb)  

Guide Value II (UBA) [222]:  

• 0.8 mg/m3 (170 ppb)  

Benzene 

(C6H6) 

Preliminary guideline value (UBA) [223]:  

• 4.5 μg/m3 (1.4 ppb)  

Limit Value (39. BImSchV and 2008/50/EG) [210; 218]:  

• 5 µg/m3 (1.5 ppb) mean over one year  

Formaldehyde 

(CH2O) 

Guide Value I (UBA) [224]:  

• 0.1 mg/m3 (80 ppb)  

Guideline value (WHO) [217]:  

• 0.1 mg/m3 (80 ppb)  

Limonene 

(C10H16) 

Guide Value I (UBA) [225]:  

• 0.2 mg/m3 (32 ppb)  

Guide Value II (UBA) [225]:  

• 2 mg/m3 (320 ppb)  

Ozone 

(O3) 

Guideline value (WHO) [220]:  

• 0.1 mg/m3 (47 ppb) mean value over 8 h  

 

3.3.2 Volatile Organic Compounds 

Volatile organic compounds (VOCs) are a group of chemical substances which do not 

have a distinct definition. In general, VOCs are organic substances with a high vapor 

pressure or low boiling point. The general definition is often narrowed down by excluding 

certain species or classes according to other criteria than volatility, like the source of 

emission or measurement method. In Table 4, there are different definitions of VOCs. 

The German directive defines VOCs by their vapor pressure or volatility and the 

creosote fraction [218]. ISO16000:6 defines VOCs by the measurement method [201]. 

This implies that all substances separated by gas chromatography using a 5 % phenyl 

95 % methyl polysiloxane capillary column and all organic substances eluting between 

and including n-hexane and n-hexadecane are VOC. All substances eluted before n-

hexane are classified as very volatile organic compounds (VVOCs). All after n-

hexadecane are classed as semi-volatile organic compounds (SVOCs).  

The EU directive defines VOCs as all organic compounds and, among other things, 

according to their source, e.g. human activities [226] or from anthropogenic and biogenic 

sources [210]. There is a high number of other definitions in literature or directives. In 
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most cases, CH4 is excluded from the group of VOCs which is therefore sometimes called 

non-methane volatile organic compound (NMVOC). 

 
Table 4: Different VOC definitions in standards or EU directives. This shows that the definition of VOCs 

is not clear and unique. 

Substance or 

Sum Values 
Definition 

31. BImSchV [227] 

An organic compound having a vapor pressure of 0.01 kilopascal or more at 

293.15 Kelvin or having a corresponding volatility under the respective 

conditions of use. The creosote fraction that exceeds this vapor pressure at 

293.15 Kelvin or has a corresponding volatility under the respective conditions 

of use is considered a volatile organic compound. 

ISO16000:6 

2020-08 [201] 

VVOC: Organic compound eluting before n-hexane on a gas chromatographic 

column specified as 5 % phenyl 95 % methyl polysiloxane capillary column 

VOC: Organic compound eluting between and including n-hexane and n-

hexadecane on a gas chromatographic column specified as a 5 % phenyl 95 % 

methyl polysiloxane capillary column. 

SVOC: Organic compound eluting after n-hexadecane and up to and including 

n-C30 on a gas chromatographic column specified as a 5 % phenyl 95 % methyl 

polysiloxane capillary column. 

EU directive 

2001/81/EC [226] 

Volatile organic compounds and VOC mean all organic compounds arising from 

human activities, other than methane, which are capable of producing 

photochemical oxidants by reactions with nitrogen oxides in the presence of 

sunlight. 

EU directive 

2008/50/EC [210] 

 

Volatile organic compounds (VOC) shall mean organic compounds from 

anthropogenic and biogenic sources, other than methane, that are capable of 

producing photochemical oxidants by reactions with nitrogen oxides in the 

presence of sunlight; 

 

The group of VOCs contains more than ten thousand different substances which can 

be found in low concentrations, i.e. in the range of parts per billion or below, as trace 

gases in the atmosphere. Contrary to other gases in the clean atmosphere (Table 5), VOCs 

occur only as trace gases. They are, despite their concentration being very low, the “fuel” 

for the oxidative atmospheric photochemistry [228]. Most VOCs are emitted into the 

atmosphere from biogenic sources, often from flora with high emission of isoprene, 

terpenes or pinene [229]. Large quantities of VOCs are also emitted into the atmosphere 

from anthropogenic sources (generated by humans) every day [230]. The typical emitters 

are the use of fossil fuels for transport, the production of consumer goods and various 

industrial processes [230].  

Almost everything the humanity do in their daily lives results in emission of VOCs 

into the atmosphere. There are emissions of VOCs from consumer products (e.g. cleaners 

or solvents) [231; 232], personal care products (cosmetic and hygiene products) like 

shampoo, shower gel, soaps or conditioner [233; 234], building materials like floor and 

wall coverings, paint, insulation or carpet [231; 235] or processes like smoking, cooking 

or fireplace combustion [15; 236–238] and so on. Therefore, more than 350 different 

VOCs can be typically found in indoor rooms in measurable concentrations [21; 198]. A 
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major problem is that most studies are based on measurements according to 

ISO16000:6 [201]. This standard has a very strict definition of VOCs based on the 

analytical method described before. This means, the sum of VVOCs, VOCs and SVOCs 

according to this standard does not correspond to the sum of all known VOCs. 

Salthammer notes and criticizes that VVOC is “an understudied class of indoor air 

pollutants” [239] and that there is no clear definition for it [239]. This lack of knowledge 

is not caused by the absence of interest for broader VOC measurements. It is rather the 

lack of fully comprehensive analytical methods.  

 
Table 5: Concentration of gases in clean atmospheric. 

Substance in % Substance in ppmv Substance in ppbv 

Nitrogen  

(N2) 

78.08 

[240, p. 8] 

Carbon Dioxide 

(CO2) 

407.8 

[241] 

Hydrogen 

(H2) 

500 

[242] 

Oxygen  

(O2) 

20.95 

[240, p. 8] 

Neon  

(Ne) 

18.2 

[243, p. 13] 

Nitrous oxide 

(N2O) 

331 

[241] 

Water vapor 

(H2O) 

0 – 5 

[240, p. 8] 

Helium  

(He) 

5.2 

[243, p. 13] 

Carbon monoxide 

(CO) 

100 – 300 

[244] 

Argon  

(Ar) 

0.93 

[240, p. 8] 

Methane  

(CH4) 

1.9 

[241] 

Xenon 

(Xe) 

87 

[243, p. 13] 

 
Krypton  

(Kr) 

1.1 

[243, p. 13] 

Ozon 

(O3) 

10-60 

[245] 

 

VOCs in a general definition can be subdivided into different chemical classes: 

Alcohols, aldehydes, alkanes, aromatics, esters, ketones, terpenes, organic acid and 

others. The previously mentioned chemical classes are those found in studies [21; 198] 

with the highest P90 and P95 concentration. In Table 6 the 90th (P90) and 95th (P95) 

percentile sum concentration in µg/m3 and ppb and the representative substance with the 

highest concentration for this chemical class are shown. Ethanol, the substance with the 

highest concentration found in the class of alcohols. It is emitted during fermentation of 

sugary and starchy foods (e.g. from dough or alcoholic drinks), during cooking [246; 

247], household and consumer products (e.g. perfume, deodorant or detergent) [248; 249] 

but also increasingly from disinfectants during the COVID-19 pandemic [250]. 

Formaldehyde is emitted from wood-based materials (e.g. plywood or chipboard), 

flooring, furniture, textiles or smoking [251]. It can also be a product from terpene/ozone 

reactions in summer [252]. n-hexane, n-heptane and toluene are often found as solvents 

for coatings, printing inks and adhesives [239; 252; 253]. n-hexane and toluene can also 

be associated with outside sources such as fossil fuel combustion or power plants [252]. 

Ethyl acetate and acetone are mainly found as solvents in various products like nail polish 

remover or oil paint [248; 249]. Acetone can also be emitted through exhaled 

breath [239]. α-pinene emits mainly from wood-based materials, especially pine wood. 

Limonene and other terpenes are typically used for a “fresh” smell in cleaning products 

and detergents, cosmetics, shower gel and shampoo [248]. Acetic acid is emitted from 

decomposition of wooden buildings [247; 254] and during cooking or from foods like 

vinegar [246]. 
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Table 6: 90th (P90) and 95th (P95) percentile sum concentration in µg/m3 and ppb (calculated from the 

individual substances dominating for each chemical class) for the eight chemical classes with the highest 

sum concentrations as determined from analytical studies [21; 22; 198]. The substance in parentheses is the 

representative with the highest concentration for this chemical class. [Paper 6] 

Chemical class  

(Representative) 
P90 in µg/m3 (ppb) P95 in µg/m3 (ppb) 

Alcohols (Ethanol) 320 (~170) 520 (~790) 

Aldehydes (Formaldehyde) 340 (~270) 480 (~390) 

Alkanes (n-Hexane, n-Heptane) 180 (~50) 350 (~90) 

Aromatics (Toluene) 190 (~50) 370 (~90) 

Esters (Ethyl acetate) 140 (~30) 280 (~70) 

Ketones (Acetone) 250 (~100) 420 (~170) 

Terpenes (Limonene, α-Pinene) 170 (~30) 330 (~60) 

Organic acid (Acetic acid) 150 (~60) 240 (~100) 

 

Wallace investigated the personal exposure to 25 different VOCs in Los Angeles 

(California, USA) [255]. He showed that the personal exposure is higher than the indoor 

air concentrations, which were in turn greater than the outdoor concentrations. He 

concludes that personal activities account for a large part of the total exposure. But it also 

depends strongly on the investigated substances. As the examples of the most common 

substances mentioned before show, many of them are emitted during human activities. 

The studies measured according to ISO16000:6 the average pollution of indoor rooms 

without this human factor. Therefore, short time events and human influence are not 

considered, which, however, would be necessary for a comprehensive analysis of indoor 

air quality. Larger studies on the real-time VOC pollution measurements with human 

presence and activities are a blind spot in the literature. Only real-time measurements for 

short periods of time in single houses are possible due to the high instrumentation effort. 

One example is a study in a single home which monitored 200 VOCs during eight weeks 

in summer and five in winter with a proton-transfer-reaction mass spectrometer (PTR-

MS) [247]. It is found that in the investigated “80‐year‐old, wood‐framed single‐family 

residence in California, the building materials and furnishings dominate for most 

measured VOCs, with a surprisingly large contribution from what appears to be wood 

decomposition” which leads to a high VOC baseline [247]. The most important source of 

emissions indoors is cooking which appears as a short-term spike and “outdoor air is 

relatively unimportant as a contributor to indoor air VOC levels at this site” [247].  

3.3.3 VOC Measurement 

Measurements for the determination of VOC pollution normally imply analytical 

sampling methods, which are described in the ISO16000 series. This means that the 

indoor air is sampled with sorption tubes in-situ and later analyzed in a laboratory. The 

most common material for sorption tubes is Tenax TA®, a porous polymer based on 2,6-

diphenyleneoxide. The sorption tube is desorbed thermally in the laboratory, VOCs are 

separated by gas chromatography (GC) and measured with mass spectrometry (MS) with 

or without an additional flame ionization detector (FID).  
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The measurement procedure is defined in ISO 16000-6:2021. Tenax TA® is used to 

measure VOCs as it can sample “all organic compounds eluting between and including 

n-hexane and n-hexadecane on a gas chromatographic column specified as a 5 % phenyl 

95 % methyl polysiloxane capillary column” [201]. Compounds eluting after n-

hexadecane (SVOC) can also be measured with the same methods.  

For the compounds eluting before n-hexane (VVOC) carbon black sorbents, like 

Carbopack X® or Carbograph 5 TD® are recommended in ISO 16000-6:2021. The carbon 

black sorbents can also be thermally desorbed and analyzed with GC-MS or GC-MS-FID. 

Not all VVOC can be measured with this method. Not all carbonyl-compounds in the 

group of VVOCs like ketones or aldehydes are adsorbed sufficiently on standard porous 

polymer-based sampling materials like Tenax TA® or carbon black and therefore are not 

found in the analysis with these methods. This is the reason why VVOCs are an 

understudied class in the field of indoor air [239]. The best known and studied substance 

among aldehydes is formaldehyde. Formaldehyde can be sampled with DNPH (2,4-

dinitrophenylhydrazine) tubes and analyzed with high-performance liquid 

chromatography (HPLC) and an ultraviolet (UV) absorption detector. The method is 

described in ISO 16000-3:2021 for formaldehyde and recognized for at least 12 other 

aldehydes.  

Some special substances also need other sorbents or analytical methods. For the 

detection of very low benzene concentrations, Tenax TA® suffers from high blind values 

because of benzene artifacts formed by the material over time. Therefore, a second 

measurement with a carbon black sorbent is necessary. Depending on the method and 

goal of measurement passive or active sampling is used. Passive sampling is based on 

diffusion and is often used for long-term sampling and to control long-term limit values 

like for benzene or formaldehyde, as described in ISO 16000-4:2012 or measured in 

[256]. For active sampling in ISO 16000-6:2021 a defined volume of indoor air is pumped 

through the sorbent tube, depending on the expected concentrations and sorbent material.  

In research, other sorbent materials like metal-organic frameworks (MOF) [257] or 

gas chromatograph with other detectors like electron ionization time of flight mass 

spectrometer (EI-TOF-MS) [258] are also sometimes used for a higher resolution and 

lower detection limits. Most analytical methods have in common that they are based on 

sampling that needs several minutes on site for a measurement, have to be analyzed 

afterwards in the laboratory and are therefore cost-intensive. 

Analytical in-situ real-time measurements nowadays are possible with new 

technology and methods. In 1995, Hansel et al. introduced the proton-transfer-reaction 

mass spectrometry (PTR-MS) for online trace gas analysis at ppb level [259]. This 

enables real-time studies in-situ. But only molecules with a proton affinity higher than 

water can be detected. To improve this, the use of other ions can extend the substance 

spectrum [260]. Also, the combination with time-of-flight mass spectrometry (TOF-MS) 

can improve the performance [261]. However, PTR-MS requires a high equipment effort, 

is expensive and has various other disadvantages. One is the challenging calibration 

because the reaction rate constants for many relevant compounds are still unknown [262]. 

Hence, only a few studies are done with PTR-TOF-MS [247] or with GC-TOF-MS [258]. 

An overview about the possibilities and limitations of the PTR technique in this field of 

research is presented in [262]. 
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There are other non- or less analytical systems for in-situ measurement of VOCs. One 

option are mobile GCs with a PID (photoionization detector), e.g. the Dräger X-pid® 

9000/9500 (Dräger Safety AG & Co. KGaA) or the meta GC-PID III (meta 

Messtechnische Systeme GmbH). Selective measurement of a range of gases in-situ is 

possible with these systems, but not as complete as a VOC screening with TD-GC-MS 

systems. Those systems are cheaper than laboratory equipment, but still cost more 

than 10,000 €.  

The sum of VOCs is often measured with single PID systems without GC in industrial 

safety. These systems are cheaper than analytical and mobile GC systems, but still not 

suitable for the mass market. As described in Subsection 3.3.1, indoor air quality, of 

which VOC is an important aspect, is gaining importance and awareness for it is rising. 

Therefore, cheaper sensors, suitable for every single room, are needed. MOS gas sensors 

are suitable in terms of sensitivity for VOC measurements in indoor air and, therefore, 

several companies designed small sensors with application-specific integrated circuits 

(ASIC) [6–9] for VOC measurement and IAQ assessment. This thesis discusses 

especially VOC measurements with MOS gas sensors in the lab and the field based on 

temperature cycled operation to extend and overcome the drawbacks of the available 

MOS gas sensors. 
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4 Results 

4.1 Metal Oxide Semiconductor Gas Sensors in Temperature Cycled 

Operation 

4.1.1 Synopsis 

The benefits of temperature cycled operation (TCO) have been known for a long time 

and were first reported in 1974. More information from a single MOS gas sensor can be 

obtained by TCO. Despite this, TCO has almost only been used in research so far. Only 

a few manufacturers are currently starting to introduce gas sensors with TCO to the 

market. The possibilities to design a TCO with different shapes, durations or 

temperatures, are infinite. The choice of the right TCO for an application is not easily 

made. Understanding and knowledge of the sensor in TCO is necessary to decide for an 

appropriate cycle. In the literature, as summarized in Subsections 3.1.2 – 3.1.4, the gas 

sensing mechanism of a MOS gas sensor is described completely from a chemical or 

physical perspective. Experimental MOS gas sensors, which are manufactured for 

research only, e.g., to test a new material or dopant, are predominantly studied in static 

operation. The sensitive layers are usually not deposited on membrane micro-hotplates, 

but on heaters with larger thermal masses. This macro structured design is necessary, for 

example, to analyze the surface processes or the reaction products using chemical or 

physical methods. The results cannot be easily applied to commercial (micro-)sensors. 

Many application-specific questions about the appropriate combination of sensor and 

TCO remain unanswered from an engineering perspective. Applications typically require 

measurement rates between seconds and a few minutes so that only short temperature 

cycles are possible. The papers in this section provide a model for the AS-MLV 

(ScioSense B.V.), a commercial SnO2-based MOS gas sensor, in TCO.  

All TCOs in the following papers are based on quick steps from one high 

(400 – 450 °C) to several low temperatures (75 – 350 °C) with different durations of the 

constant temperature phases, which is described in Paper A and B. At the end of the high 

temperature plateau, the sensor is near equilibrium and the surface is covered with a high 

concentration of ionosorbed oxygen (or another dominant species, c.f. Subsection 3.1.3). 

For micromachined membrane MOS gas sensors, like the AS-MLV, with a thermal time 

constant of a few microseconds, the surface states remain (nearly) constant during such a 

temperature change. If a fast temperature change to a low temperature occurs, the 

conductance decreases mainly due to the temperature change. The sensor is in a non-

equilibrium state with a considerably higher surface coverage compared to the 

equilibrium state at low temperature. The relaxation of these non-equilibrium states to 

equilibrium states goes along with different coupled physical and chemical processes. 

Due to the dominant relaxation caused by the reaction of ionosorbed oxygen with 

reducing gases, the state at low temperature is very sensitive to these gases.  

Paper A is the result of the author’s bachelor thesis and is the basis for all subsequent 

papers. It contains a brief description of the model for the AS-MLV in TCO for low 

concentration of VOCs including the study of two gases, ethanol and benzene, in a 

concentration range from 10 to 1000 ppb. The sensor in TCO has an 800 times higher 

signal towards 1000 ppb ethanol in that very sensitive state during relaxation compared 
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to the signal in equilibrium at 140 °C. This very high signal difference results from the 

dominant reaction with the high amount of chemisorbed oxygen with ethanol. It is 

physically derived and experimentally shown that during a short time interval after the 

temperature change, the relaxation of the logarithmic conductance can be described using 

a linear approximation. The slope of the linear approximation is proportional to the 

reaction rate of ethanol with ionosorbed oxygen. The reaction rate depends on the 

substance, its concentration and the reaction temperature. For single-step reaction, a linear 

relation between the concentration and the rate constant can be seen. Due to the reaction 

rate depending on these factors, substances can be distinguished by measuring at several 

temperatures. The different signal curves for one cycle are shown for concentrations 

between 10 and 1000 ppb ethanol and benzene. The different shape of temperature and 

reaction rate curves of ethanol and benzene is illustrated. Benzene has a maximum in its 

reaction rate at approximately 275 °C, with a sharp decrease above and below this 

temperature. Ethanol has no clear maximum and a nearly constant reaction rate at all 

temperatures. The simple model for the AS-MLV in TCO has been successfully validated. 

In Paper B the simple model is described more deeply and applied to a novel approach 

towards calibrated measurement of trace gases using MOS gas sensors. Quantification 

based on the reaction rate of the model is explicitly described in the form of superposition 

of more than one substance in the atmosphere. An estimation of the conditions when 

desorption dominates over adsorption is done, which is the assumption for the model. For 

field calibration, a reproducible, adjustable calibration method based on the equilibrium 

vapor headspace over a liquid solution of toluene and squalane in the range from 10 ppb 

to 600 ppm is described and tested in a range from 10 ppb to 10 ppm. The toluene 

concentration dependence does not follow a linear curve but a power law. This may be 

due to the more complex reaction of toluene (compared to the single-step reaction of 

ethanol) and the much larger concentration range. Squalane also acts as a filter and binds 

a large fraction of other VOCs in the atmosphere, thereby generating a reproducible 

almost VOC-free background. The headspace concentration of the calibration sample is 

calculated by an estimation with the UNIFAC (Universal Quasichemical Functional 

Group Activity Coefficients) model and Henry’s law. The concentration inside the 

calibration samples is verified via GC-MS and the sensor reaction is compared to 

measurements in the GMA. A differential measurement is necessary to calculate the 

reaction rate of toluene against the background atmosphere for the calibration method. 

This is implemented with a squalane sample without toluene to generate a virtual null 

signal. Another result of the paper is that the quantification with the rate constant shows 

a constant value directly after a gas change. In contrast, the raw signal (conductance) has 

a run-in behavior after the concentration change. 

A further amendment of the model and a model-based description of the influence of 

siloxane poisoning is shown in Paper ii. Siloxane causes an irreversible change of the 

sensor surface. Reason for that is the slowing down oxygen adsorption and reaction with 

reducing gas. The behavior of the sensor at high temperature and the readsorption of 

oxygen as a measure of surface reactivity are described. Paper iii describes the possibility 

to compensate the poisoning effects due to siloxane exposure on the sensor. Schultealbert 

investigates and describes this effect and compensation more deeply [263], which resulted 

in Patent ii. 



 

39 

 

Paper 1 describes a novel method for the detection of short trace gases pulses with 

MOS gas sensors based on the model-based TCO and the reaction rate. For this purpose, 

the time-dependent slope of the logarithmic conductance when the sensor is exposed to a 

gas pulse during the low temperature step is evaluated. For comparison, in the previous 

paper with constant gas supply within a cycle, the constant slope of the logarithmic 

conductance during relaxation at low temperature was evaluated. 

 Here the logarithmic conductance is an integrating signal, so the integrated rate 

constant over time is evaluated. Therefore, the dose (concentration times duration) is 

proportional to the logarithmic conductance change from the start and end point of the 

gas pulse. Gas pulses with concentrations from 1 to 1000 ppb and durations of 1 to 10 s 

are supplied to an AS-MLV, with doses between 1 and 5000 ppb s. The integral signal is 

independent of concentration between 1 and 1000 ppb and depends solely on the dose. 

For doses from 1 to 500 ppb s the integrated rate constant is nearly directly proportional 

to the dose. At higher doses, the integral deviates slightly from the linear characteristic. 

This is because the assumption of a linear approximation during the low temperature 

phase no longer applies and other effects, e.g., readsorption of oxygen, play a measurable 

role. It is estimated using FEM simulations that the sensor consumes or reacts at most 

1.6 % of the injected gas quantity. Therefore, the detection limit would be approximately 

47 fg. This shows the strengths, but also limitations of the model.  

An implementation of the method in the application of leakage detection is shown in 

patent i. Thereby, a test object filled with tracer gas (e.g. reducing gases) is placed in a 

chamber and flushed with clean air. If there is a leak, the test fluid emits into the chamber 

during the subsequent accumulation time. The air from the chamber is extracted and is 

passed over a sensor. The sensor is previously operated in clean air at high temperature 

and when the air from the chamber is approaching, it is switched to low temperature. The 

air from the chamber is passed over the sensor as a gas pulse. This allows small leakages 

to be measured. 

Paper C shows quantification and identification techniques of reducing gases over a 

wide concentration range using a MOS gas sensor in TCO. The substitute for the AS-

MLV, the AS-MLV-P2, is used as sensor. The structure and material composition of both 

sensors are very similar; therefore, the method can be applied to the new sensor. As 

described before, the linear approximation only applies to a certain dose and cannot be 

applied to an unlimited range of concentration. Instead, the calculated time constant of 

the relaxation process at low temperature is used. This is an advanced method for higher 

concentration. The time constant of relaxation is calculated as the point of time to reach 

63.2 % of the difference between the minimum and maximum during the low temperature 

step. Hence, no approximation function is needed. Both methods (linear fitting and time 

constant) are tested with four different substances (carbon monoxide, hydrogen, ammonia 

and benzene) over a wide concentration range from 10 ppb to 100 ppm. The time constant 

also follows the concentration in the form of a linear function except for benzene. For 

benzene, the time constant follows the concentration in the form of a power law, probably 

due to the multistage reaction process. 

 

A simple model for a commercial sensor, the AS-MLV, in TCO has been successfully 

validated and exploited in different aspects within the presented papers. All papers show 
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the advantages of model-based evaluation. In summary, the following key results are 

achieved: 

• With the special shape of the cycle, sensor sensitivity increases for ethanol by 

factor 800 compared to static operation. 

• The rate constant of the reaction of the reducing gas with the sensor can be 

estimated via a linear approximation of the logarithmic sensor conductance 

after the temperature change. 

• The rate constant is dependent on temperature, substance and concentration. 

Therefore, it is a good parameter for discrimination of gases. 

• The rate constant is related to the concentration in the form of a linear or power 

function, depending on the substance and the concentration ranges. 

• The logarithmic conductance of the sensor, at the low temperature phase, 

shows a dosing effect. Thus, this enables the quantification of gas pulses. 

• The linear approximation assumption is limited and applies only to a specific 

maximum concentration or dose. 

• For a wide concentration range, a second parameter, the time constant of 

relaxation, can be used. It also correlates with the concentration. 



 

41 

 

4.1.2 Paper A – Optimierung des temperaturzyklischen Betriebs von 

Halbleitergassensoren 

 

 

Tobias Baur, Andreas Schütze and Tilman Sauerwald 
Saarland University, Lab for Measurement Technology, Saarbrücken, Germany 

 

tm - Technisches Messen (2015), 82 (4), 187-195 

 

 

The original paper can be found, in the online version, at https://doi.org/10.1515/teme-

2014-0007. 

 
© Used with permission of Walter de Gruyter and Company, from Optimierung des temperaturzyklischen 

Betriebs von Halbleitergassensoren, Baur, Tobias; Schütze, Andreas; Sauerwald, Tilman, 82, 4, 2022; 

permission conveyed through Copyright Clearance Center, Inc. 

 

 

  

https://doi.org/10.1515/teme-2014-0007
https://doi.org/10.1515/teme-2014-0007


 

42 

 

  
DE GRUYTER OLDENBOURG tm – Technisches Messen 2015; 82(4): 187–195

Beiträge

Tobias Baur*, Andreas Schütze und Tilman Sauerwald

Optimierung des temperaturzyklischen Betriebs
von Halbleitergassensoren
Optimization of temperature cycled operation of semiconductor gas sensors

Zusammenfassung:Wir stellen ein Verfahren zur Optimie-
rung des temperaturzyklischen Betriebs (TCO, tempera-
ture cycled operation) im Hinblick auf Sensorsignal, Sensi-
tivität und Selektivität vor. Dieses basiert auf der Grundla-
ge eines Sensormodells unter der Annahme, dass die Leit-
wertänderung durch die Besetzungsänderung mit iono-
sorbierten Sauerstoff auf dem Sensor hervorgerufen wird.
Das Verfahren wurde mit einem SnO

2
-Sensor (AS-MLV,

ams Sensor Solutions Germany GmbH, Reutlingen) auf ei-
nem Membransubstrat getestet, welches aufgrund der ge-
ringen thermischenMasse eine schnelle Temperaturände-
rung zulässt. Das Optimierungsverfahren kann sehr ho-
he Sensorsignale (𝐺

𝐺𝑎𝑠
/𝐺
𝐿𝑢𝑓𝑡
− 1) erzielen, beispielswei-

se ein Sensorsignal von ca. 8000 bei 1 ppm ethanolhalti-
ger synthetischer Luft, die das isotherme Sensorsignal um
den Faktor 800 übertrifft. Der Zusammenhang zwischen
dem Sensorsignal und der Gaskonzentration kann für die
meisten Zeitpunkte im TCO durch eine Potenzfunktionmit
Exponenten von 0,5 bis 4 beschrieben werden. Es zeigt
sich, dass direkt nach einem Temperaturabfall dasModell
so stark vereinfacht werden kann, dass nur noch ein frei-
er Modellparameter bleibt. Die Geschwindigkeit der Re-
laxation bei reduzierendem Gasangebot kann durch Ra-
tenkonstanten beschriebenwerden, die in guter Näherung
proportional zur Gaskonzentration sind. Die Temperatur-
charakteristik der Ratenkonstanten variiert für verschie-
deneGase unabhängig vonder Konzentration. Daher kann
auch die Selektivität optimiert werden, wie am Beispiel
von ethanol- und benzolhaltiger synthetischer Luft gezeigt
wird.

Schlüsselwörter: Halbleitergassensoren, MOS, tempera-
turzyklischer Betrieb, TCO.

*Korrespondenzautor: Tobias Baur, Universität des
Saarlandes, Lehrstuhl für Messtechnik, Saarbrücken,
E-Mail: s9tobaur@stud.uni-saarland.de
Andreas Schütze, Tilman Sauerwald: Universität des Saarlandes,
Lehrstuhl für Messtechnik, Saarbrücken

Abstract: A method for optimization of temperature cy-
cled operation (TCO) with respect to sensor response, sen-
sitivity and selectivity is introduced based on a simpli-
fied sensor model regarding the change of occupancy of
ionosorbed oxygen on the sensor. The method was tested
using a SnO

2
sensor (AS-MLV, ams Sensor Solutions Ger-

many GmbH, Reutlingen) on a membrane which allows
a fast temperature change due to its low thermal mass.
This method can achieve very high sensor responses, e. g.
a sensor response (𝐺

𝑔𝑎𝑠
/𝐺
𝑎𝑖𝑟
−1) of approx. 8000 to 1 ppm

ethanol in synthetic air, which exceeds the isothermal sen-
sor response by the factor 800. The relation between sen-
sor response and gas concentration can be for most of the
points within the TCO approximated by a power function
with an exponent of about 0.5 to 4. It is shown that directly
after a temperature drop only one model parameter is rel-
evant. The speed of relaxation in reducing gas can be de-
scribed by rate constants which are proportional to the gas
concentration. The temperature characteristic of the rate
constants varies for different gases independent of con-
centration. Therefore, also the selectivity canbe optimised
shown for the example with benzene and ethanol in syn-
thetic air.

Keywords: Semiconductor gas sensor, MOS, temperature
cycled operation, TCO.

DOI 10.1515/teme-2014-0007
Eingang 7. Januar 2015; angenommen 22. Februar 2015

1 Einleitung
Halbleitergassensoren auf Basis von Zinndioxid (SnO

2
)

reagieren auf eine Vielzahl verschiedener reduzierender
und oxidierender Gase bereits in Konzentrationen von we-
nigenppm (parts permillion). Deswegenwird dieseArt von
Sensoren bei einer Vielzahl von Anwendungen eingesetzt,
wie beispielsweise zum Detektieren von flüchtigen orga-
nischenVerbindungen (volatile organic compounds, VOCs)
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in der Raumluft [2]. Bereits auf demMarkt erhältliche Sen-
sorsysteme können breitbandig und unspezifisch VOCs im
ppm-Bereich, die sog. TVOCs (total volatile organic com-
pounds), messen. Für den spezifischen Nachweis von toxi-
schenVOCs (z. B. Benzol) in der Raumluft ist es notwendig
Spuren von krebserregenden Substanzen wie z. B. Benzol
mit hoher Empfindlichkeit und Selektivität im ppb- (parts
per billion) und ppt- (parts per trillion) Bereich zu erfas-
sen [2, 3]. Für Benzol gilt europaweit ein Grenzwert von
5 μg/m

3 (ca. 1,5 ppm) [21].
UmGase identifizieren zu können,wird der Sensormit

einer zyklischen Variation der Betriebstemperatur betrie-
ben. Dieses Verfahren, vielfach zur Verbesserung der Se-
lektivität sowie zur Multigaserkennung eingesetzt [4–6],
wird im Folgenden als TCO (temperature cycled operation)
bezeichnet. Parameter des TCO wie Zykluslänge, Tempe-
raturbereich und Form des Temperaturverlaufs werden in
vielen Untersuchungen heuristisch gewählt. Ein effizien-
tes und praktikables Verfahren zur Optimierung des Tem-
peraturverlaufs im Zyklus mit dem Ziel hoher Sensitivi-
tät und Selektivität existiert derzeit nicht. Eine Optimie-
rung des Temperaturzyklus über das temperaturabhängi-
ge Sensorsignal aus einem beliebigen Temperaturzyklus
ist aufgrund der vielen dynamischen Prozessewährend ei-
nesTemperaturzyklusnichtmöglich.Dabei tretenviele ge-
koppelte Effekte auf, wodurch das Sensorsignal in Abhän-
gigkeit zur Temperatur stark mit der Zyklusform und den
Umgebungsbedingungen variiert. Rein iterative Optimie-
rungsverfahren für verschiedene Zyklus-Formen wie sie
z. B. von Polese et al. beschrieben werden [8] sowie spek-
trale Verfahren von Vergana et al. [9] können nur eine klei-
ne Auswahl an möglichen Zyklenformen testen. Ein Ver-
fahren,welches sehr aussichtsreich ist, ist diemodellhafte
Beschreibung der Nichtgleichgewichtsprozesse von Ober-
flächenzuständen bei Temperaturänderung. Es existieren
verschiedene Untersuchungen [10–12] in denen das Sen-
sorsignal eines SnO

2
-Sensors über Ratengleichungen be-

schriebenwird. Der praktischeNutzen zurOptimierung ei-
nes Temperaturzyklus ist eingeschränkt und stößt durch
die vielen möglichen Oberflächenprozesse, der zeitlichen
Änderung der Donatordichte und weiteren zeitlichen Ef-
fekte schnell an die Grenzen. In unserer Arbeit wollen wir
versuchen, einen praktikablen Ansatz zur Optimierung
der Temperaturzyklen zu finden, der auf einer Vereinfa-
chung der Betrachtung der Ratengleichungen basiert und
mit welchem sich Temperaturzyklen mit optimaler Sensi-
tivität und Selektivität erzielen lassen.

2 Modellvorstellung
Das amweitesten verbreitete Modell zur Beschreibung der
Leitfähigkeit des SnO

2
-Sensors reduziert die Betrachtung

auf die Korn-Kornübergänge unter der Annahme [12], dass
diese die Leitfähigkeit überwiegend bestimmen. Die An-
nahme ist für die meisten granularen SnO

2
-Filme gerecht-

fertigt, da (in Luft) SnO
2
nahe der Oberfläche durch ad-

sorbierten Sauerstoff stark an Elektronen verarmt ist und
zum Transport über die Korngrenze eine Energiebarriere
𝐸
𝑏
überwunden werden muss.
Die Leitfähigkeit 𝜎 der Korngrenze kann dadurch als

Funktion der Temperatur𝑇 durch

𝜎 = 𝜎
0
⋅ 𝑒
−

𝐸
𝑏

𝑘
𝑏
𝑇 (1)

beschrieben werden [12, 13]. Dabei ist 𝑘
𝑏
die Boltzmann-

Konstante und 𝜎 der Leitwert des nicht verarmten SnO
2

(bulk). Die Energiebarriere kann aus der Oberflächenla-
dungsdichte 𝑁

𝑆
und der Donatorendichte 𝑁

𝑑
berechnet

werden. Für die eindimensionalen Poisson-Gleichung mit
Schottky-Näherung ergibt sich [12]:

𝐸
𝑏
= 𝑞𝑉
𝑠
=
𝑞
2
𝑁
2

𝑠

2𝜀
𝑟
𝜀
0
𝑁
𝑑

, (2)

mit der Elementarladung 𝑞, der Permittivität des Vakuums
𝜀
0
und des Zinndioxides 𝜀

𝑟
. Wir gehen davon aus, dass

sich die Betrachtung des einzelnen Korn-Kornüberganges
(Gleichung (1)) analog auf den gesamten Film übertragen
lässt. Der exponentielle Vorfaktor 𝐺

0
ist dann definiert

durch

𝐺
0
= 𝐴
𝑔𝑒𝑜𝑚
𝜎
0
= 𝐴
𝑔𝑒𝑜𝑚
𝑞𝜇
𝑠
𝑁
𝑑
. (3)

𝐴
𝑔𝑒𝑜𝑚

ist eine Konstante in Abhängigkeit zur Geometrie
des Sensors und 𝜇

𝑠
die Elektronenbeweglichkeit. Dabei ist

zu beachten, dass

𝜇
𝑠
∝ 𝑇
−3/2 (4)

aufgrund der Zusammenstöße der Elektronen mit Pho-
nonen und anderen Gitterdefekten temperaturabhängig
ist [11]. Die Donatordichte𝑁

𝑑
im SnO

2
wird durch einfach

und zweifach ionisierte Sauerstofffehlstellen hervorgeru-
fen. Die nötige Energie für die erste Ionisierung von SnO

2

liegt bei ca. 30meV; die Energie der zweiten Ionisierung
bei ca. 150meV [16]. Da die Bandlücke von Zinndioxid
bei ca. 3,7 eV [17] liegt, kann bei typischen Betriebstem-
peraturen keine Eigenleitung erwartet werden. Die Leitfä-
higkeit kommt somit vollständig aufgrund der ionisierten
Donatoren zustande, wobei Untersuchungen bewegliche
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Abbildung 1: (a) Schematische Darstellung der stationären und transienten Zustände eines Korn-Kornüberganges im temperaturzyklischen
Betrieb. Die hellen Bereiche der Körner symbolisieren die Verarmungszone nahe der Oberfläche bedingt durch ionosorbierten Sauerstoff
(schematisch als O- bezeichnet). (b) Arrhenius-Darstellung des Sensorsignals eines Temperaturzyklus mit zwei Temperaturen.
Durchgezogene Linie: Zustände bei beliebig schnellen Temperaturwechsel. Gestrichelte Linie: Relaxation bei einer konstanten Temperatur.
Gepunktete Linie: stationäre Zustände. (c) Zeitlicher Verlauf des Sensorsignals eines Temperaturzyklus mit zwei Temperaturen. In
Anlehnung an [22].

Donatoren zeigen [18–20]. Die Ergebnisse zeigen von der
Temperatur und der Korngröße abhängige Zeitkonstanten
im Bereich von wenigen Minuten für hohe Temperaturen
bis hin zu Tagen für niedrige Temperaturen. Die Donator-
dichte kanndabei eine zeitliche und örtliche Funktiondar-
stellen, d. h. die Donatordichte selbst stellt eine Funktion
der Temperatur da.

Bei einem mikrostrukturierten Sensor (Zeitkonstante
bei Temperaturwechsel < 10ms) erhöht sich nach einem
Temperaturanstiegder Leitwert (vgl. Gleichung (1)) instan-
tan. Danach wird ein langsamer Abfall des Leitwertes be-
obachtet, d. h. nach einer Temperaturänderung wird erst
langsam ein stationärer Zustand ausgebildet. Im Allge-
meinen gilt, dass die Zeitkonstante einer Temperaturän-
derung viel kleiner ist als die Relaxation zu dem statio-
nären Zustand. Diese Relaxation dauert von einigen Se-
kunden bis hin zu Minuten, wodurch die Sensoren in ei-
nem typischen Temperaturzyklus immer im Nichtgleich-
gewicht sind. Dieser Abfall im Leitwert resultiert aus ei-
ner Änderung der Energiebarriere, d. h. aus einer Ände-
rungderOberflächenladung𝑁

𝑠
. DienegativeOberflächen-

ladung bei SnO
2
wird imWesentlichen durch ionosorbier-

ten Sauerstoff bestimmt, wodurch die Relaxation auf die
Änderung der Sauerstoffbedeckung der sensitiven Schicht
zurückgeführt werden kann (vgl. Gleichung (3)). Die Än-
derung der Sauerstoffbedeckung 𝑁

𝑠
kann mit Ratenglei-

chungen beschrieben werden [10–12].
Abbildung 1a zeigt eine schematische Darstellung ei-

nes Korn-Kornüberganges bei einem Temperaturzyklus
mit zwei Temperaturen. Bei einer abrupten Temperaturer-
höhung steigt der Leitwert an, nimmt jedoch bei gleich-
bleibender Temperatur zeitlich wieder ab. Dies liegt dar-
an, dass die Sauerstoffbedeckung bei einer hohen Tempe-

ratur viel höher ist. In Abbildung 1b wird die Arrhenius-
Darstellung des Sensorsignals aufgezeigt. In dieser Gra-
fik ist der Verlauf des Sensorsignals in stationären (ge-
punktete Linie) und transienten Zuständen (gestrichelte
Linie) bei einem Temperaturzyklus mit abrupter Tempe-
raturänderung (durchgezogene Linie) zu erkennen. Wenn
ein Sensor einen Temperatursprung von der Temperatur
𝑇
𝑙𝑜𝑤

nach 𝑇
ℎ𝑖𝑔ℎ

erfährt, wird auch dessen Leitwert (Zu-
stand 1 nach 2) sprunghaft vergrößert. Der Temperatur-
sprung ist so schnell, dass die Relaxation der Sauerstoff-
bedeckungnichtweit fortgeschritten ist. DieÄnderungdes
Leitwertes von Zustand 1 nach 2 ist eine Funktion der Tem-
peratur bei einer konstanten Aktivierungsenergie. Die Än-
derung von Zustand 2 nach 3 ist hingegen eine Funkti-
on der Aktivierungsenergie bei konstanter Temperatur. In
dieser Zeit bestimmt die Relaxation des Sensors die Än-
derung des Leitwertes, d. h. je nach zeitlicher Länge ei-
nes Temperaturplateaus besteht die Möglichkeit jeden Zu-
stand zwischen den Zuständen 2 und 3 anzunehmen. Die
Leitwerte der stationären Zustände bilden zusammen mit
den Leitwerten bei einem Temperatursprung ein Trapez
(vgl. Abbildung 1b). Bei dieser Darstellung wird deutlich,
dass im statischen Betrieb viel weniger Zustände ange-
nommen werden können als im dynamischen Betrieb. Bei
entsprechendemVerlauf desTemperaturzyklus könnenal-
le Zustände innerhalb des Trapezes angenommenwerden.
Zur Optimierung muss das Trapez vollständig durchlau-
fen werden um eine optimale Kombination aus den Ei-
genschaften (Sensitivität, Sensorsignal und Selektivität)
zu finden. Im Zyklus werden vollständig relaxierte Ober-
flächenzustände angenommen, wodurch auch ein grobes
Raster sehr lange dauert. Jedoch sind die einzelnen Berei-
che bei konstanter Temperatur aufgrund der angenomme-
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nen stationären Zustände unabhängig voneinander, d. h.
einzelne Bereiche können für einen optimierten Zyklus
zusammengesetzt werden. Dabei wird ein Temperaturbe-
reich reproduzierbar durchlaufen, wenn der Leitwert im
Bereich davor in einen stationären Zustand gelaufen ist.
Damit ist mit diesem Ansatz eine Optimierung des Tempe-
raturzyklus in Hinsicht auf Sensitivität 𝐸 (d𝑆/d𝑐 – dabei
bezeichnet 𝑐 die Konzentration des Gases), Sensorsignal 𝑆
(Änderung des Leitwerts bei Gasangebot𝐺

𝐺𝑎𝑠
− 𝐺
0
geteilt

durch den Leitwert in Luft 𝐺
0
) und Selektivität (Quotient

𝑆
𝐺𝑎𝑠1
/𝑆
𝐺𝑎𝑠2
)möglich.

3 Experimentelles
Die Effekte werden an einem SnO

2
-basierten mikrostruk-

turierten AS-MLV-Sensor (ams Sensor Solutions Germany
GmbH, Reutlingen) untersucht. Die Messung der Span-
nung sowie die Temperaturregelung und -messung wird
mit einem SniffChecker (Firma 3S GmbH, Saarbrücken)
durchgeführt. Die Leitwertänderung wird bei einer kon-
stanten Spannung von 250mV über die sensitive Schicht
gemessen. Um einen größeren Dynamikbereichmessen zu
können, wird der Sensorstrom mit einem analogen Lo-
garithmierer (Messbereich von 100 pA–3,5mA) in eine
messbare Spannung umgewandelt.

Durch den mikrostrukturierten Sensor mit seiner
geringen thermischen Masse liegen die Zeitkonstanten
bei einen Temperatursprung unter 10ms (z. B. bei 𝑇 =
450
∘
C → 𝑇 = 150

∘
C: 𝜏 = 6,6ms). D. h. bei einem Tem-

peratursprung kann angenommen werden, dass die Zeit
der Relaxation sehr viel größer ist als die des Temperatur-
sprunges. Für das Rastern des Trapezes wird aufgrund der
relativ langen Relaxationsdauer der Oberflächenzustände
ein grobes Raster von 50 ∘C verwendet. Die Starttempera-
tur liegt bei 150 ∘C und die Endtemperatur bei 450 ∘C. Je-
de Temperaturstufe wird ausgehend von dem vollständig
relaxierten Zustand bei der höchsten Temperatur angefah-
ren.

Alle Messungen werden an einer automatisierten Gas-
mischanlage (GMA) durchgeführt. Für das Hintergrund-
gas wird synthetische Luft 5.0 (Reinheit von 99,999%) mit
einer Restkonzentration von < 1 ppm an sensorrelevan-
ten Gasen (CO, H

2
) verwendet. Die Untersuchung der Ef-

fekte wird mit den Prüfgasen Ethanol (als Bestandteil der
Raumluft) sowie Benzol (als ein typisches toxisches VOC)
untersucht. Die Herstellung dieser niedrigkonzentrierten
Prüfgase wird durch eine zweistufige Vorverdünnung aus
einer Prüfgasflasche mit 200 ppm (Ethanol) und 50 ppm
(Benzol) realisiert [1]. Alle Messungen wurden bei einem

Fluss von 200ml/min bei einer relativen Feuchte von 50%
durchgeführt.

4 Ergebnisse
Für eine Untersuchung des Modelles wird die mittlere
Energiebarriere 𝐸

𝑏
der Korn-Kornübergänge und des ex-

ponentiellen Vorfaktors 𝐺
0
bei den stationären Zustän-

den bestimmt. Der beschriebene Temperaturbereich von
150
∘
C bis 450 ∘C wird in 25 ∘C-Schritten vermessen. Für

die Bestimmung der Energiebarriere im stationären Zu-
stand wird der Sensor auf eine konstante Temperatur ge-
heizt, bis ein stationärer Zustand eingestellt ist. Das kann,
je nach Temperatur, von einer Stunde (450 ∘C) bis zu ei-
nem Tag (150 ∘C) dauern. Die lange Relaxationszeit wird
nicht alleine durch die Relaxation der Energiebarriere,
sondern auch durch einen zweiten Prozess, möglicherwei-
se die Änderung der Donatordichte, bestimmt. Nach dem
Erreichen des stationären Zustandes wird ein Temperatur-
zyklus mit einem 30 s langen Temperaturplateau, bei dem
die Energiebarriere gemessen werden soll, mit danach
folgendem kurzen 50ms Peaks mit ±25 ∘C durchlaufen.
Da der Relaxationsprozess der Sauerstoffbedeckung sowie
die Gleichgewichtseinstellung der Donatordichte sehr viel
langsamer als die Temperaturänderung ist, kann bei den
kurzen Peaks die Energiebarriere näherungsweise als kon-
stant angenommen werden. Die Energiebarriere kann mit
diesen Annahmen, durch

𝐸
𝑏
= 𝑘
𝑏
⋅ ln (
𝐺
ℎ

𝐺
𝑙

) ⋅ (
𝑇
ℎ
𝑇
𝑙

𝑇
ℎ
− 𝑇
𝑙

) (5)

bestimmtwerden. Der Vorfaktor𝐺
0
kannmit der Energieb-

arriere 𝐸
𝑏
über

𝐺
0
= 𝐺
𝑖
⋅ exp (
𝐸
𝑏

𝑘
𝑏
𝑇
𝑖

) (6)

berechnet werden.
Die Ergebnisse von der Bestimmung der Energiebar-

riere 𝐸
𝑏
und des exponentiellen Faktors 𝐺

0
ist in Abbil-

dung 2 dargestellt. Die Energiebarriere nimmt mit höhe-
ren Temperaturen stark zu und liegt im Bereich zwischen
200meV und 900meV, wobei die relative Änderung für
hohe und niedrige Temperaturen kleiner wird. Die Tatsa-
che, dass die Energiebarriere zwischen 400 ∘C und 450 ∘C
wieder leicht sinkt ist vermutlich auf einen Messfehler zu-
rückzuführen, da die Annahme einer langsamen Relaxati-
on der Oberflächenzustände bei 450 ∘C nicht mehr erfüllt
ist.

Vorherige Untersuchungen zeigen eine starke Aus-
prägung der Relaxation von einem stationären Zustand
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Abbildung 2: Übersicht des gemessenen stationären Leitwertes 𝐺,
des Vorfaktors𝐺

0
und der Energiebarriere 𝐸

𝑏
. Oben: gemittelter

Leitwert im stationären Zustand in Abhängigkeit zur Temperatur.
Mitte: berechnete exponentielle Vorfaktoren in Abhängigkeit zur
Temperatur. Unten: berechnete Energiebarriere in Abhängigkeit zur
Temperatur.

bei hohen Temperaturen zu Zuständen bei niedrigen
Temperaturen. Daher werden für den Temperaturzyklus
zur Charakterisierung des Sensors mit ethanolhaltiger
(10 ppb–1 ppm) bzw. benzolhaltiger (10 ppb–1 ppm) Luft
nur Leitwertsprünge von einem relaxierten Zustand bei
450
∘
C auf Zustände mit niedrigen Temperaturen betrach-

tet. Aufgrund des mikrostrukturierten AS-MLV-Sensors
mit seiner geringen thermischen Masse liegt die Zeitkon-

Abbildung 3: Leitwert- und Sensorsignalverlauf bei verschiedenen Konzentrationen ethanolhaltiger Luft.

stante für die Abkühlvorgänge bei < 10ms. D. h. im Ver-
gleich zu der Zeitkonstante der Relaxation folgt ein Tem-
peratursprung nahezu instantan.

In Abbildung 3 ist der Leitwert- und das Sensorsignal
des gewählten Temperaturzyklus bei ethanolhaltiger Luft
dargestellt. Dabei ist erkennbar, dass der Verlauf dem in
Abbildung 1 dargestellten Schema entspricht. Die Ände-
rung des Leitwertes innerhalb eines Temperaturplateaus
bei reiner und ethanolhaltiger Luft ist besonders ausge-
prägt (Abbildung 1b gestrichelte Linie), was auf eine sehr
starke Änderung der Bandverbiegung im Temperaturver-
lauf (vgl. Abbildung 2) hindeutet. Dabei ist zu beobach-
ten, dass die Relaxation bei ethanolhaltiger Luft sehr viel
schneller fortschreitet als bei reiner Luft. Im dynamischen
Fall wird dadurch eine deutliche Empfindlichkeitssteige-
rung im Vergleich zum stationären Fall hervorgerufen.

In demVerlauf des Sensorsignals kann dadurch bei ei-
nem Temperatursprung von 420 ∘C auf 140 ∘C bei 1 ppm
ethanolhaltiger Luft einmaximales Sensorsignal von8000
beobachtet werden, wohingegen im stationären Zustand
nur ein Sensorsignal von 10 erwartet wird. Dabei ist bei
ethanolhaltiger Luft sehr auffällig, dass dasMaximum des
Sensorsignals mit höherer Temperatur abnimmt.

In Abbildung 4 ist das Sensorsignal in Abhängigkeit
zur Konzentration der ethanolhaltigen Luft für verschiede-
ne Temperaturen und Zeiten in einem doppellogarithmi-
schen Plot dargestellt. Erkennbar ist dabei, dass das Sen-
sorsignal bei den transienten Zuständen deutlich größer
ist als im stationären Zustand. Die Maxima der Sensorsi-
gnale tretenmit steigender Konzentration zeitlich gesehen
früher auf. Dieser Effekt kann mit der schnelleren Relaxa-
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Abbildung 4: Konzentrationsabhängige Sensorsignale an unterschiedlichen Zeitpunkten nach einem Temperatursprung von 420 ∘C auf die
angegebene Temperatur bei ethanolhaltiger Luft. Maximum: maximale Sensorsignale bei dem jeweiligen Temperaturplateau. Ende:
Sensorsignale am Ende des jeweiligen Temperaturplateaus.

tion bei steigender Konzentration erklärt werden. Dies be-
deutet, dass bei geeigneterWahldesAbtastzeitpunktes ein
Signalmit konstanter Sensitivität, d.h. lineares Sensorver-
halten, gefunden werden kann.

Ein interessanter Grenzfall des Sensorsignals kann di-
rekt nach dem Sprung von einer hohen zu einer niedrigen
Temperatur betrachtet werden. In diesem Fall liegt ein ho-
her Überschuss an Oberflächenladung vor, der abgebaut
werden muss. Im Wesentlichen spielt daher die Rate für
den Abbau der Oberflächenzustände eine Rolle. Im Fall ei-

Abbildung 5: Gemessene Sensorsignale (gepunktete Linie) eines
AS-MLV-Sensors nach einem Temperatursprung von 420 ∘C auf
180

∘
C bei verschiedenen Ethanolkonzentrationen in

halblogarithmischer Auftragung. Die Messwerte folgen in guter
Näherung einer Exponentialkurve (durchgezogene Linie), die in der
halblogarithmischen Auftragung auf einer Geraden liegen.

ner kleine Änderung der Oberflächenladung kann die Än-
derung der Energiebarriere linear genähert werden, daher
folgt im Grenzfall für kleine Zeiten nach einem Tempera-
tursprung (𝑡 = 0 s) näherungsweise

ln (
𝐺 (𝑡)

𝐺 (𝑡 = 0)
) = 𝐾 ⋅ 𝑡, (7)

mit einer von der Gasart und der Konzentration abhängi-
gen Konstanten𝐾.

In Abbildung 5 ist die Näherung bei einem Tempera-
tursprung von 420 ∘C auf 180 ∘C (bei 𝑡 = 0 s) dargestellt.
Dabei kann das Sensorsignal sehr gut mit der Relation (7)
in einemBereich vonΔ𝑡 = 3 sbeschriebenwerden. DieÄn-
derung des Leitwertes beträgt ca. 𝑒3, was einer Bandver-
biegung von 3𝑘

𝑏
𝑇 entspricht.

DieMessungen zeigen, dass die Konstante𝐾= 𝑘
1
𝑐+𝑘
2

linear von der Gaskonzentration abhängig ist. Der Term
𝑘
1
𝑐 kann bei Angeboten von reduzierenden Gasen in syn-

thetische Luft auf die der Reaktion des reduzierenden Ga-
ses mit dem Oberflächensauerstoff zurückgeführt werden.

Die Steigung des Sensorsignals im logarithmischen
Plot ist daher ein Maß für die Konzentration des reduzie-
renden Gases. Selbst bei relativ kleinen Konzentrationen
von z. B. 100 ppb ist die Relaxation des Oberflächenzu-
stands im Wesentlichen durch das reduzierende Gas be-
stimmt. Inder betrachtetenNäherungnehmendasSensor-
signal sowie die Sensitivität exponentiell mit der Konzen-
tration zu.

In Abbildung 6 werden die kompensierten Steigun-
gen 𝑘

1
𝑐 der ethanolhaltigen synthetischen Luft im Ver-

gleich zu der benzolhaltigen in Abhängigkeit zur Tem-



 

48 

 

  
DE GRUYTER OLDENBOURG T. Baur et al., Optimierung des temperaturzyklischen Betriebs von Halbleitergassensoren | 193

Abbildung 6: Temperaturabhängige Darstellung der Steigung zu
Beginn eines Temperatursprungs für verschiedene Konzentrationen
ethanol- und benzolhaltiger Luft.

peratur gezeigt. Dabei sind die charakteristischen Unter-
schiede bei dem temperaturabhängigenVerlauf der Raten-
konstanten für die Optimierung der Selektivität sehr in-
teressant. Der Verlauf der Ratenkonstanten von Ethanol
zeigt eine schwache temperaturabhängige Änderung. Im
Vergleich dazu zeigt Benzol eine starke Temperaturabhän-
gigkeit mit einem Maximum bei 275 ∘C. Das charakteris-
tische Verhalten der Ratenkonstanten ist, wie bei Benzol
und Ethanol erkennbar, gastypisch und nicht konzentra-
tionsabhängig.

Ein weiterer Aspekt in der Optimierung der Selektivi-
tät von Gasen ist der Vergleich der Sensorsignal-Kurven.
Abbildung 7 zeigt die Sensorsignale für verschiedene Kon-
zentrationen ethanol- und benzolhaltiger Luft. Dabei sind
die charakteristischen Unterschiede beider Gase inter-
essant. Bei Benzol ist das Maximum des Sensorsignals bei

Abbildung 7: Sensorsignale für verschiedene Konzentrationen von ethanol- und benzolhaltiger Luft.

275
∘
C zu erkennen, bei Ethanol dagegen bei 140 ∘C. Auf-

grund der unterschiedlichen chemischen Reaktivität von
Benzol und Ethanol ist bei höheren Temperaturen ein hö-
heres Sensorsignal bei Benzol zu erwarten. Die Höhe der
temperaturabhängigen Maxima ist nicht nur von der Stei-
gung (Ratenkonstante) abhängig, sondern auch von der
Differenz der Energiebarrieren der stationären Zustände
unterschiedlicher Temperatursprünge, die bei der Relaxa-
tion überwunden werden müssen.

D. h. für die Optimierung der Selektivität können
die charakteristischenTemperatur-Verläufe der Ratenkon-
stanten sowie die Sensorsignale für verschiedene Gase
verglichen werden.

5 Fazit
Das beschriebene Modell und Verfahren zur Entwicklung
eines temperaturzyklischen Betriebes mit optimalen Ei-
genschaften (Sensitivität, Sensorsignal und Selektivität)
hat sein Potential mit unterschiedlichen Beispielen ge-
zeigt. Aufgrund des voll relaxierten Zustandes als Aus-
gangspunkt der Relaxation können beliebige Bereiche je-
der Relaxation ausgewählt und zu einem neuen Zyklus zu-
sammengefügt werden, der die gewünschten Eigenschaf-
ten zeigt. Dieses Optimierungsverfahren für einen Tempe-
raturzyklus ist über einen geschlossenen Algorithmus be-
schrieben. Demnach kann es auch automatisiert werden,
um z. B. das höchste Sensorsignal zu ermitteln.

Des Weiteren kann die Grenzbetrachtung der Relaxa-
tion über das vereinfachteModell dabei helfen, bestimmte
Eigenschaften des Sensors vorherzusagen. Das zeigt, dass
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dieses Modell den interessanten Bereich des TCO gut be-
schreiben kann und dadurch auch für die Optimierung
des Temperaturzyklus geeignet ist. Dies kann durch Be-
stimmung der Steigung zu Beginn der Relaxation nach ei-
nem Temperatursprung ermöglicht werden, der mit der
Höhe des logarithmischen Sensorsignals korreliert. Die
Beschreibung der Relaxation ermöglicht auch die Bestim-
mung von Parametern für dasModellieren und Simulieren
des Sensorverhaltens im Temperaturzyklischen Betrieb.

Die Automatisierungdes Verfahrens sowie diemodell-
hafte Beschreibung des Sensorsignals ist Gegenstand wei-
tergehender Untersuchungen und wird in folgenden Ar-
beiten beschrieben.
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a  b  s  t  r  a  c  t

We  present  a method  for quantitative  measurements  of  metal  oxide  semiconductor  gas  sensors  (MOS)
which is based  on relaxation  of  surface  states  using  temperature  cycled  operation  (TCO).  The  method
provides  sensor  response  to  toluene  in form  of  a power  law  and  a  reliable  quantification  in  the  concen-
tration  range  of  about  10 ppb  to 10 ppm.  For  the  calibration  of  the  sensor,  a method  is  developed  based
on  the  equilibrium  vapour  headspace  over  a  liquid  solution  of toluene  and  squalane  yielding  reliable
concentrations  in the  range  of  10  ppb  to  600 ppm.  The  calibration  method  was  shown  to  be stable  under
ambient  conditions  and  thus  to be  applicable  for field  calibration  of gas  sensors.

© 2016  Elsevier  B.V.  All  rights  reserved.

1. Introduction

MOS  sensors are highly sensitive, robust and inexpensive
devices which have been reported to detect volatile organic com-
pounds (VOC) in the low ppm or even ppb range [1] and utilised in
devices for the specific detection of toxic VOC indoors [2]. For this
application, like for many other, a stable quantification based on a
traceable calibration is a prerequisite. The response of MOS  sensors
in respect to the concentration of reducing gas in stationary condi-
tions is typically given by a power law which can be derived from
the surface reaction of reducing specimen with adsorbed oxygen
[3,4] considering an equilibrium condition on the sensor surface.
However, many applications require sensors in non-equilibrium
conditions e.g. using temperature cycled operation (TCO) in order
to increase selectivity [2], stability [5] and sensitivity [6,7]. Recently
some of us showed experimentally that the power law approach is
suited in some cases for sensor responses obtained by temperature

∗ Corresponding author.
E-mail addresses: c.schultealbert@lmt.uni-saarland.de (C. Schultealbert),

t.baur@lmt.uni-saarland.de (T. Baur), schuetze@lmt.uni-saarland.de (A. Schütze),
s.boettcher@mx.uni-saarland.de (S. Böttcher), t.sauerwald@lmt.uni-saarland.de
(T. Sauerwald).

cycles [8], however not for all [6]. In the specific case described
by Baur [6] the sensor surface is covered with an excess of oxy-
gen obtained by a rapid temperature change. Here the response
in respect to the concentration was  found to be exponential. Baur
proposed a concept for quantitative measurement based on the
relaxation of the oxygen equilibrium, which will be utilised in this
work. The calibration of gas sensors is typically performed using
test gases e.g. from gas cylinders. For comprehensive tests gas mix-
ing systems have been reported [9]; some of them are specifically
dedicated to trace gases [10]. This approach is convenient for an ini-
tial calibration in the laboratory but under application conditions,
comprehensive tests using gas mixing systems require extensive
effort. Regular calibration, however, has been shown to improve
the long term stability of sensor systems [11]. Therefore, we present
an easy to use calibration method based on the equilibrium vapour
pressure of diluted VOC samples. To this end mixtures of VOC
with non-volatile liquids can be used as vapour pressure standard.
Similar methods have been reported as calibration standards for
electroantennography measurements [12]. Toluene is selected as
test substance as it is often used as reference substance for total VOC
quantification. The international standard ISO16000-6 for exam-
ple describes that volatile organic compounds, sampled on Tenax
TA, which elute between n-hexane and n-hexadecane on a non-
polar capillary column, detected with mass spectrometric detector

http://dx.doi.org/10.1016/j.snb.2016.08.002
0925-4005/© 2016 Elsevier B.V. All rights reserved.
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(TVOC-MS), should be quantified by converting the total area of the
chromatogram in that analytical window to a nominal mass using
the chromatographic response factor for toluene [13].

2. Concept of quantitative measurement

The most common model to describe the conductivity of SnO2-
based sensors reduces the viewing on the grain-grain boundaries
[3]. In many cases these boundaries determine the conductivity.
The assumption has been confirmed for various granular SnO2-
films in air [14], [6] in view of the fact that these films are strongly
depleted near the surface by binding electrons from ionosorbed
oxygen. For electron transport across the grain-grain boundaries
the electrons have to overcome the energy barrier Eb. The func-
tionality of metal oxide semiconductor gas sensors is based on
the interaction between ionosorbed oxygen and gas molecules. If a
reducing gas is applied, the gas reacts with the ionosorbed oxygen
on the surface. In this process the oxygen atom emits its electron
to the conduction band, so that the energy barrier will be reduced
[6].

The conductance of the entire sensor based on the conductivity
of grain boundaries is given by [3]

G = G0 · e−
Eb
kbT . (1)

where kb is the Boltzmann constant and G0 an exponential prefac-
tor. The energy barrier is defined by

Eb = q2N2
s

2εrε0Nd
= N∗

s
2, (2)

with the donator density Nd, the occupied surface states Ns, the
elemental charge q, the permittivity of SnO2 εr and vacuum ε0.

In TCO semiconductor gas sensor changes the operating tem-
perature cyclic and is placed in different non-equilibrium states.
Fig. 1a) shows a schematic illustration of a grain-grain boundary
in a temperature cycle with two temperatures. In an abrupt rise
in temperature Tlow → Thigh, the conductance increases instanta-
neously, but decreases at the constant temperature Thigh during a
relaxation. [14] and [6] report that after a temperature change a
new equilibrium between ad- and desorption of oxygen has to be
established before a constant surface occupation is reached. The
relaxation of a non-equilibrium to an equilibrium state takes place
by different coupled processes and depends on the type of gas and
the temperature. The duration of this will be between milliseconds
and hours. It can be seen that the surface occupation is much higher
at a high temperature. Fig. 1b) illustrates the Arrhenius plot of the
sensor signal. In this graph, the course of the sensor signal can be
recognized (solid line) at a temperature cycle with abrupt temper-
ature change, in steady states (dashed line) and in transient states.
Looking at an abrupt rise in temperature from Tlow → Thigh (state
1–2), the conductance increases rapidly. The temperature change
is much faster than the relaxation of the surface occupation with
oxygen. Therefore, the conductance change from state 1 → 2 is a
temperature dependent function with a constant energy barrier.
For the change from state 2 → 3, the function is dependent on the
relaxation of the surface occupation. This means, it depends on the
energy barrier with a constant temperature. State 3 → 4 and 4 → 1
can be described analogously.

If we look at the change from state 3 → 4, from a high to low
temperature

(
Thigh → Tlow

)
, the temperature jumps so fast, that the

surface occupancy will not be changed and Eq. (1) depends only on
the temperature with a constant energy barrier (analogous 1 → 2).
In this case, it is possible to calculate the energy barrier:

Eb = kB ln

(
Ghigh
Glow

)
ThighTlow
Thigh − Tlow

(3)

The conductance function Eq. (1) during the relaxation at a con-
stant temperature Tlow depends on the energy barrier. During this
time, the relaxation of the sensor determines the change in the con-
ductance. The concept of quantitative measurement in our work is
based on a mathematical description of the occupied surface states
relaxation due to the reaction of ionosorbed oxygen with reduc-
ing gases. The important surface reaction is according to [14] for
temperatures below approximately 150 ◦C

O2,ads + e− � O−
2,ads, (4)

and for temperatures above approximately 150 ◦C

1
2
O2,ads + e− � O−

ads
(5)

The reaction with a reducing gas R is

O−
x + R � ROx + e− (6)

Assuming that one oxygen species O−
x is dominant dependent on

the temperature, the following rate equation describes the surface
reaction [14]

d
[
O−
x

]
dt

= kans
[
O2,ads

]x/2 − kd
[
O−
x

]
(7)

where
[
O−
x

]
is the density of the dominant species with x = 2 for

O−
2 or x = 1 for O−, ka is the forward, kd the reverse reaction rate

and the density of electrons at the surface [14]

ns = Nd exp

(
−N

∗
s

2

kbT

)
. (8)

Assuming that the chemisorption of oxygen on the surface is a
fast thermodynamic process and as a result always in equilibrium,
the density of chemisorbed oxygen can be described according to
the Lennard-Jones model [15] by

[O2] = Aexp
(
�H

kT

)
. (9)

where A is a pre-exponential factor and �H  the heat of oxygen
chemisorption. According to the assumption that only one oxygen
species on the surface is dominant, the ionosorbed density of oxy-
gen

[
O−
x

]
is equal to the occupied surface states Ns. So the exchange

of electrons between the surface states and the conduction band
can be described with Eq. (7) by

dNs
dt

= kaNDexp

(
−N

∗
s

2

kbT

)
· Aexp

(
x�H

2kbT

)
− kdNs. (10)

Eq. (10) can be rewritten with the substitution N∗
s = qNs√

2εrε0Nd
,

k∗
a = q√

2εrε0ND
kaNDC and k∗

d
= kd as

dN∗
s

dt
= k∗

aexp

(
−N

∗
s

2

kbT

)
exp

(
x�H

2kbT

)
− k∗

dN
∗
s . (11)

After a temperature step T0 → T1 (T0 > T1) for a short time t �
�relaxation, the density of new ionosorbed oxygen on the surface is
smaller than the density of desorbed oxygen. The density’s decrease
is based on the reaction with reduced gas in air as a result of the
higher occupation of surface states by higher temperature (T0) (see
Supplementary material B). Therefore, Eq. (11) is by approximation

dN∗
s

dt
≈ −k∗

dN
∗
s . (12)

The solution of the approximated differential equation is

N∗
s (t) ≈ N∗

s (0) · exp
(
−k∗

d · t
)
, (13)

Please note that this can only be assumed if the contribution

of the adsorption term exp
(

−N∗
s

2

kbT

)
exp

(
x�H
2kbT

)
is negligible. For
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Fig. 1. a) Schematic illustration of the stationary and transient states of a grain-grain boundary in temperature cycled operation. The bright areas of the grains symbolize
the  depletion layer near the surface due to ionosorbed oxygen (shown schematically as O−). b) Illustration of the Arrhenius plot of the sensor signal with two temperatures.
Solid  line: States with any rapid change in temperature. Dashed line: Relaxation at a constant temperature. Dotted line: steady states. Based on [6,7].

a temperature variation over a larger range e.g. from 420 ◦C to
200 ◦C this estimation is reliable. Baur reports a change of Eb (T)
of about 550 meV, therefore the adsorption term at 200 ◦C is factor
10−6 below the stationary case (see Supplementary material B for
detailed calculation).

For small times after a temperature step Eq. (2) can be rewritten
by

Eb (t) ≈ N∗
s (t)2 = Eb (0) · exp

(
−2k∗

d · t
)
. (14)

Inserting in Eq. (1) and expanding by kT gives the conductance
expressed by

kT · ln (G) ≈ c1 (T) − Eb (0) · exp
(
−2k∗

d · t
)

(15)

or for very short times with a linear Taylor approximation by

1
2
kT · ln (G) ≈ 1

2
c1 (T) + EB (0) · k∗

d · t (16)

with temperature dependent constant c1 = kT · ln G0.The reverse
reaction rate k∗

d
can be split into two parts for gas concentration in

ppb and low ppm range

k∗
d = k∗

d,air +
∑
i

k∗
d,gas,i (17)

where k∗
d,air

is the combined reaction rate for the reaction with
residual compounds in air and for desorption by intrinsic processes
and k∗

d,gas,i
for the reaction with the ith supplied gas molecules.

This means that the logarithmic conductance can be described by
an exponential function for short times respectively for very short
times by a linear function. For low gas concentrations it is possi-
ble to describe the logarithmic conductance by a superposition of
reaction rates.

3. Calibration strategy

For in field calibration one or more defined gas concentrations
in a transportable way are needed. The calibration relies on the
equilibrium headspace of the VOC (in our case toluene) soluted in
a non-volatile liquid (squalane). A chemical model of the solution
can estimate the gas concentration. To ensure traceable calibration
GC–MS analytics was used to quantify the prepared samples.

The headspace concentration of a liquid solution in a closed vol-
ume  in thermodynamic equilibrium is specified by the substance’s
vapour pressure pvap and hence through Dalton’s law the con-
centration can be calculated [16]. For highly diluted solutions the

vapour pressure pi is proportional to the mole fraction xi inside the
solution according to Henry’s law [16].

pi = kH · xi (18)

The so called Henry’s constant kH is unique for every set of com-
ponents and thus experimental values are not always obtainable,
but the constant can be estimated for example by means of the
UNIFAC (Universal Quasichemical Functional Group Activity Coef-
ficients) model [17]. It estimates activity coefficients, which stand
for the deviation from ideal behaviour inside chemical mixtures,
for almost any combination of components, using their molecu-
lar structure and the interaction between functional groups. By
assuming an ideal gas inside the calibration system (which is valid
for normal ambient conditions), partial pressure and therefore the
Henry’s constant can be calculated from the activity coefficient �i
[18]:

pi = �i · xi · pvap (19)

The UNIFAC model’s gives an approximation of the equilibrium
vapour pressure. Based on this the target concentration in the sam-
ple is estimated for preparation, which can later be compared with
experimental results. The advantage of the model in consideration
of a more complex approach like Monte-Carlo simulation on atomic
scale is that values for new mixtures can be obtained very easily.
In the end, this allows us, to produce different concentrations of a
test gas by just modifying the substance’s mole fraction inside the
solution.

Henry’s constant is highly temperature dependent but accord-
ing to [19] the behaviour can be approximated by the temperature
variation of the component’s saturation vapour pressure and, what
is normally negligible, activity coefficient inside the mixture. The
insignificance has been verified by UNIFAC calculations, which state
that deviation is below 1% for normal room temperatures. Toluene’s
vapour pressure for temperatures between 286 K and 409 K is given
through the Antoine equation [20]:

log
(
pvap (bar)

)
= 4.05043 − 1327.62

T (K) + 217.625 − 273.15
(20)

A change in ambient temperature of about 10 K can change
vapour pressure and thereby the headspace concentration by a
factor of two. Under normal conditions, this means the theoreti-
cal concentration has to be adapted in dependence of the actual
sample temperature, by using Eq. (20) and:
pT1

pT0
= cT1

cT0
(21)

After bringing the sensor inside the calibration chamber, equi-
librium has to be established before starting the measurement. The
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Fig. 2. Comsol Multiphysics simulation on the equilibrium establishment inside the calibration bottle, after 1000 s the concentration’s variation inside the full volume is only
0.4%  (colourbar). The line shows the concentration over time at the sensor’s position, after about 600 s the concentration is nearly constant and equilibrium is reached.

required time can be estimated using FEM simulations (finite ele-
ment method, software: COMSOL Multiphysics, model: Transport
of Diluted Species). To this end we used a 2D geometrical model
with rotational symmetry, details can be found in Supplementary
material D. Assuming the diffusion coefficient of toluene in air from
[21] and the self-diffusion coefficient from squalane [22] at 20 ◦C,
toluene’s partition coefficient obtained from the UNIFAC calcula-
tions, a stiff-spring velocity of 10000 m/s  (as proposed from the
software’s documentation) and starting from a concentration of
zero inside the bottle’s headspace, the concentration at the sensor
reaches an almost constant value after about 10 min  (see Fig. 2).

Besides the generation of a defined headspace concentration
for calibration, this thermodynamic equilibrium can also be used
to generate the lowest possible concentration by using an empty
squalene sample. The partition coefficient between liquid and
gaseous phase is high enough to reduce the VOC concentration
inside the headspace by a factor of at least 10−3. This allows gen-
erating zero air and therefore a background signal under the same
ambient conditions (humidity, permanent gases, temperature). By
assuming additivity between the reaction rates caused by different
gases from Eq. (17) a background independent sensor signal can be
obtained.

This concept enables us to perform a field calibration using a
small transportable bottle, containing a known concentration of
gas, which sometimes has to be corrected, depending on ambi-
ent temperature and quantify background independent because of
squalane’s cleaning function.

4. Experimental setup and sample preparation

Gas sensor measurements were performed with an AS-MLV sen-
sor from ams  Sensor Solutions Germany GmbH. This SnO2 sensor
is specified for measuring VOCs and among these aromatic com-
pounds like toluene. The sensor is built up on a silicon nitride
membrane, which makes heating less power consuming and, what
is more important for us, fast (time constant t1 = 7ms, see Supple-
mentary material C). The originally mounted protection membrane
was removed for our experiments. For sensor heating and con-
ductance measurement a SniffChecker module from 3S GmbH −
Sensors, Signal Processing, Systems was used. It provides pro-

grammable temperature cycles and a measurement frequency of
100 Hz. The working range of the conductance measurement was
enhanced by attaching a log amplifier LOG112 from Texas Instru-
ments Inc. so that the combined system is capable of measuring
conductance in the range of 100 nS to mS on a logarithmic scale
(details can be found in [6]). The relaxation process described above
therefore yields a linear sensor signal as shown in Eq. (16). The
high measurement range is needed because of the high tempera-
ture jumps in our temperature cycle: it principally consists of two
parts, 300 ms  at 450 ◦C for surface oxidation and 200 ms  at a lower
temperature for measuring the oxygen relaxation after the cooling.
Ten different lower temperatures between 200 ◦C and 380 ◦C with
a step width of 20 ◦C were chosen, which gives a total temperature
cycle of 5 s.

The isolated volume was  realised by a 50 ml  DURAN laboratory
bottle (see Fig. 2). The amount of liquid was  set to 20 ml.  Assum-
ing that the whole headspace is replaced by ambient air with every
opening, the sample can be used more than 30 times before exceed-
ing 5% deviation. The sensor itself is mounted inside a GL 32 DURAN
cap, which can be mounted on the bottle and ensures proper tight-
ness.

The calibration liquids were produced using the precision bal-
ance KB 240-3N (KERN & Sohn GmbH) and a magnetic stirrer to
ensure proper mixing. The test substance toluene was  diluted in
squalane (CAS: 111-01-3), which is a long-chained isoalkane (Hex-
amethyltetracosane) and has a negligible vapour pressure below
0.02 �Pa [23] at room temperature. The substance was cleaned
from all volatile substances before at 80 ◦C and a 500 ml/min flow
of zero air (see Supplementary material A, blue highlighted sam-
ples) or to achieve even higher purity and avoid oxidation, which
is needed for sub-ppm standards, nitrogen (other samples). To
achieve small headspace concentrations down to 10 ppb subse-
quent dilution steps are needed, for proper mixing the liquid is
stirred for a minimum of 15 min. Two  logarithmic serial dilutions
were produced yielding liquids with mole fractions from 180 ppm
to 35‰.

All samples and their UNIFAC predicted headspace con-
centrations (kH = 1.9kPa at 20◦C) can be received from the
Supplementary material A. On the first, zero air cleaned dilution
series analytical reference measurements using a Thermo Scien-
tific GC–MS system (TRACE Ultra Gas Chromatograph, DSQ II mass
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Fig. 3. Comparison of the UNIFAC predicted vapour pressures (black, squares) and
the quantification done by the Thermo Scientific GC–MS system. Agreement is quite
good, the deviation of the lowest sample probably is due to adsorption on the injec-
tion needle’s surface.

spectrometer) were done to ensure the calibration’s reproducibil-
ity and verify the UNIFAC prediction. 5 ml  of calibration headspace
were injected by hand with a gas tight syringe into a split/splitless
injector. Additionally 5 �l liquid toluene was injected later during
each run and used as an internal standard. 5 ml  of a pure toluene
headspace was used to quantify the calibration samples. Since no
separation was needed an isothermal temperature profile at 120 ◦C
was used and only mass to charge ratios m/Z  = 91 (toluene main
peak) were recorded (SIM, selected ion monitoring). Hence, partial
pressures pi can be calculated by the quotient of the peak areas
from sample Asample and pure toluene headspace Atoluene. All mea-
surements were normalised by the internal standards Aint sample and

Aint toluene. Calculated pressures pi =
Asample
Atoluene

· Aint  toluene
Aint  sample

· p0,toluene can

be seen in Fig. 3. UNIFAC prediction seems to work out very well for
this set of compounds. Only for the smallest observed concentration
deviation is a bit higher, which is probably due to some adsorption
on the injection needle’s surface.

For quantification and comparison additional measurements
with our gas mixing apparatus (GMA), which is described in [10],

were done. Zero air at 0% humidity containing 10, 30, 100, 300 ppb,
and 1, 2.6, 3, 5, 11 ppm toluene was produced using a permeation
device emitting 38 ng/min and an accuracy of ±50%.

5. Results

5.1. Feature calculation

From the conductance of one cycle (see Fig. 4), ten rate constants
(one for each low temperature plateau) can be calculated. As seen
in the inset of Fig. 4 especially for low temperatures in pure air
and at low concentration the conductance exceeds the measure-
ment range. As shown above, compare Eq. (16), for a short time
after the temperature change, conductance follows an exponential
curve. The sensor system (logarithmic amplifier) therefore yields
a linear output over time. The valid time interval for this assump-
tion mainly depends on two  things: the gas concentration and the
height of the temperature step. The lower the change in tempera-
ture and the higher the gas concentration the faster the relaxation
and the smaller is the valid time interval. The energy barrier is cal-
culated, according to Eq. (3), from the conductance value before and
right after the step, ideally before any relaxation took place. Some
error arises on the one hand from the fact that the conductance
is not perfectly constant at the end of the 450 ◦C plateau, on the
other hand the cooling does not occur immediately (t1 = 7ms, see
Suppl. material C). Moreover, it is possible, that the lowest conduc-
tance value appears between two data points because the interval
between two measurements is 10 ms.  Since this energy barrier is
a property of the high temperature state, it should be equal for
every temperature step. Energy barrier values typically are around
550–600 meV  (depending on gas concentration) and, looking at the
ten values obtained from one cycle, show a standard deviation of
about 20 meV.

5.2. Feature properties

Quantification and feature extraction were tested by GMA  mea-
surements. Measurement process was as follows: after 15 min  of
pure zero air, the sensor was exposed to the gas for another 15 min,
following again 15 min  of zero air. The rate constants for every
temperature and every cycle were computed. Compared to the qua-
sistatic conductance (the conductance at the end of the first 450 ◦C

Fig. 4. a) Conductance of one full cycle for 1 and 11 ppm toluene, at low temperatures sometimes the end of measurement range is reached (see inset), this applies mainly to
measurements with low toluene concentrations or in pure background, where the conductance is below 100 nS (GMA). The features needed for the quantification are shown
in  b) the energy barrier is calculated from the logarithmic conductance difference ln (Gh) − ln (Gl) and the height of the temperature jump, for the rate constant a linear fit is
performed on the logarithmic data (corresponding to an exponential fit on normal data).
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Fig. 5. Behaviour of quasistatic conductance (at 450 ◦C) with notable overshoot at
the  beginning of each toluene exposure (starting at t = 0) versus calculated rate
constant (for 280 ◦C, similar time dependence for other temperatures) with almost
constant value over observed time.
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Fig. 6. a) Sensor conductance changes significantly (factor 2) for the same concen-
tration within a time interval of six months. b) During the same time rate constant
nevertheless still offers a nearly correct quantification, especially for high temper-
atures.

plateau over time) the rate constant shows a much more suitable
response to the gas exposure for quantification. Fig. 5 shows the sig-
nal for both, quasistatic conductance and rate constant at 280 ◦C,
for an exposure of 1 ppm toluene beginning at t = 0. Rate constant
reaches its final value almost immediately after toluene reaches the
sensor surface whereas the conductance shows some overshooting
and still no stable value after 15 min, which makes quantification
slow and difficult. This overshooting can be observed for concen-
trations above 100 ppb and increases with higher concentrations.

Besides this short-term effect rate constant is a more stable
feature compared to sensor conductance also for long-term exam-
inations. 1 ppm of toluene gas inside the GMA  was measured two
times within a time interval of six months. During storage the sen-
sor conductance reduced significantly, as can be seen in Fig. 6a).
Evaluating the reaction rate constant it is still possible to perform
a correct quantification, which is shown in Fig. 6b). The shape of a
gas sensor signal often is more stable than the conductance itself,
which is explainable with the described sensor model above. By
only evaluating the signal’s shape the exponential prefactor G0 in
Eq. (1) does not affect the quantification, which mainly depends on

10-2 10-1 100 101

Concentration (pp m)

10-3

10-2

10-1

100

Cali brat ion  samp les, nitrogen cl eaned  (10 ppb to 3 ppm)
Cali brat ion  samp les,  zero air cl eaned  (1 to 10 ppm)
Gas mixi ng apparatus

9.8e-5 * c0.49

1.4e-4  * c0.45

Fig. 7. Average rate constants (50 cycles) obtained from measurements inside our
gas  mixing system in zero air and with the produced calibration standards under
normal room conditions. Accordance is quite good, although the scattering still is
quite high, a quantification with an error of one half magnitude is possible. Dotted
lines show the best representing power law for both types of measurements.

the changing energy barrier Eb, which is dominated by the surface
oxygen occupation, compare Eq. (2).

5.3. Calibration and quantification

For comparison between room air and zero air measurements
and the generation of a calibration curve, the mean value of all
temperature’s reaction rates is used. Toluene shows only slightly
temperature dependent reaction rate and therefore its response is
used, as it is in gas chromatographic analysis [13], to quantify the
total VOC concentration of ambient air. Looking at each single tem-
perature is especially needed to achieve selectivity, which needs
further investigations. Here we are aiming for quantification.

Concentrations between 10 ppb and 11 ppm have been mea-
sured inside our GMA  with zero air background. The background
signal is orders of magnitude smaller than the gas signals and fur-
thermore often cannot be calculated because within the 200 ms
plateau at Tl no relaxation occurs and no slope can be extracted.
For this reason no background rate constant was subtracted for the
GMA  measurements. The mean values of all ten rate constants over
50 cycles are shown in Fig. 7 as black squares on a double logarith-
mic  scale. Since all points are in one line, the best representation
for the sensor signal is a power law of the form a · cb with gas con-
centration c, and constants a = 1.4 · 10−4 and b = 0.45. For the two
lowest concentrations, the calculated rate constants might be a bit
too low, because there is still too little gas to cause a significant
relaxation in such a short time.

Calibration standards were each measured for a time of 30 min
to ensure proper equilibrium. Between each calibration sample
an zero sample is measured and by this a background signal is
recorded. The subtracted mean value of every temperature and 50
cycles for the low concentrated calibration probes are also shown
in Fig. 7, but as red squares. In principle, all measured points,
GMA and calibration standards show similar behaviour. Both fol-
low an exponential curve, despite the constants a = 9.8 · 10−5 and
b = 0.49 deviate slightly. Especially at low concentration devia-
tion increases, which is probably due to the mentioned missing
relaxation in almost clean air at low concentrations, which makes
the calculated rate constant appear too low. The deviation allows
a quantification with an error of about a half order of magnitude
although measurements were done under very different ambient
conditions.
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6. Conclusion

A method for quantitative measurement using TCO was  imple-
mented based on a sensor model. To this end, we derived rate
constants for the surface reaction between target gas and adsorbed
oxygen temperature dependent. The results indicate that rate
constants are less subjected to short and long-term sensor drift
compared to the sensors conductance. We  could show that rate
constants are depending on the concentration by a power law
and that this method is feasible for measuring toluene in a wide
concentration range (at least 10 ppb to 10 ppm). For calibration,
particularly in the field calibration, standards were prepared based
on equilibrium vapour pressure. The vapour pressure can be pre-
dicted by a simple model (UNIFAC) allowing an easy transfer of the
obtained results to arbitrary mixture of VOCs in non-volatile liq-
uids. The obtained samples have been characterised using GC–MS
and sensor quantification was performed under field conditions.
The quantification was possible in various backgrounds (in pure air
at the gas mixing system as well as in ambient air for the calibration
standards). This emphasises that the model predicted compensa-
tion of the gas background is likely. Based on the concept presented
in this work comprehensive field calibration systems using various
VOC standards especially to achieve statistical relevant data and
selectivity can be foreseen.
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Supplementary material A 

 

sample nr. toluene’s mole fraction UNIFAC predicted 

concentration at 20 °C 

1.1 35 ‰ 660 ppm 

1.2 3.5 ‰ 65 ppm 

1.3 0.38 ‰ 7.1 ppm 

1.4 0.040 ‰ 740 ppb 

2.1 180 ppm 3.3 ppm 

2.2 64 ppm 1.2 ppm 

2.3 18 ppm 330 ppb 

2.4 6.6 ppm 120 ppb 

2.5 1.9 ppm 35 ppb 

2.6 0.67 ppm 12 ppb 

 

Table A1: Prepared calibration standards, their toluene content and the UNIFAC predicted 

headspace concentration. Blue samples were produced using zero air cleaned squalane and 

analysed with a Thermo Scientific GC-MS system. Not highlighted samples are based on 

nitrogen cleaned squalane (the higher purity is needed for sub-ppm standards). 
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Supplementary material B 

The rate equation Eq. (11) describes the change of the surface occupation  

𝑑𝑁𝑠
∗ 

𝑑𝑡
= 𝑝𝑎𝑑𝑠(𝑇) ∙ 𝑒𝑥𝑝 (−

𝑁𝑠
∗2

𝑘𝑏𝑇
) − 𝑝𝑑𝑒𝑠(𝑇) ∙ 𝑁𝑠

∗     (B1) 

where 𝑝𝑎𝑑𝑠(𝑇) = 𝑘𝑎
∗ (𝑇) ∙ 𝑒𝑥𝑝 (

𝑥∆𝐻

2𝑘𝑏𝑇
) is the adsorption factor and 𝑝𝑑𝑒𝑠(𝑇) = 𝑘𝑑

∗ (𝑇) is the 

desorption factor. Both factors are only temperature dependent parameters and their values 

change instantly with a temperature variation [12]. Thus, the parameters do not change their 

values during the relaxation of the surface occupation. In steady state, the variation of the 

surface occupation is near to zero. 

𝑑𝑁𝑠
∗ 

𝑑𝑡
|

𝑡→∞
= 𝑝𝑎𝑑𝑠(𝑇) ∙ 𝑒𝑥𝑝 (−

𝑁𝑠
∗(𝑡→∞)2

𝑘𝑏𝑇
) − 𝑝𝑑𝑒𝑠(𝑇) ∙ 𝑁𝑠

∗(𝑡 → ∞)
!

=  0  (B2) 

The ratio of adsorption and desorption parameter is in the steady state (𝑁𝑠
∗(𝑡 → ∞) = 𝑁𝑠,∞

∗ ) 

𝑝𝑎𝑑𝑠(𝑇)

𝑝𝑑𝑒𝑠(𝑇)
=

𝑁𝑠,∞
∗ (𝑡→∞)

𝑒𝑥𝑝(−
𝑁𝑠,∞

∗ 2

𝑘𝑏𝑇
)

.         (B3) 

Baur ([6]) measured the temperature dependent energy barrier (proportional to the surface 

occupation) in the steady state for the used sensor (AS-MLV). Thereby, it is possible to 

calculate the adsorption-desorption-factor ratio with Eq. (24) and the measured values. For a 

temperature change from a high to low temperature (𝑇ℎ𝑖𝑔ℎ → 𝑇𝑙𝑜𝑤) the relaxation of the 

surface occupation starts with the value of the temperature 𝑇ℎ𝑖𝑔ℎ in steady state and the 

adsorption and desorption parameters instantly change their value to 𝑝𝑎𝑑𝑠/𝑑𝑒𝑠(𝑇𝑙𝑜𝑤). Thus, 

Eq. (22) results for small times 𝑡 → 0 after a temperature change in 

𝑑𝑁𝑠
∗ 

𝑑𝑡
|

𝑡→0
= 𝑝𝑎𝑑𝑠(𝑇𝑙𝑜𝑤) ∙ 𝑒𝑥𝑝 (−

𝑁𝑠,∞
∗ (𝑇ℎ𝑖𝑔ℎ)

2

𝑘𝑏𝑇𝑙𝑜𝑤
) − 𝑝𝑑𝑒𝑠(𝑇𝑙𝑜𝑤) ∙ 𝑁𝑠,∞

∗ (𝑇ℎ𝑖𝑔ℎ)  (B4) 

The adsorption-desorption ratio is equal to 

𝑟𝑎𝑡𝑖𝑜 =
𝑝𝑎𝑑𝑠(𝑇𝑙𝑜𝑤)

𝑝𝑑𝑒𝑠(𝑇𝑙𝑜𝑤)

𝑒𝑥𝑝(−
𝑁𝑠,∞

∗ (𝑇ℎ𝑖𝑔ℎ)
2

𝑘𝑏𝑇𝑙𝑜𝑤

)

𝑁𝑠,∞
∗ (𝑇ℎ𝑖𝑔ℎ)

=
𝑁𝑠,∞

∗ (𝑇𝑙𝑜𝑤)

𝑁𝑠,∞
∗ (𝑇ℎ𝑖𝑔ℎ)

𝑒𝑥𝑝 (
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∗ (𝑇ℎ𝑖𝑔ℎ)
2

−𝑁𝑠,∞
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) (B5) 

Figure B1 shows a temperature dependent adsorption-desorption ratio for temperature steps 

from 𝑇ℎ𝑖𝑔ℎ = 420 °C to 𝑇𝑙𝑜𝑤 = 145 … 395 °C. Thereby, the adsorption term is negligible for a 
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ratio equal to 10
-1

. So we see, it is possible to neglect the adsorption term for temperature 

changes with ∆𝑇 = 50 °C. 

 

 

Figure B1. Adsorption-desorption ratio of temperature changes from 420 °C to 145…395 °C. 
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Supplementary material C 

 

Figure C1. Measured time constant (by thermal imaging, camera: Flir i7) of the used AS-

MLV sensors. 
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Supplementary material D 

FEM simulations were done using COMSOL Multiphysics 4.2a. The bottle’s geometry is 

represented by a 2D structure with rotational symmetry that can be seen in Fig. D1. The inner 

radius of the bottle (area 1 and 2) is 2 cm. The bottle necks radius (area 3) is 0.9 cm. Since the 

r = 0.25 cm wide sensor mount (area 4) extends 0.5 cm into the bottle a ridge is drawn by a 

difference between the bottle neck and a 0.2 x 0.5 cm rectangle. The height of area 1 (fluid 

level) is 1.8 cm, which is 22.6 ml. The overall volume of the bottle is approximately 80 ml. 

 

Figure D1. Rotationally symmetric geometry used for FEM simulations. Area 1 (blue) is 

defined as squalane with toluene and areas 2, 3 and 4 as air. 1 and 2 represent the bottle’s 

body, 3 the bottle neck and 4 the sensor’s mount. 

Both phases (area 1 and areas 2, 3 and 4) are modelled separately but with the same 

implemented model “Transport of diluted species”. This model mainly depends on convection 

and diffusion (Fick’s laws of diffusion), flow velocity is set to zero and temperature is 

homogenous, so only diffusion occurs. To enable a transition of the diluted species between 

both phases, an in and outflow is defined between area 1 and 2. The transition velocity 
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depends on the concentration at the boundary weighted with the partition coefficient K 

(formula: M*(K*c2-c1) respectively M*(c1-K*c2), where c1 is the headspace concentration 

and c2 the fluid concentration). Additionally a stiff-spring velocity M is used and set to the 

recommended value of 10000 m/s to ensure continuity and solvable differential equations. 

The needed parameters to perform the simulation are given in Table D1 

 

parameter description value 

K Partition coefficient obtained from UNIFAC 

calculations 

0.0004063 

M Stiff-spring velocity (as recommended) 10000 m/s 

Dc1 Toluene’s diffusion coefficient inside air 8e-6 m²/s [21] 

Dc2 Self-diffusion coefficient from squalane 3.3e-7 cm²/s [22] 

C1_initial Initial headspace concentration 0 mol/m³ 

C2_initial Initial fluid concentration 0.03561 mol/m³ 

Table D1: Parameters used for the FEM simulation of the thermodynamic equilibrium. 
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Abstract. A novel method for the detection of short pulses of gas at very low concentrations, the differential
surface reduction (DSR), is presented. DSR is related to the temperature pulsed reduction (TPR) method. In a
high temperature phase, e.g., at 400 ◦C, the surface of a metal oxide semiconductor gas sensor (MOS) is oxidized
in air and then cooled abruptly down to, e.g., 100 ◦C, conserving the large excess of negative surface charge. In
this state reactions of reducing gases with surface oxygen are strongly favored, which increases the sensitivity.
Due to the large energy barrier between metal oxide grains caused by the excess surface charge, a highly precise
electrical measurement at very low conductance (down to 10−11 S) is a prerequisite for this method. Moreover,
the electrical measurement must be very fast to allow a good resolution of retention times. Applying the method
to a doped SnO2 detector, gas pulses down to a dosage of 1 ppb times seconds can be detected. The gas transport
inside the detector is simulated using the finite element method (FEM) to optimize the gas transport and to keep
response and recovery time as short as possible. With this approach, we have demonstrated a detection limit for
ethanol of below 47 fg.

1 Introduction

Gas chromatography (GC) is a very versatile method for
the analysis of gases as it allows the separation of differ-
ent gases over time. For gas analysis, GC combined with
mass spectrometry (MS) is the gold standard, but it is re-
stricted to large and relatively high-cost systems mainly for
laboratory use. However, the demand for mobile gas analy-
sis systems has steadily increased over the past few years,
especially for selective detection of trace gases, e.g., for out-
door (Mead et al., 2013; Spinelle et al., 2015, 2017) or in-
door air quality measurement (Geiss et al., 2011; Koistinen
et al., 2008) or medical diagnostics (Bajtarevic et al., 2009).
For some applications sensors and adaptable sensor arrays
have been investigated (Leidinger et al., 2015; Roberts et
al., 2014; Sasahara et al., 2007). The classification of var-
ious hazardous VOCs at ppb concentration level has been
demonstrated by some of us in earlier works using metal
oxide sensors combined with temperature cycled operation
(TCO) and pattern recognition as well as with novel MOF-
based micro-preconcentrators (Leidinger et al., 2014; Wil-
helm et al., 2016). Under ideal conditions this facile ap-

proach allows low-cost, online measurements with sub-ppb
accuracy (Leidinger et al., 2017). However, the training ef-
fort for a sensor array approach – independent if a virtual
multi-sensor or a physical array approach is used – increases
strongly with the number of gases because combinations of
gases at various concentrations need to be tested to identify
potential interactions between gases. For complex gas mix-
tures a chromatographic system, therefore, seems to be more
adequate. The miniaturization of the chromatographic sys-
tem is a prerequisite for many applications to ensure mo-
bility and reduce system costs. The miniaturization of GC
columns (µGC) (Sanchez et al., 2010; Zampolli et al., 2005)
and additional building blocks like injectors and sampling
units (Trzciński et al., 2017; Zampolli et al., 2007) has been
investigated intensively and proven to be feasible. However,
these systems are restricted in the choice of detectors com-
pared to lab equipment. The most common GC detector prin-
ciples, the flame ionization detector (FID) and the mass spec-
trometer (MS), cannot be scaled to miniature size without
loss of performance, i.e., time of operation due to gas con-
sumption for FIDs or loss of resolution for MS. Detectors

Published by Copernicus Publications on behalf of the AMA Association for Sensor Technology.
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for µGC are therefore an important research topic. In ad-
dition to the miniaturization of common detector principles
like, e.g., TCD (thermal conductivity detector) (Mahdavifar
et al., 2015) and PID (photoionization detector) (Narayanan
et al., 2014), the combinations with other detector principles,
e.g., nanocantilevers (Chapman et al., 2007) or ion mobil-
ity spectroscopes (Eiceman et al., 2002), have been demon-
strated. The combination with metal oxide semiconductor
(MOS) gas sensors also goes back many decades (Bârsan and
Ionescu, 1994). MOS sensors are very sensitive (Zampolli et
al., 2005), inexpensive and able to detect a broad range of
gases. Recently, we have demonstrated that the sensitivity of
MOS sensors can be increased significantly by a certain tem-
perature cycled operation (TCO) mode (Baur et al., 2015)
and that the quantity of gas can be derived directly from the
sensor signal using a simple model for the surface reduction
process (Schultealbert et al., 2017). From this starting point,
this article demonstrates a new method of using a MOS sen-
sor to detect short trace gas pulses called differential surface
reduction (DSR) which shows an unprecedented detection
limit and stable detection properties. This method of course
is not limited to the use as GC detector, but can also improve
the capabilities of sensor-micro-preconcentrator systems.

2 Concept of differential surface reduction (DSR)

A GC detector detects the amount of substance during peaks
generated by the separation of gas mixtures in the GC col-
umn. In the time interval [t0, t] at a constant volume flow
V̇ , the amount of substance n of one peak passes the sen-
sor. In gas measurements, the concentration c is generally the
mole fraction x of the analyte. The relationship between the
amount of substance n and the time-dependent concentration
c (t) can be written with the molar volume Vm as Eq. (1).

n=

∫ t

t0

V̇

Vm
· c (t)dτ (1)

In the case of a constant carrier gas flow, the amount of sub-
stance is proportional to the integral of the gas concentration
c. In most measurement setups, the volume flow and molar
volume are well-known constants. To determine the amount
of substance in a peak with a MOS sensor therefore requires
a signal proportional to the concentration. A suitable signal
is the reverse rate constant of the surface coverage, i.e., the
desorption of surface oxygen, due to supplied reducing gas.
In a previous work we introduce this process as DSR (Baur et
al., 2017). The concept of DSR is based on a model for MOS
sensors with temperature-modulated operation (Baur et al.,
2015; Schultealbert et al., 2017). In this model, the conduc-
tance of MOS sensors is limited by grain–grain boundaries
which depend on surface charges that can be modeled by sur-
face state trapping.

A widely accepted model for the conductance of the grain–
grain boundaries dates back to Morrison and Madou (1989).

A depletion zone near the surface is formed by electrons of
the n-type semiconductor being bound to ionosorbed oxy-
gen. Conduction electrons must overcome the resulting en-
ergy barrier Eb for a current flow across the grain–grain
boundaries. Barsan and Weimar (2001) showed that a similar
model can also be used for nanocrystalline sensors in which
the whole grain is part of the depletion zone. Therefore, the
conductance of the sensor can be described by (Madou and
Morrison, 1989)

G=G0 · e
−

Eb
kbT , (2)

with the Boltzmann constant kb, the temperature T of the
sensor film and a prefactor G0. The energy barrier is defined
by (Madou and Morrison, 1989; Schultealbert et al., 2017)

Eb =
q2N2

s
2εrε0Nd

=N∗s
2
, (3)

with the donor densityNd, the occupied surface statesNs, the
elemental charge q, the permittivity of SnO2 εr and vacuum
ε0.N∗s is the normalized surface state according to Schulteal-
bert et al. (2017).

We assume that the sensor can be modeled with good accu-
racy by reducing the complexity of the model to a minimum.
The following idealizations can be made.

ii. The sensor is described by a single grain–grain bound-
ary.

i. The surface charge is caused by a single species of ad-
sorbed oxygen.

iii. The adsorbed oxygen reacts in a single step reaction
with the reducing gas and the reaction rate is linear to
the gas concentration.

A real sensor is normally a granular layer with a multitude
of grain boundaries and other transport mechanisms, e.g.,
necks from strongly sintered grains. However, the conduc-
tance of the sintered grain is very high compared to the grain
boundaries. Hence, the resistance will be dominated by the
serial grain–grain boundaries. According to Eq. (3) all grain
boundaries have the same barrier height, and nanocrystalline
material with fully depleted grains shows an equivalent be-
havior. The surface charge can be measured by the thermal
activation of the sensor layer. Although assumption (i) seems
a strong idealization of the sensor, earlier work on the in-
vestigated sensor type AS-MLV (ams AG) did prove that the
sensor properties can be modeled quite accurately by this ap-
proach measuring the thermal activation of the conductance
(Baur et al., 2015).

The types of oxygen species at the sensor surface are dis-
cussed controversially in the literature. There is no spectro-
scopic evidence for the oxygen interaction with metal oxides
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(Gurlo, 2006). Madou describes two different forms of ad-
sorbed oxygen at the sensor surface (Madou and Morrison,
1989): atomic (O−) and molecular (O−2 ) ions. The formation
of O− by dissociation is modeled by him in the form of a
mass action law. Some authors attribute a change in sensor
behavior over temperature around 350 ◦C to a change in the
predominating oxygen species from O−2 to O− (Pulkkinen
et al., 2001). Other authors expect the double charged atomic
ion O2− to be the predominant species in dry air between 350
and 450 ◦C, and a competitive adsorption of O− and O2−

around 300 ◦C (Suematsu et al., 2014). In humid air, water
vapor is believed to block the O2− adsorption sites, chang-
ing the predominant species to O− (Yamazoe et al., 2012).
For our model, however, precise knowledge of the dominant
species is not necessary. We assume that for a certain tem-
perature, the surface charge is dominated by one species of
adsorbed oxygen ion at the surface (ii).

The chemical reaction of the gas with the surface can be
either a direct reaction of the gas with the adsorbed oxy-
gen (Eley–Rideal) or a reaction of the pre-adsorbed gas
(Langmuir–Hinshelwood). In the second case, the number of
adsorbed species may depend on not only the concentration,
but also on the number of surface sites. For our experiment,
the reducing gases are prevalent at very low concentrations.
We assume that the reaction rate is, therefore, linear to the
gas concentration. In the case of ethanol at low temperatures
of 150 ◦C, a single step oxidation, (iii) namely the dehydra-
tion and formation of water, has been reported for SnO2 with
various dopants (Cheong and Lee, 2006).

The functional principle of gas sensing with MOS sensors
is based on oxidation and reduction on the surface (Ding et
al., 2001). It affects an exchange of electrons between the
conduction band of the semiconductor and adsorbed oxygen
ions. The surface will be oxidized in clean air atmosphere.
Reducing gas molecules interact and react with adsorbed
oxygen ions. Thus, oxygen ions emit their electrons to the
conduction band and the energy barrier will decrease (Ding
et al., 2001; Madou and Morrison, 1989). Relating to Eq. (3),
this means that the occupied surface states (oxygen ions) Ns
will be increased with oxidation and decreased with reduc-
tion. Besides the energy barrier in Eq. (2), the temperature
of the sensor film is an important factor concerning the con-
ductance. In TCO, the MOS sensor temperature is changed
periodically. With fast temperature changes the sensor is in
non-equilibrium states with respect to the oxygen cover-
age on the surface during TCO (Schultealbert et al., 2017).
Furthermore, the equilibrium oxygen surface coverage de-
creases with decreasing temperature. The relaxation of a non-
equilibrium state to an equilibrium state takes places by dif-
ferent coupled oxidation and reduction processes. These pro-
cesses depend on the type of gas and the temperature and can
take from milliseconds at high temperatures to hours at low
temperatures (Baur et al., 2015). Figure 1 shows a schematic
Arrhenius plot of the logarithmic sensor conductance in TCO
consisting of two temperature plateaus. Figure 1 also illus-
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Figure 1. Schematic Arrhenius plot of a MOS sensor and a
schematic grain–grain boundary during TCO (Baur et al., 2017).

trates schematically the single grain to grain boundary in dif-
ferent states during the temperature cycle.

State 1 represents the low temperature equilibrium of
the sensor with a low surface coverage. An instantaneous
temperature increase from state 1 to 2 results in a non-
equilibrium state of the sensor at high temperature. The tem-
perature rise does not affect the surface coverage because
of the comparatively slow oxidation and reduction processes
(Baur et al., 2015). Regarding Eq. (2), a temperature increase
with a constant surface coverage, i.e., a constant energy bar-
rier, leads to a strong increase in the conductance. Then,
the surface is slowly oxidized to reach the high temperature
equilibrium with a highly covered surface (state 3). This in-
creases the energy barrier and thus reduces the conductance,
as shown by Eq. (2) for a constant temperature. An instan-
taneous temperature decrease from state 3 to 4 results in an
abrupt decrease in the conductance in analogy to the change
between state 1 and 2. Thus, the surface coverage in state 4
corresponds to the coverage of the high temperature equilib-
rium (state 3), which results in a high energy barrier and a
very low conductance of the sensor. The surface coverage is
reduced either by slow desorption of the ionosorbed oxygen
or by reactions with reducing gases until the low temperature
equilibrium surface coverage is reached. During this process,
the conductance rises again until equilibrium is reached (state
4 to 1).

The beginning of the change from state 4 to 1 is the
most important time section for the DSR. We have previ-
ously shown (Schultealbert et al., 2017) that for a short time
(t � τrelaxation) after a temperature step from state 3 to 4 the
oxidation, i.e., additional ionosorption of oxygen, is negligi-
ble. The low equilibrium surface coverage at Tlow means that
the high surface coverage must be reduced after the tempera-
ture step. Especially at low temperatures, this process is very
slow in purified air, with time constants of several minutes.
The time-resolved variation of the normalized surface states
N∗s therefore depends mainly on the surface reduction caused
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by reducing gases. The time differential can be approximated
by (Schultealbert et al., 2017)

dN∗s
dt
=−kdN

∗
s . (4)

Here, kd is the reverse reaction rate. For gas concentrations
of ppb to low ppm levels, the reverse reaction rate can be split
(Schultealbert et al., 2017):

kd = kd,air+
∑

kd,gas,i(t), (5)

with the combined reaction rate kd resulting from desorp-
tion by intrinsic processes, kd,air, and kd,gas,i for the reac-
tion with the ith reducing gas being present. If we look at
a GC or pre-concentrator application the concentration of
the supplied gas is time-dependent. The reaction rate kd,air
is time-independent due to a constant background of purified
air during a measurement. The solution of the time differen-
tial Eq. (4) with Eq. (5) is

N∗s (t)=N∗s (t0) · exp
(
−
(
kd,air (t − t0)

+

∫ t

t0

∑
kd,gas,i(t) dτ

))
. (6)

The energy barrier is given by Eq. (3) and for short times
after a temperature step the exponential function can be ap-
proximated with exp(x)= 1− 2x. The energy barrier is ap-
proximately

Eb (t)≈ Eb (t0) ·
(
1− 2 ·

(
kd,air (t − t0)

+

∫ t

t0

∑
kd,gas,i (τ )dτ

))
. (7)

The time derivative of Eq. (7) is

dEb (t)
dt
=−2Eb (t0) ·

(
kd,air+

∑
kd,gas,i(t)

)
. (8)

The combination of the time derivative of Eq. (2) dEb
dt =

−kbT
dln(G)

dt with Eq. (8) leads to Eq. (9).

∑
kd,gas,i (t)=

kbT

2Eb (t0)
dln(G)

dt
− kd,air (9)

Thus, the reaction rate kd,air is a constant offset during
the measurement and can be removed with an offset cor-
rection. The energy barrier Eb (t0) at time t0 can be calcu-
lated from the conductance change during the temperature
decrease, state 3 to 4 in Fig. 1 (Schultealbert et al., 2017). If

ln
(G

)

Time

c

c

c

d=c •∆  = c •∆  = c •∆

t

Figure 2. Schematic conductance curve with a temperature jump
from high to low temperature; during the relaxation at the low tem-
perature stage, three peaks with different peak width and the same
gas dosage are assumed.

we look at only one peak from a GC separation caused by a
single gas, Eq. (9) can be rewritten as

kd,gas =
kbT

2Eb (t0)
dln(G)

dt
− kd,air. (10)

We can assume that kd,gas(c) is proportional to c for small
concentrations (Baur et al., 2015; Schultealbert et al., 2017).
The amount of substance in the time interval [t0, t] with
Eq. (1) is proportional to

n∼
V̇

Vm
·

∫ t

t0

kd,gas (c(τ ))dτ. (11)

Figure 2 shows a schematic sensor reaction to concentra-
tion peaks with different peak widths but the same dosage,
i.e., the same concentration–time integral. The sensor jumps
from high to low temperature at t0. During the relaxation at
the low temperature stage, three different gas “peaks” with
different width w =1t but the same dosage d, i.e., constant
concentration c with d = c ·1t = const., are assumed. The
slope of the sensor reaction changes due to the concentration
change. However, according to Eq. (11) all three different
peaks will result in the same shift of the sensor signal; i.e.,
the operating mode will result in a measured signal directly
proportional to the dosage, i.e., the total amount of substance,
in the GC peak.

3 Measurement setup

Measurements were performed with a commercially avail-
able SnO2 sensor (AS-MLV, ams Sensor Solutions Germany
GmbH) in TCO. The sensor is highly sensitive to VOCs
(volatile organic compounds), e.g., for monitoring indoor air
quality. The AS-MLV has a large dynamic range in TCO
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Figure 3. Schematic structure of the gas mixing system.

from 0.1 nS (10 G�) due to the non-equilibrium states up to
0.1 mS (10 k�) due to the high sensitivity. For exact tem-
perature control and fast, high-precision measurement of the
sensor conductance we use an electronic board developed
in our group (Baur et al., 2018). The sensor temperature
is controlled via the heater resistance with a digital PID
(proportional–integral–derivative) controller. The time con-
stant of the controller is much smaller than that of the sensor,
allowing fast temperature changes from 400 to 100 ◦C within
50 ms. A resolution of 0.1 ◦C is feasible with this closed-
loop control (Baur et al., 2018). The sensor signal read-out
is based on the conversion of the sensor conductance into a
voltage with a logarithmic amplifier. The core of the board
is the LOG114 logarithmic amplifier from Texas Instruments
(Texas Instruments Inc., 2007), which can measure currents
from 100 pA to 10 mA, i.e., over 8 orders of magnitude. This
read-out method is well adapted to the sensor model and the
measured voltage scales with the change in the energy barrier
and the rate constant (Eq. 10). An error in the voltage mea-
surement of the logarithmic amplifier contributes linearly to
the error for the rate constant. Over the entire measurement
range, the error is dominated by the error of the voltage mea-
surement (Baur et al., 2018).

logG±1 logG= kd±1kd (12)

With this version of the sensor electronic, it is possible to
measure conductance in a range from 0.25 mS (4 k�) down
to 0.25 nS (40 G�) with a data acquisition rate of 2 kHz. We
achieve a relative resolution of better than 1 % per decade
(Baur et al., 2018).

For the characterization of the sensors with trace gases, we
use a gas mixing apparatus (GMA) with pre-dilution lines
(Helwig et al., 2014). Figure 3 shows the schematic setup
of the GMA. The sensitivity and response of various sen-
sors can be tested by passing trace amounts of gas over the
sensor in specific test chambers. For this purpose, the GMA
uses gas dilution lines consisting of two mass flow con-
trollers (MFC), one (e.g., 20 mL min−1) for the test gas and
one (500 mL min−1) for the carrier gas. The outputs of the
two pre-dilution MFCs are connected to each other and are
kept at a constant pressure by a pressure regulator. Accord-
ing to Helwig et al. (2014), a dynamic concentration range

cbootle/csensor from 5 to 312 750 is reached, where csensor is
the concentration over the sensor and cbottle is the concentra-
tion in the test gas bottle. Diluted gas is dosed via another
MFC (20 mL min−1) and regulated by a 3/2-way valve. The
dilution line and a MFC (500 mL min−1) for dry synthetic
air are combined in a mixing block. The carrier gas stream,
in this case dry zero air, is automatically readjusted when a
gas supply is switched on, so that the total flow across the
sensor remains constant. Finally, a mass flow meter (MFM)
measures the flow at the outlet. This makes it possible to sim-
ulate gas peaks with the same total amount of substance with
different shapes. A two-stage cleaning process generates the
zero air (Baur et al., 2017). Hydrocarbons (larger than C3) are
removed efficiently in the first step with a carbon filter sys-
tem, while CO2 and humidity are removed with a pressure
swing. To remove smaller hydrocarbons as well as hydrogen
and carbon monoxide, a catalytic conversion is used in the
second step.

The detector (MOS sensor plus sensor chamber) must
achieve two important properties for gas chromatography. It
must show a high separation performance (low peak broad-
ening and low tailing) and a good reproducibility (the same
amount of substance must produce the same signals). As de-
scribed above, the change in the sensor signal during a low
temperature plateau is caused by the temporal concentration
gradient at the sensor location. In addition to the concentra-
tion in the flow, it also depends on the flow velocity and the
diffusion of the gas to the sensitive MOS layer of the sen-
sor. Therefore, it is important to provide a sensor chamber
that transports the carrier gas and with it the separated gas
sample close to the sensor surface and that does not have any
dead volumes or long diffusion paths. The fluidic design of
the sensor chamber and the housing or cap of the sensor have
a great influence on this. Since we used a commercially avail-
able AS-MLV sensor the geometry is limited at this point, but
that standard TO5 lid was removed to allow better gas access
and shorter diffusion distance. A specific sensor chamber as
shown in Fig. 4 was developed, simulated and tested.
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Figure 4. Sensor chamber with low dead volumes and short diffusion paths from the carrier gas flow to the sensor surface for fast and
sensitive peak detection. (a) CAD model showing the side where the sensor is mounted and fixed with screws. (b) 3-D model (cut in half due
to symmetry) of the gas path used for simulations; the position and size of the gas-sensitive layer (500× 500 µm2) are marked in red.

4 Results and discussion

4.1 FEM simulations

To characterize the detector housing a FEM model using
COMSOL Multiphysics was set up. The geometry was al-
ready shown in Fig. 4. Using the module Laminar flow and
a stationary study the flow conditions inside the chamber are
simulated. Applying this flow field to the Transport of di-
luted species model offers the possibility of investigating the
shape evolution of incoming Gaussian peaks and estimating
the maximum number of molecules that can reach and there-
fore react on the sensor surface. The parameters used for the
simulation are a total flow rate of 100 mL min−1, a gas pulse
with a Gaussian concentration profile with a standard devia-
tion of 0.2 s at the inlet, a channel radius of 1.2 mm and the
diffusion constant of the considered molecules (in this case
toluene in air) of 8× 10−6 m2 s−1. The cavity for the sensor
itself has the footprint of a TO5 housing (radius 5 mm) and a
height of 4 mm, resulting in a total volume of 0.31 mL. The
sensor itself is represented by a rectangle with the estimated
size of the sensitive layer (500 µm× 500 µm).

In a first step we investigated whether incoming Gaus-
sian concentration peaks can be correctly detected at the sen-
sor’s position. For this purpose, the concentration over time
at the entrance and at the sensor are shown in Fig. 5. Obvi-
ously, there is a time offset between both curves due to the
transport through the channel and chamber. In addition, the
maximum concentration is slightly lower (8.6 %) due to the
peak broadening at the sensor. The FWHM is increased by
the same ratio and thus the integral under the curve, i.e., the
amount of substance in Eq. (11), which is measured, remains
unchanged. This means that time resolution for GC systems
is only slightly reduced with this design. Furthermore, the
detector presented here can be improved to some extent by
using a sensor without a TO5 footprint and an optimized de-
tector housing and sensor chamber.

In the current setup with a much wider channel (10 mm)
compared to the sensor surface (500 µm), a large percentage
of the incoming molecules just pass the detector without re-

Figure 5. Influence of the detector housing on the shape of incom-
ing Gaussian peaks: the peak width of 0.2 s at the entrance is in-
creased by 8.6 % and the maximum concentration is reduced corre-
spondingly, but the integral, i.e., the amount of substance, remains
unchanged.

acting on the sensor surface, which means they do not con-
tribute to the sensor signal. To estimate the amount of sub-
stance actually required for the measured sensor signal, i.e.,
the real limit of detection for a system with optimized de-
tector geometry, another simulation is performed. Here, the
sensor is assumed to be an ideal gas sink, which means that
the concentration is always zero at the position of the sensi-
tive layer, with all molecules reaching the surface being con-
sumed by the sensor reaction, i.e., disappearing in the simu-
lation. By comparing the incoming and outgoing peak areas,
the amount of substance that can reach the sensor surface and
thus the maximum amount that can contribute to the sensor
signal can be estimated. This ratio is mainly dependent on
geometry. For our chamber, only 1.6 % of the incoming peak
is consumed, which means that up to 60× lower amounts of
substance than presented in this paper can be detected, if all
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Table 1. Concentration and duration combinations for ethanol
peaks.

concentration duration Dosage
in ppb in s (concentration× duration)

in ppb s

1 1, 2, 5, 10 1, 2, 5, 10
2 1, 5, 10 2, 10, 20
5 1, 2, 4, 10 5, 10, 20, 50
10 1, 2, 5, 10 10, 20, 50, 100
20 1, 5, 10 20, 100, 200
50 1, 2, 4, 10 50, 100, 200, 500
100 1, 2, 5, 10 100, 200, 500, 1000
200 1, 5, 10 200, 1000, 2000
500 1, 2, 4, 10 500, 1000, 2000, 5000
1000 1, 2, 5 1000, 2000, 5000

molecules in a gas peak are brought to the sensor surface by
a more suitable geometry and a lower flow rate.

4.2 Proof of concept

Measurements were performed to evaluate the concept of
differential surface reduction regarding high separation ef-
ficiency and reproducibility of the total amount of substance
in a pulse. The original lid and the protective membrane of
the standard AS-MLV sensor were removed for our experi-
ments to obtain an improved flow across the sensor. The pro-
grammable temperature cycle was set to a 60 s surface oxida-
tion at 400 ◦C and a 600 s surface reduction phase at 100 ◦C.
All measurements with the sensor setup were performed
with the gas mixing apparatus described above with a carrier
gas flow of dry zero air with a flow rate of 100 mL min−1;
240 s after the start of the reduction phase we tested differ-
ent dosages (concentration times duration) of ethanol with
variation in concentration, duration and dosage to test the re-
producibility of the signal for the amount of substance (see
Table 1). The gas pulses were generated with valves in the
gas mixing unit.

Figure 6 shows an exemplary evaluation of the sensor sig-
nal in the time range from 200 to 500 s of the cycle with
a 20 ppb s (5 ppb for 4 s) ethanol pulse. The black dashed
line is the conductance signal of the previous sensor cycle
in dry zero air without gas exposure (background). The log-
arithmic sensor signal is linear over time, as described by
our model. The black solid line shows the sensor conduc-
tance with ethanol pulse offered at 300 s, when an ethanol
concentration of 5 ppm was introduced for 4 s. Immediately,
the signal shows a fast increase in the sensor conductance.
After the ethanol exposure, the conductance increase contin-
ues with an offset parallel to the background. This offset of
the conductance curve is proportional to the amount of sub-
stance. The grey line is the rate constant calculated according
to Eq. (10) for ethanol, which correctly represents the peak

Figure 6. Conductance curve in the low temperature plateau in
clean air (black dashed line). At 300 s in the cycle a 4 s peak with
5 ppb ethanol was offered (black solid line). The grey line is the
calculated rate constant of ethanol.

Figure 7. Integrated rate constant dependent on the gas dosage,
i.e., the product of pulse concentration and duration, which is pro-
portional to the amount of substance for different gas pulses.

shape, with a small tailing effect. To improve the numeri-
cal differentiation of the signal a cubic smooth spline and
a Savitzky–Golay filter with 1000 points (500 ms) to reduce
the noise of the conductance measurement were used before
numerical differentiation of the signal. The integrated rate
constant Kgas representing the peak area is plotted in Fig. 7
for all 36 ethanol pulses from Table 1. Figure 7 shows the
integrated rate constant in dependence on the dosage, i.e.,
the product of concentration and duration. Different shapes
of the marker represent different pulse concentrations. For
most concentrations evaluated rate constants with the same
dosage are very close to each other, proving the novel de-
tector concept. The integrated rate constant is linear up to
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approximately 200 ppb s. For higher dosages the curve flat-
tens somewhat, presumably because the assumed linearity of
the logarithmic conductance is no longer valid due to the
far advanced surface reduction. Nevertheless, reproducible
quantification is still possible based on the integrated rate
constant. Pulses generated with an ethanol concentration of
1 ppb (black points) show a clear deviation from the trend
line. The MFC set point for this concentration is only 2.5 %,
which is beyond the recommended range of use according to
the manufacturer. Thus, the concentration is probably higher
than wanted, which would explain the constant offset from
the trend line.

5 Conclusions

We have demonstrated that a metal oxide semiconductor gas
sensor is able to detect and quantify short pulses of reducing
gas at very low concentrations using the differential surface
reduction mode. A simple model describing the change in
the surface charge during temperature changes that was pre-
viously developed to improve the sensor performance during
temperature cycled operation is used here to evaluate the sen-
sor signal and achieve an output signal proportional to the gas
dose. Experimental results over a wide range of gas dosages
correspond well to this model and demonstrate a linear be-
havior of the integrated rate constant over 3 orders of magni-
tude. For ethanol, the gas pulses are well represented even at
100 ◦C; for other, less reactive reducing gases a higher mea-
surement temperature might be required to achieve sufficient
sensitivity. FEM simulations have shown that the sensor con-
sumes at most 1.6 % of the injected gas quantity. This corre-
sponds to a detection limit of below 47 fg for ethanol. This
method can be used to realize small and inexpensive micro-
detectors for GC systems able to detect and quantify trace
gases as well as integrated sensor pre-concentrator systems,
e.g., for air quality applications.
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Abstract: Dedicated methods for quantification and identification of reducing gases based on
model-based temperature-cycled operation (TCO) using a single commercial MOS gas sensor
are presented. During high temperature phases the sensor surface is highly oxidized, yielding
a significant sensitivity increase after switching to lower temperatures (differential surface reduction,
DSR). For low concentrations, the slope of the logarithmic conductance during this low-temperature
phase is evaluated and can directly be used for quantification. For higher concentrations, the time
constant for reaching a stable conductance during the same low-temperature phase is evaluated.
Both signals represent the reaction rate of the reducing gas on the strongly oxidized surface at
this low temperature and provide a linear calibration curve, which is exceptional for MOS sensors.
By determining these reaction rates on different low-temperature plateaus and applying pattern
recognition, the resulting footprint can be used for identification of different gases. All methods are
tested over a wide concentration range from 10 ppb to 100 ppm (4 orders of magnitude) for four
different reducing gases (CO, H2, ammonia and benzene) using randomized gas exposures.

Keywords: MOS gas sensor; temperature-cycled operation; differential surface reduction; quantification;
sensitivity; selectivity; linear calibration

1. Introduction

Metal oxide semiconductor (MOS) gas sensors are widely used for the detection of reducing and
oxidizing gases. Applications are reported in many fields, e.g., the detection of explosive gases [1,2],
fire detection [3,4], odour monitoring [5] and air quality control [6,7]. Accordingly, a sensor should be
capable of measuring a large variety of gases over a broad range of concentrations.

For the identification of different gases either a multisensor array [8] or a virtual multisensor,
e.g., using temperature-cycled operation (TCO) [3,9,10], is set up and pattern recognition methods are
applied [11]. TCO dates back more than 40 years, utilized for the discrimination of carbon monoxide
and hydrocarbons [12]. It used, as most of the early attempts, a heuristically defined temperature cycle
and only very few virtual multi-sensors, e.g., on temperature plateaus, instead of using an optimized
cycle and virtual multi-sensor generation. This is probably due to the fact that modelling the sensor
response throughout a cycle is quite challenging. The relaxation of surface-state occupancy can be
relatively slow (cf. [13]) compared to practical temperature cycle and, therefore, a model of the sensor
response needs to address the transient effects of one or more surface species throughout the full
temperature range. While the observation of the temperature-dependant rate constants is limited for
the classical Taguchi-type sensors due to their high thermal time constants, micro-machined sensor
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allowed a more comprehensive study of the transient sensor response, including determination of rate
constants for several extrinsic and intrinsic surface states [14]. Despite the limited ability to determine
the rate constant for Taguchi-type sensors, a rate constant-based model had been used to describe
a method for the generation of virtual sensor from TCO data [15]. Following the line of the rate
equation approach by Ding et al. [14], we described a concept for the optimization of TCO and feature
generation in earlier work [16,17], which gives the basis for the quantification technique presented in
this paper.

Especially for isothermal sensors [18,19] but as well for some sensor with TCO [20] calibration
curves for quantification are in the form of a power law even if multivariate methods are sometimes
needed [21]. A facile and preferably linear method for the quantification of gases independent from
environmental impacts like humidity can contribute to practical applications of MOS gas sensors.
The method should be free of complex algorithms to keep computational effort as low as possible.

In the past, we developed a model for the conductance of a SnO2-based MOS sensor during
specific transient states of a temperature cycle [17], where the sensor shows improved sensitivity [22].
In this paper, we demonstrate two facile methods allowing linear calibration of gas sensors that are
derived from this model and demonstrate their suitability by measuring four gases (CO, H2, ammonia
and benzene) over four decades of concentration (10 ppb to 100 ppm). The identification of these gases
using supervised pattern recognition (LDA, linear discriminant analysis) based on the parameters
extracted for quantification and calculated on different temperature levels is also shown.

The mentioned model is based on the conductance of grain–grain boundaries, which is the
dominating effect for a SnO2 layer. The conductance of these boundaries (Equation (1)) is dominated
by a negatively charged surface state, causing an energy barrier EB between grains where the height of
the barrier is a quadratic function of the density of these surface states NS:

G = G0 · e
− EB

kBT ∧ EB ∝ NS
2 (1)

Please note that Equation (1) does not specify the surface state and indeed several types
of intrinsic [14] and extrinsic [23], mainly oxygen-related surface states, have been reported and
discussed in literature. The interplay of the extrinsic oxygen-related surface states is still discussed in
literature [24–26] especially with respect to changing sensor temperature and surrounding conditions.
At lower temperatures, O−2 is often found to be the dominating species being replaced by O− for higher
temperatures (e.g., above 700 K in [26]). Some models also include O2− in this higher-temperature
region [27] and an interplay with humidity, as in humid air the adsorption of O2− is reported to be
blocked and O− becomes dominant [28]. Despite the high variety in possible surface states, we could
show in earlier work that for the specific operation mode used in this paper it is found to be sufficient
to assume one single dominating ionosorbed species on the surface and single-step reaction with
reducing gas [17]. This operation mode will shortly be described in the following section.

The reaction of a reducing gas with this reactive species reduces the energy barrier and increases
the conductance strongly. We have reported that the energy barrier, and thereby the surface coverage of
the semiconductor with negative surface charge, are temperature-dependent [22]. In the temperature
range from 130 ◦C to 420 ◦C a strong increase can be observed, which in turn results in a gas-specific
temperature profile allowing identification of different gases by temperature-cycled operation [9,10].
However, temperature cycling must not be understood as a sequence of equilibrium measurements of the
sensor conductance at different temperature as the time constant for equilibration of ionosorbed surface
species is typically higher than the duration of the temperature cycle. Ding et al. have demonstrated that
a set of rate equations for adsorption and desorption of surface states can be used to describe the profile
of the conductance throughout the temperature cycle [14]. Following this observation, we have shown
that an excess of negative surface charge coverage can be obtained with a fast temperature decrease,
which can be utilized for a strong enhancement of the sensor response and sensitivity [22]. After the fast
temperature reduction, the sensor surface is far from equilibrium with a large excess of negative surface
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charge and the rate constant for equilibration is very small due to the low temperature [17]. The sensor
surface is then predominantly reduced by desorption of excess surface states. We have shown that a
simple model with only one rate equation for this desorption is sufficient to describe the surface coverage
and, with Equation (1), the conductance shortly after the temperature reduction is described by

dNS
dt

= −k
(
cgas
)

NS (2)

In this equation the rate constant k is a linear function of the gas concentration cgas. Using Equation (1)
the change of the logarithmic sensor conductance at the beginning of a low temperature becomes

dln(G(t))
dt

∼ k(c) = kgascgas + k0 (3)

The constant term k0 subsumes the desorption of negative surface charge without gas reaction
and the desorption caused by traces of reducing gases in the clean air background. Please note
that Equation (2) is only valid if the surface charge is still well above equilibrium, otherwise the
inverse reaction, that is, adsorption of new surface charge, is not negligible anymore. While we could
demonstrate that for small gas concentrations a calculation of the rate constant by a linear fit of ln(G)
shortly after the temperature reduction is a suitable method for estimating the rate constant, it is
obvious that this method fails when applied over a wide range of concentrations. In the following we
will present a facile method for estimation of the rate constant and therefore quantification of gases
over a wide range of concentrations.

2. Materials and Methods

Data treatment is kept as simple as possible and was performed with the toolbox DAV3E, which is
a software developed at our institute [29]. To cover the high dynamic concentration range, two methods
(i–ii) for quantification are used:

(i). For the quantification of low concentrations when the sensor does not approach equilibrium
of surface coverage during the low-temperature phase, the rate constant is estimated by the
calculation of k̃ which denotes the slope of ln(G(t)). Following the line of [17], k̃ is calculated by
a linear fit of ln(G(t)) at the beginning of the low-temperature range. According to Equation (3),
k̃ is proportional to the reaction rate constant k and, furthermore, linear to the concentration
c [17]. The proportionality factor f between k and k̃ can be calculated using the initial surface
coverage at low temperature [17]:

f = EB(0) · 2kBThigh ∧ EB(0) = kB ln
(Ghigh

Glow

)
·

ThighTlow

Thigh − Tlow
(4)

However, as the calculated feature k̃ is calibrated with the measurement results and the calculation
is much more complex than one single linear fit, the explicit calculation of k will be omitted for
most of the measurements except for one explicit comparison in Section 4. To compensate the
background, the slope of zero air k̃0 = f k0 is subtracted from all calculated values [17].

(ii). For the quantification of high concentrations when the sensor almost reaches equilibrium surface
coverage during the low-temperature phase, the time constant of the relaxation process is
evaluated by taking the highest and lowest values of ln(G) and evaluating the time-constant τ

for reaching 63.2% = 1− 1/e of the difference using the MATLAB function interp1:

τ = t(0.632 · (ln(Gmax)− ln(Gmin)))− tstart (5)

According to the solution of the simple differential Equation (3), the inverse value 1/τ equals 2k and
is therefore linear to c. For practical reasons, the constant k0 can be omitted as it is negligible in the
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high concentration range compared to kgascgas. Therefore, the signal 1/τ will be proportional to the
gas concentration.

For the investigations a commercially available SnO2-based MOS gas sensor (AS-MLV-P2,
ams Sensor Solutions Germany GmbH) is used. During the TCO, the sensor is periodically oxidized at
a high temperature so that the reduction of the oxygen excess at a lower temperature can be analyzed
as proposed. The full cycle consists of three of these temperature steps, each starting with 3 s at 450 ◦C
followed by 27 s at a lower temperature (150 ◦C, 200 ◦C and 250 ◦C), resulting in a total duration of
90 s.

The concentration at which the method needs to be switched depends on the sensitivity of the
sensor to the given gas at the considered temperature. We decided to switch the methods when the
sensor reaches a stable value during the 27 s long low-temperature phase (concentration values for the
method switching can be found in Table 1), which can also be implemented as an automatic evaluation
algorithm. For the quantification, one single temperature step is sufficient, we chose the lowest one
(150 ◦C) which, according to the presented model, should provide the highest sensitivity. For the
identification of reducing gases, all three temperature steps are evaluated (cf. Section 3.3). The linear fit
for the calculation of k̃ according to (i) is always performed between 10 and 20 s. For the τ-evaluation
(ii), the whole plateau from 3 to 30 s is considered. The identification using several temperature steps
is demonstrated by k̃-evaluation, the additional ranges for the calculation of k̃ are 34–36 s and 64–65 s,
they are much closer to the temperature change because of the much faster relaxation at the higher
temperatures (200 ◦C and 250 ◦C, respectively).

The electronic system basically consists of two parts: temperature control and sensitive layer
read-out (specific information can be found in [30]). The heater was calibrated according to a power-
to-temperature curve provided by the manufacturer. We transform this power–temperature curve
to a resistance–temperature curve by a calibration measurement. The heater is then controlled via a
closed-loop control. A stable temperature is reached after approximately 140 ms (see Supplementary
Material Figure S1) The read-out is based on a logarithmic amplifier, which is placed directly at the
sensor to allow low noise amplification of the low currents induced by a constant voltage over the
sensing layer. Data acquisition is performed by a Teensy, a microcontroller system similar to Arduino,
with a sample rate of 1 kHz. Before applying any data treatment, the signal quality is enhanced by
averaging with n = 20. No further data treatment is needed, as both presented methods are based on
the logarithmic conductance ln(G), which means that the recorded ADC-values can be directly used
for all evaluations. However, the value of G can be calculated according to Equation (6), the measured
values during the measurements are in the range of 300 kΩ and 6 GΩ

G = 249 · 102 ∗ 10
−6.3574·ADC

216 +4.65367 (6)

The gas profile is generated by our gas mixing system (GMA) operating with dynamic dilution.
The system consisting of several mass flow controllers (MFCs) and valves has been described in detail
in [31]. The carrier gas is mixed by two MFCs with a maximum flow of 500 mL/min each, one with dry
zero air (provided by a ULTRA zero air generator with catalytic conversion and a dew point of −70 ◦C)
and one humidified by leading the zero air through an isothermal water bubbler at 20 ◦C. The relative
humidity (RH) can be set through the mixing ratio of these two flows and the flows of the dry test
gases. The temperature of the laboratory, thus the temperature in the sensor chamber, is approximately
22.5 ◦C, which means that the relative humidity at the sensor is slightly lower than set. The system
provides four pre-dilution lines for gases from pressure cylinders, which means that the gas from the
cylinder is diluted in two steps: first via two MFCs (500 mL/min and 10 or 20 mL/min respectively)
and then in a second step by adding it to the carrier gas flow via a valve with a 10 or 20 mL/min
MFC. There are two lines with 10 mL/min and two with 20 mL/min MFCs, giving possible dilution
factors of 500,000 and 125,000, respectively, for this investigation, which used a total carrier gas flow of
250 mL/min for all experiments. Using three-way valves, the dilution line can be set to the desired
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concentration to reach equilibrium before the gas mixture is actually offered to the sensor. The sensor
is connected to the GMA via a stainless-steel block with one drill hole for the flow (diameter ca. 8 mm)
and an orthogonal drill hole with the diameter of the TO cap of the sensor. The distance between the
top of the sensor housing and the gas flow is approximately 4 mm.

Four gases (carbon monoxide CO, ccylinder = 1995 ppm, 10 mL/min dilution line; hydrogen
H2, ccylinder = 104 ppm, 20 mL/min dilution line; ammonia NH3, ccylinder = 2903 ppm, 10 mL/min
dilution line; benzene C6H6, ccylinder = 99.2 ppm, 20 mL/min dilution line) are used to verify the
model. Three concentrations per decade (10, 25, 50, 100, 250, 500 ppb, etc.) have been offered starting
at 10 ppb and ending at the highest possible concentration (see Table 1). Each concentration is offered
for 30 min to the sensor followed by pure zero air for 10 min. The dilution line configuration for the
next planned gas and concentration is already set at the beginning of the preceding one, which means
40 min for reaching equilibrium inside each dilution line. Gases are always offered in the same order:
NH3, H2, CO, C6H6. The concentration order is randomized using the MATLAB function randperm to
prevent time-dependent effects from affecting the quantification method. The full profile is performed
at two humidities (40% RH and 50% RH) to investigate the influence of humidities.

Table 1. Overview of the measured gases, their concentrations and the used quantification method.

Gas Concentrations Measured k̃-Evaluation τ-Evaluation

CO 0.01–79.8 ppm 0.01–0.1 ppm 0.1–5 ppm
H2 0.01–25 ppm 0.01–0.5 ppm 0.5–25 ppm

NH3 0.01–116 ppm 0.01–1 ppm 1–50 ppm
C6H6 0.01–7.9 ppm 0.01–0.1 ppm 0.1–7.9 ppm

3. Results

3.1. Overview

In Figure 1, full cycles for 1 ppm of each gas are shown at different humidities. It can be observed
that humidity influences the absolute value of ln(G) but the shape of the ln(G) curves are almost
parallel for the two tested humidities. Only on the 250 ◦C plateau a significant deviation of the shape
can be observed for background air. The suggested quantification methods evaluating the shape of
the signal should, therefore, not be affected by humidity. Figure 1 also shows that different gases
show different sensitivities: while the ammonia signal (yellow) has not reached equilibrium during
the first low-temperature phase and the slope-method can be applied, the other gases all show a linear
response initially but quickly run in during this phase. While H2 and CO show nearly constant values
after the first linear response, that is, have reached equilibrium, Benzene shows a second relaxation
process with a higher time constant, so no constant value is reached during that temperature plateau.

Figure 2 gives an overview of the low-temperature phase at 150 ◦C starting at 3 s relevant for
the quantification at 50% RH for all gases and all measured concentrations. For the data analysis,
we always used the last cycle of each gas exposure to ensure that the concentration has reached a
stable value inside the sensor chamber. For low concentrations, all gases can be quantified using
the k̃-evaluation. Curves ascending with the concentration can be clearly observed for CO, H2 and
benzene. For ammonia, the absolute values at low concentrations show a wrong order: the curve for
10 ppb is above that for 25 ppb and 50 ppb is above 100 ppb. This wrong order is also observed for the
k̃-evaluation. The GMA is completely set up with stainless steel and ammonia is known to adsorb on
such surfaces [32], which could explain this inconsistency, because the two displaced concentrations
10 ppb and 50 ppb followed after 50 ppm and 116 ppm ammonia. Looking at the higher concentrations,
the faster relaxation and reaching of equilibrium can be observed very well for all gases. Similar to the
benzene cycle in Figure 1, the highest concentrations of CO and ammonia as well as H2 (although the
effect is very small here) show a second time constant with a further slight increase of ln(G) after the
linear range has ended and equilibrium should be reached.
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Figure 1. Sensor signal for all gases at 1 ppm and background gas (zero air) at both humidities measured
(40% RH and 50% RH), the measured ADC-values are proportional to the logarithmic conductance due
to the logarithmic amplifier. Temperatures: 0–3 s 450 ◦C, 3–30 s 150 ◦C, 30–33 s 450 ◦C, 33–60 s 200 ◦C,
60–63 s 450 ◦C and 63–90 s 250 ◦C.
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Figure 2. Measured ADC signal which is proportional to the logarithmic conductance ln(G) during the
150 ◦C temperature phase (3–30 s during the cycle) at 50% RH for all measured concentrations: (a) CO;
(b) H2; (c) NH3; (d) C6H6.
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3.2. Quantification

3.2.1. Quantification of Low Concentrations without Reaching Equilibrium during the Low-
Temperature Phase (k̃)

For low concentrations, the k̃-evaluation was tested for quantification. The goal of this treatment
is to achieve a linear calibration curve. Since the zero air k̃0 has been subtracted from all computed
k̃, the expected function is a line through the origin, so fitting was performed using the very simple
function f (x) = a · x. The results for all gases and both humidities can be seen in Figure 3; all obtained
fit parameters are summarized in Table 2. Figure 3a shows the results for CO: for 40% RH, a40 is
1939; for 50% RH, a50 = 1995. Both values lie within the 95% confidence bounds of each other.
The coefficients of determination R2

40 are 0.9851 and 0.9252, respectively. The low value of R2
50 is

mainly caused by the point at 25 ppb, which was the very first CO concentration in this measurement.
The results for hydrogen, shown in Figure 3b, are a40 = 393.1 and a50 = 351.9, R2

40 = 0.9986 and
R2

50 = 0.9983. In this case, the values for a are not within the confidence interval of each other, but the
quality of both fits is very high. For ammonia (Figure 3c), fitting quality is lower than for the other
gases, which could be already expected from the raw data in Figure 2c. We get a40 = 108.5, a50 = 108.9,
R2

40 = 0.9381 and R2
50 = 0.9606. Only for benzene (Figure 3d) a linear fit was not possible. In this case

a power law f (x) = a · xb represents the data much better, resulting in a40 = 569.9 and b40 = 0.4065,
a50 = 691.1 and b50 = 0.4935. The fit quality is R2

40 = 0.9835 and R2
50 = 0.9938.

Table 2. Fitting parameters for all gases using the k̃-evaluation.

Gas Humidity Fit Function a b R2

CO 40%RH f (x) = a · x 1939 - 0.9851
- 50%RH - 1995 - 0.9252

H2 40%RH f (x) = a · x 393.1 - 0.9986
- 50%RH - 351.9 - 0.9983

NH3 40%RH f (x) = a · x 108.5 - 0.9381
- 50%RH - 108.9 - 0.9606

C6H6 40%RH f (x) = a · xb 569.9 0.4065 0.9835
- 50%RH - 691.1 0.4935 0.9938
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3.2.2. Quantification of High Concentrations While Reaching Equilibrium during the Low-
Temperature Phase (τ)

For higher concentrations starting with the highest one used in the last Section (3.2.1), the τ

-evaluation is used for quantification. Again, the calculated values 1/τ over corresponding concentrations
are shown in Figure 4 for all gases together with the corresponding fit curves, which are again straight
lines through the origin for CO, H2 and ammonia and a power law for benzene. The fit parameters
can be found in Table 3. For CO, in Figure 4a the obtained results are: a40 = 0.3827 and a50 = 0.365,
both results are again inside the respective confidence intervals, and R2

40 = 0.9874 and R2
50 = 0.9883.

For H2, in Figure 4b the obtained results are: a40 = 0.1317 and a50 = 0.1167, as before for H2 the results
for different humidities are outside the confidence intervals, but the fit quality again is very high with
R2

40 = 0.9972 and R2
50 = 0.9955. The higher ammonia concentrations evaluated here follow the expected

model much better than the lower ones shown above. We get (Figure 4c) a40 = 0.03078 and a50 = 0.03224,
both results are inside the confidence intervals, and the corresponding coefficients of determination
R2

40 = 0.9888 and R2
50 = 0.996. Also, for this method and the higher benzene concentrations it is not

possible to perform a linear approximation as shown in Figure 4d. Again, a power law is used instead,
yielding: a40 = 0.3358 and a50 = 0.3114, b40 = 0.3977 and b50 = 0.3987, almost all values are inside the
confidence intervals of each other, except a40. The fit quality again is high, R2

40 = 0.9963 and R2
50 = 0.9942.

The highest concentrations of CO (10 ppm) and ammonia (100 ppm) in Figure 4 show significant
deviations from the fit curves and were not used for the approximation. This is caused by the strong effect
of the observed second time constant after the relaxation considered in the model is finished. The very
simple quantification rule used here is not able to compensate this effect. Therefore, higher concentrations
above 10 ppm CO and 100 ppm ammonia cannot be evaluated with the presented method.
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Table 3. Fitting parameters for all gases using the τ-evaluation.

Gas Humidity Fit Function a b R2

CO 40%RH f (x) = a · x 0.3827 - 0.9874
- 50%RH - 0.365 - 0.9883

H2 40%RH f (x) = a · x 0.1317 - 0.9972
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3.3. Identification

Looking back to Figure 1, it becomes clear that the four gases can be distinguished based on their
different reaction rates at the three temperatures. At 150 ◦C, CO and benzene show similar reactions
rates, but for both higher temperatures benzene exceeds CO clearly with CO even showing the lowest
rate at 250 ◦C. Ammonia always shows the lowest reaction rate except at the highest temperature of
300 ◦C, where it shows the second strongest response after benzene. For all temperatures the reaction
to H2 is between the other gases.

Pattern recognition is needed for this type of analysis. We chose to show the possibility of
identification with model-based TCO and model-based data evaluation with Linear Discriminant
Analysis (LDA). This method projects the data into a new often lower dimensional feature space
while maintaining as much relevant information as possible [33]. For this, the coefficients for the
linear feature combinations are chosen in order to minimize the within-class scatter while maximising
the between-class scatter in the new discriminant space. As features we use the three k̃ calculated
for the three low temperatures. For training we use all measured temperature cycles at the highest
concentrations of each gas (12 per humidity), which can be correctly quantified using the k̃-evaluation
(CO 0.1 ppm, H2 1 ppm, NH3 1 ppm, C6H6 0.1 ppm) and background gas, all at both humidities.
To compensate for unequal class sizes, selections are removed randomly from larger classes before
LDA, resulting in a total of 120 observations (temperature cycles) for the training dataset (24 per class).
We use three discriminant functions and a 10-fold cross-validation [33], the error from this validation
for the training dataset is 0%. After the training, all lower concentrations are predicted using the
obtained model, as shown in Figure 5a for the first two discriminant functions and Figure 5b for the
second and third discriminant functions. Filled circles are trained observations, empty ones predicted
observations. It can be seen that all lower concentrations start near the trained background observations
(black) and then scatter in the direction (arrows) of the corresponding highest concentration which has
been trained. Especially ammonia and benzene can be distinguished clearly in Figure 5a. For CO and
H2, the third discriminant function needs to be considered, which still contains 8.45% of the relevant
information. In Figure 5a, few of the red empty circles (H2) scatter in the direction of ammonia. Tracing
back those points, it becomes clear that these are low H2 concentrations which directly follow high
ammonia concentrations, for example, the confusion is presumably caused by carry-over in the GMA
due to adsorption of ammonia on the internal surfaces.
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Figure 5. A 3D-LDA (Linear Discriminant Analysis) scatterplot trained (filled circles) by background
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for the three different low temperatures have been used as features; (a) shows the first two discriminant
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4. Discussion

A comparison of all four investigated gases is given in Figure 6a for the k̃-evaluation and Figure 6b
for the τ-evaluation. Both graphs are on a double logarithmic scale to give a better overview. A linear
calibration curve is exceptional for MOS gas sensors, although we see that the relative error for both
evaluations increases in the lower concentration range. This can be avoided by applying a logarithm to
x- and y-data before performing the fit (function: f (x) = log(a) + x), because then points from every
order of magnitude have the same influence on the fitting quality. With this approach, of course the
absolute error for the higher concentrations increases. The poorest agreement between fit and data
points is observed for low ammonia concentrations in Figure 6a. Applying a linear fit with an offset
(function: f (x) = a · x + b) improves the fit notably. The reason for this could be a systematic error
in the generation of small ammonia concentrations, giving an additional background compared to
the zero air. Ammonia is known to adsorb easily on stainless steel surfaces, an additional error can
therefore be expected, caused by ad- and desorption of ammonia inside the dilution line [32].

Using the presented quantification methods on several temperatures, an identification of the gas
can be achieved rather easily directly upon the observed differences in reaction kinetics.

In Figure 6, benzene immediately sticks out because of its very different behavior. Despite the
expectations from the model and in contrast to the other gases, the benzene data is not represented
by a linear calibration curve but by a power law with an exponent of approx. 0.4. In previous works,
we also found similar results for gases with aromatic structures, especially toluene [17]. The simple
model assumes that there is no competition for adsorption sites on the surface (Henry adsorption),
no interaction between molecules and only one surface species for the reaction. For aromatic substances,
it is likely that a precursor is needed to crack the ring structure resulting in a Freundlich isotherm,
which would suit the power law. The chemical products resulting from the precursor reaction tend
to have very low vapor pressures and thus stay on the surface for a long time, as we have already
observed when measuring short trace gas pulses [16], which explains the very high sensitivity at low
concentrations compared to the other gases, because of possible multi-stage reaction processes.
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depending on the sensitivity of the respective gas at the given temperature. From Figure 6a, the upper
limit for the slope-evaluation can be estimated at slope value of about 110–120 1/s. Similarly, the validity
of the τ-method ends at approx. 1.2 1/s for all gases; at higher values the effect of the second time constant
observed in Figure 2 limits the performance of the simple algorithm. A more complex algorithm for the
linear approximation and calculation of τ would overcome this limitation. We also tested evaluating
the time required to reach a certain threshold level starting from ln(Gmin), which all concentrations
reach inside the 27 s; this is also suitable for quantification over the full range of concentrations but
does not yield a linear calibration curve. The slow increase in conductance with a second time constant
observed mainly in the ammonia and CO measurements is not covered by the presented model. For the
description of the effect, a multitude of possible additions to the model could be discussed, ranging
from the impact of adsorbed reducing species [34] to a gradual reduction of the sensing materials due
to a change in oxygen vacancies (bulk donors) equilibrium density ND [35]. However, the effect is
small compared to the total relaxation and the two time constants differ strongly so they can clearly be
discriminated by the naked eye. Therefore, an optimization of the feature extraction method is likely to
be the best solution.

To apply one single calibration curve, the values for k̃ and 1/τ must be converted to k, which is
possible using Equation (4) and 2k = 1/τ. We tested this conversion for H2 at 2.5 ppm, where the linear
fit needs to be reduced to the first 3 s after the temperature change and τ-evaluation works properly.
We obtained k(k̃40) = 0.0282 1

s , k(k̃50) = 0.0256 1
s and k(τ40) = 0.1682 1

s , k(τ50) = 0.1501 1
s ; thus, a factor

of approximately 6 between both methods. The model used here is probably not considering additional
processes which occur during relaxation at the low temperature and therefore needs to be extended.

Another advantage of the presented method is the suppression of humidity effects: almost all fit
parameters lie within the confidence bounds of each other for both tested RH values. This is a common
result for the use of TCO [17]. H2 is the only gas where humidity causes significant deviations. We have
already started further work to better understand the reaction mechanisms in dry and humid air.
The measurement results clearly show that the deliberately simplified model we apply to the sensor
does cover most, but not all, observed effects. For CO, H2 and NH3, the response follows the predicted
model with a correlation coefficient close to 1, as well for the k̃ as for the 1/τ parameter. The deviation
at low NH3 concentration is likely to be caused by errors in gas generation. For benzene, the simplified
physical model cannot be applied directly, but requires an empirical extension as described above.

Optimizing the temperature cycle (the last 10 s of all three low-temperature phases are not used in
any of the evaluations), one measurement per minute can be conducted. The presented results define a
facile technique for the calibration of gas sensor elements for various gases in a high concentration
range at minimal cost, that is, with minimal number of calibration points.

5. Conclusions

We have shown that the previously presented simple model for MOS sensors based on a single
grain–grain boundary offers two new methods for gas quantification with a model-based TCO to
obtain linear calibration curves over the full investigated range of concentrations covering 3 to
4 orders of magnitude, which is exceptional for MOS gas sensors. Both methods can be implemented
with completely independent algorithms, using a simple rule for switching between both methods.
In addition, pattern recognition methods can be applied using the same features to allow identification
of the gases. Since the method can be traced back to physical quantities via the model, it is more
comprehensible, and therefore credible, compared to highly complex black-box data-based models.
Especially for traceable calibration linear, physically motivated models are highly preferable to make
use of standard metrology methods, e.g., for determining the limit of detection (LOD) and limit of
quantification (LOQ). IUPAC recommendations, for example, have high requirements [36] for being
applied to measurement data; future developments here could help to use the full information coming
from TCO by also considering more complex data structures. Furthermore, a prerequisite for the
calibration of every single gas sensor for a dedicated application, which might be needed for proper
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results, is the availability of a simple and general correlation between the target concentration and the
sensor signal.

We have also shown that our model is able to predict key features of the TCO, but there are still
some effects missing, e.g., the appearance of a second relaxation process especially for high concentrations.
This might be caused by a changing donor density, but further experiments are required to elucidate the
relevant processes and expand the model.

Supplementary Materials: The following are available online at http://www.mdpi.com/1424-8220/18/3/744/s1,
Figure S1: Heater temperature calculated from the heater resistance around the temperature step from 450 ◦C to
150 ◦C.
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4.2 Methods and Tools for the Development of Gas Sensor Systems 

4.2.1 Synopsis 

The development of gas sensor systems can be supported by different tools and 

methods. Three main points are considered in this section: Electronics and fluidics, design 

of experiments (DoE) and the data evaluation with machine learning algorithms.  

The electronics and the sensor chamber for the detection of trace gas pulses are 

presented in Paper 2. The fluidic design of the sensor chamber is one of the main parts 

for the detection of such short gas pulses. The sensor chamber was designed for fast gas 

exchange with low dead volume so that short gas pulses can be measured. On the other 

hand, the gas needs to be brought very close to the sensor surface so that reactions can 

take place. Furthermore, special electronics had to be developed for measuring the highly 

dynamic conductance values over eight orders of magnitude, including currents in the 

range of 100 pA. The exponential relationship between resistance and energy barrier 

implies that even a small change in the energy barrier can cause a large change in the 

resistance. Through the logarithmic measurement, the change in the energy barrier can be 

measured with the same relative resolution over several decades. When measuring such 

low currents, a good PCB design and shielding are necessary. In addition, the temperature 

control must be very accurate. This is implemented by a voltage-controlled proportional–

integral–derivative (PID) feedback-loop controller, which regulates to a constant heater 

resistance.  

A complete electronics framework, Sensor Control (SC), was designed based on these 

electronics. In addition to analog electronics for various analog sensors, the framework 

has been expanded by a system for digital sensors. This allows to operate gas sensors with 

digital interface in TCO. In addition to MOS gas sensors, other sensors (temperature-, 

humidity-, NDIR-CO2-sensors, EC-cells) are supported. The current state and further 

development of electronics is shown in [264] and Paper vii. Different versions of these 

electronics were used within Paper E, 6 and F in the next Section 4.3. Besides the classical 

gas measurements, a modified version was designed for differential scanning calorimetry 

on micro hotplates for temperature calibration and mass quantification [265]. The 

accurate temperature calibration of micro hotplate gas sensors as important parameter for 

the gas reaction on the sensor is a remarkable challenge.  

DoE is an essential and critical step for the calibration of gas sensor systems. As 

described in Subsection 3.2.3, classical designs with single gases do not reveal any 

masking effects or other gas interactions altering the sensor response for these 

applications. DoE with several substances and three or five fixed concentration levels for 

each gas do not lead to success. Gas mixtures are created using combinatorial 

permutations of the individual fixed concentrations. The usage of too few levels for the 

quantization of a continuous quantity or classification of different substances easily leads 

to overfitting. However, with many substances and concentration levels, this results in an 

extremely long calibration duration due to the numerous combinations. Therefore, in 

Paper 3 the calibration with randomized DoE is introduced and tested. The DoE reduces 

the effort and at the same time gives better results than sequential calibration. This 

randomized approach is also more realistic due to the variable composition. The 
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calibration method is tested with four VOCs (acetone, benzene, toluene, formaldehyde), 

two interferents (hydrogen, carbon monoxide) and relative humidity. Two sensors, the 

AS-MLV and the AS-MLV-P2, are compared. An optimized data evaluation with PLSR 

and feature extraction are shown. The model calibrated with the randomized DoE predicts 

both the randomized and the sequential test data well, whereas the sequential model fails 

to predict the randomized data. The statistical nature of the introduced approach of 

randomized mixtures makes it robust to overfitting and therefore well-suited for machine 

learning algorithms. To perform the DoE in the laboratory, an important point is the 

generation of artificial gas environments with a GMA. At LMT different GMAs are 

available, as described in Subsection 3.2.2. Randomized DoE allows complex calibration 

sequences to be performed efficiently with even more gases. For that purpose, a new 

modularized GMA has been developed for this purpose to mix and expose up to18 gases 

at the same time [123]. 

Data evaluation with machine learning algorithms, including the complete evaluation 

chain requires a large programming effort. To reduce the effort for complex data 

evaluation and make it accessible for a broad range of scientists, an open-source 

MATLAB toolbox called DAV3E (Data Analysis and Verification/Visualization/ 

Validation Environment) was developed and described in Paper 4. It combines the 

complete evaluation chain with import, preprocessing, labeling, feature extraction and 

selection, regression and classification with validation and testing. Files of the data 

acquisition software of the electronics (Sensor Control Center [264]) and the control 

software for the GMA (GRUpy [124]) can directly be imported and synchronized with 

DAV3E. This enables a very fast workflow from identification of an application to 

application-specific detection algorithm. The further developed version 2.0 is described 

in [131] and available on GitHub9. 

 

Methods and tools for the development of gas sensor systems are presented. In 

summary, the following key results are achieved: 

• A fast electronics framework, especially for temperature cycled operation with 

high resolution sensor resistance measurement over several order of magnitudes. 

• A more realistic DoE with randomized gas mixtures. This approach reduces the 

effort and gives better results compared to sequential calibration. The 

randomized calibration is also more realistic due to the variable composition. Its 

statistical nature makes it robust to overfitting and therefore well-suited for 

machine learning algorithms. 

• The data evaluation tool DAV3E, which enables complex data evaluation with 

import, preprocessing, labeling, feature extraction and selection, regression and 

classification with validation and testing. DAV3E has a simple user interface and 

enables the direct import of files from the Sensor Control Center (sensor 

electronics framework) and GRUpy (GMA).  

• Because all these methods and tools can be connected and interfaces were 

developed, a very fast workflow from identification of an application to 

detection and quantification algorithm is established. 

 
9 https://github.com/lmtUds/dav3e-beta 



 

92 
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Abstract: A device for detection of short gas pulses at very
low concentrations is presented. The approach is based
on a special temperature modulation technique enabling
a differential surface reduction (DSR) measurement of a
metal oxide semiconductor (MOS) gas sensor. With this
method, the sensor surface is highly covered with oxi-
dized surface states at high temperature (e. g. 400 °C) ini-
tially. The temperature is then reduced abruptly to, e. g.,
100 °C resulting in a state with strong excess of negative
surface charge. Reactions of these surface charges with re-
ducing gases are prevailing and lead to very high sensitiv-
ity. For the measurement a dedicated detector (electron-
ics and fluidic system) is presented. The electronics allows
a high-resolution conductance measurement of the sen-
sitive layer and accurate temperature control. The fluidic
system is examined in terms of peak shape and optimal
sensor response via FEM simulations.

Keywords: MOS gas sensor, differential surface reduction
(DSR), short gas pulses.

Zusammenfassung: Ein Messsystem zur Detektion von
kurzen Gaspulsen bei sehr niedrigen Konzentrationen
wird vorgestellt. Der Ansatz basiert auf einem spezi-
ellen Temperaturmodulationsverfahren, das eine diffe-
rentielle Messung der Oberflächenreduktion (DSR) eines
Metalloxid-Halbleiter-Gassensors (MOS) ermöglicht. Bei
diesem Verfahren wird die Sensoroberfläche bei hoher
Temperatur (z. B. 400 °C) oxidiert. Ein abrupter Tempera-
tursprung auf z. B. 100 °C führt zu einem Zustandmit star-
kem Überschuss an negativer Oberflächenladungen. Re-
aktionen dieser Oberflächenladungen mit reduzierendem
Gas sind vorherrschend und führen zu einer sehr hohen
Empfindlichkeit. Für die Messung wird ein eigen entwi-
ckelter Detektor (elektronisches und fluidisches System)
vorgestellt. Die Elektronik ermöglicht eine hochauflösen-
de Leitwertmessung der sensitiven Schicht und eine ge-

*Corresponding author: Tobias Baur, Saarland University,
Laboratory for Measurement Technology, Saarbrücken, Germany,
e-mail: t.baur@lmt.uni-saarland.de
Caroline Schultealbert, Andreas Schütze, Tilman Sauerwald,
Saarland University, Laboratory for Measurement Technology,
Saarbrücken, Germany

naueTemperaturregelung. Das fluidische Systemwirdmit-
tels FEM-Simulationen auf Peakform und optimale Sen-
sorresponse untersucht.

Schlagwörter:MOS-Gassensor, differentielle Oberflächen-
reduktion (DSR), kurze Gaspulse.

1 Motivation

Themeasurement of short gas pulses is essential in analyt-
ical gas sensing microsystems, e. g. integrated sensor-pre-
concentrator systems [1] and micro gas chromatographs
(µGC) [2]. While some progress has been reported in the
miniaturization of GC columns [2, 3] there is still a lack of
miniature detectors with low detection limit. MOS sensors
are ideal due to their small size [2] and high sensitivity [4].
Combinations of µGC and semiconductor gas sensors in
static mode have also been reported [5]. Moreover, recent
results show that the sensitivity of MOS sensors can be en-
hanced significantly by a special operation mode [6, 7, 8].
For the detection of short trace gas pulses, it is necessary to
pay attention to some measuring aspects, especially elec-
tric measurement and fluidics.

2 Differential surface reduction

The principle of gas sensing with metal oxide semicon-
ductor gas sensors is based on oxidation and reduction
reactions at the surface. Reducing gas molecules react
with ionosorbed oxygen and the oxygenmolecules release
their electron into the conduction band. To measure short
gas pulses, we use a particularly sensitive method, called
differential surface reduction (DSR). DSR is derived from
a model for semiconductor gas sensors under tempera-
ture modulation presented in our earlier work [7, 8]. This
model is based on a simplified single grain to grain con-
tact [9, 10]. The surface of each grain is covered with neg-
atively charged surface species forming a repulsive po-
tential and a respective energy barrier Eb for the grain-
to-grain conduction. In clean dry air, the main species
present in this surface coverage, formally an oxidation, is
ionosorbed oxygen [9, 10]. The conductance of the sensor
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Figure 1: Schematic Arrhenius plot of a MOS-sensor during TCO with
sketches depicting the grain-grain boundary in different states [12].

can be described by Eq. (1) showing the exponential de-
pendence of the conductance from Eb with the Boltzmann
constant kb, the temperature T of the sensor film and a
prefactor G0.

G = G0 ⋅ e
− Eb
kb ⋅T (1)

The equilibrium surface coverage and hence the en-
ergy barrier in air is strongly dependent on temperature.
The energy barrier increases with temperature over a wide
range [7]. In air the relaxation of the surface state after
a temperature variation is a fairly slow process. The time
constant can be in the order of several minutes especially
for lower temperatures (e. g. 100 °C) [11]. Fig. 1 shows the
schematic Arrhenius plot for instantaneous sensor heat-
ing and cooling and the relaxation of the conductance on
long hot and cold temperature plateaus, respectively. It in-
cludes a sketch of the grain-to-grain boundary for different
points of the temperature cycle.

In equilibrium state 1 at low temperature, the sensor
has a small negative surface charge. A fast rise from low
to high temperature (1 to 2) causes a rise in sensor con-
ductance. Due to the fast temperature change the surface
occupation remains nearly constant. During relaxation at
high temperature a decrease in conduction is observed,
caused by oxidation of the surface (2 to 3). This means that
most of the surface states are coveredwith ionosorbed oxy-
gen.

Abruptly cooling down to a low temperature (3 to 4)
causes a strong excess of negative surface charge, because
of the unchanged high surface occupation stemming from
the high temperature equilibrium. In this low temperature
phase reactions with reducing gases are strongly favoured
over additional oxidation of the surface. For a short dura-
tion, the derivative of the logarithmic conductance lnG is

Figure 2: Schematic conductance curve for DSR with a temperature
step from high to low temperature; during the relaxation at the low
temperature stage, one concentration peak is assumed [12].

proportional to the time-dependent rate constant k of the
surface reduction by a reducing gas (Eq. (2)) [8].

d lnG
dt
∼ k(t) ∼ c(t) (2)

For low concentrations, the rate constant is propor-
tional to the concentration [7, 8]. Therefore, the measure-
ment of the differential reduction of the surface in this
phase especially at a very low temperature (e. g. 100 °C) al-
lows a very sensitive detection of short gas pulses as well
as quantification of the dosage.

lnG (t2) − lnG (t1) ∼
t1

∫
t2

c(t) (3)

Fig. 2 shows the schematic conductance curve with a
temperature jump from low to high temperature at t = 0
followed by relaxation at high temperature and a subse-
quent step to a lower temperature. During the low temper-
ature stage, a concentration peak (with dosage c ⋅ Δt) is
present.

3 Detector electronics
The DSR method aims to measure the rate constant of the
change in surface charge at a constant temperature. The
change in surface charge is proportional to the logarith-
mic conductance. Thus, a low relative error especially at
low conductances, a high sample rate, and an accurate
temperature control are prerequisites to achieve a low de-
tection limit. To this end, we developed a new detector
electronics board. The concept of the detector is shown in



 

95 

 

  498 | T. Baur et al., Device for the detection of short trace gas pulses

Figure 3: Concept of the detector.

Figure 4: Basic circuit for the heater controller.

Fig. 3. The detector electronics consists of three parts: the
open-source board Arduino Due, with its Atmel SAM3X8E
ARM Cortex-M3 as the basis for the detector electronics,
the heater controller and the sensor electronics.

The heater controller is based on an inverting ampli-
fier (cf. Fig. 3). A voltage is applied to the heater from a dig-
ital to analog converter (DAC) and the current through the
sensor is measured via a shunt resistor. The temperature
of the sensor is controlled via the heater resistance with
a closed-loop digital PID (proportional–integral–deriva-
tive) controller with an effective resolution of 0.1 °C. The
time constant τ63 for cooling down of the sensor (450 °C to
150 °C) is below 7ms, which is close to theminimum value
achievable with the sensor device [5].

With the temperature modulations used in this inves-
tigation the conductance of the AS-MLV sensor (ams Sen-
sor Solutions Germany GmbH) has a large dynamic range
from 100 µS down to 2.5 pS. The resulting current through
the sensor is usually measured using a reference resis-
tor. At low sensor conductance, however, the voltage drop
over the reference resistor is very small. The resolution and
noise of the voltagemeasurement is, therefore, limiting the
measurement range at low conductance. In our approach,
we measure the resulting current with a logarithmic am-
plifier (LogAmp). Errors in the conductance measurement
are then contributing linearly to the rate constant’s error
(Eq. (4)).

logG ± Δ logG = kd ± Δkd (4)

To achieve reliable measurements at very low conduc-
tance values, the voltage across the sensor is increased to
4V, compared to 0.25 V in an earlier set-up [7]. To limit the

Figure 5: Effective resolution of the LogAmp tested with reference
resistors; measurement conditions: 0.5 V across the reference resis-
tor, log out voltage measured with a SourceMeter (Keithley, 2602b)
at 5 kHz sample rate (blue line) [12]; 0.5 V across the reference resis-
tor, log out voltage measured with the detector electronics at 2 kHz
sample rate.

influence of Joule heating across the sensor and to pro-
tect it at low sensor resistance, a 100 kΩ resistor is con-
nected in series with the sensor. The sensor read-out cir-
cuit covers a resistance range over 8 orders of magnitude,
e. g. from 250 µS down to 2.5 pS, with a fast sample rate of
2 kHz.We tested the effective resolution of the LogAmpsys-
tem with a test setup, i. e. the smallest variation in sensor
current that can reliably be detected by the sensor elec-
tronics. A voltage of 0.5 V is applied from a filtered lin-
ear voltage regulator across the reference resistors (100Ω
to 10GΩ). The output voltage of the LogAmp is measured
with a reference (Keithley, SourceMeter 2602b) at 5 kS/s
(50,000 points) and with our newly developed electronics
at 2 kS/s (restricted to the measurement range). The ref-
erence resistors had wire leads and an accuracy of 1%.
The whole test setup was placed in a shielded housing.
Fig. 5 shows the effective resolution of the sensor electron-
ics dependent on the current. In the measurement range
between 500pA and 10mA the error of the measurement
with the SourceMeter is almost constant at 0.6% This in-
dicates that the error is dominated by noise in the volt-
age measurement setup at the LogAmp output. For cur-
rent values below 500pA the error is strongly depending
on the current and is, presumably, dominated by noise
in the input current. One reason for this electromagnetic
noise can be the wire leads of our reference resistors. With
a restricted measurement range and a better shielding, we
achieve with our detector electronics an effective resolu-
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Figure 6: CAD model of the sensor chamber [12].

tion below 0.1%. The gas sensor has much shorter leads,
thereforewe expect to achieve lower noise (compare Fig. 5)
compared to the reference resistor.

4 Detector fluidics

Of high importance for the performance is the fluidic sys-
tem that brings the short trace gas pulses fast and without
any deformations onto the sensor’s surface. To build such
a system and investigate further possible improvements, a
FEM (finite element method) model was set up using the
software COMSOL Multiphysics (4.2a).

The footprint of the housing for measurements is lim-
ited to TO-39 dimensions, which means a diameter of ca.
10mm, due to the sensor used. The developed sensor
chamber with low dead volumes and optimized gas trans-
port to the sensor is shown in Fig. 6 as a CAD drawing
whereas Fig. 7 shows one half of the inner hidden geome-
try (symmetry is used for lower computational effort). The
sensor is represented by a flat cylinder (height 100 µm, ra-
dius 500 µm) with one active surface, i. e. an open bound-
ary for the gas pulse species with a constant concentration
of zero. Therefore, in this assumption every molecule that
reaches the sensor surface is consumed in a reaction with
(surface) oxygen in a one-stage reaction process.

Simulation is performed in two steps: First a station-
ary solution for the laminar flow is found and, based on
this flow, a time dependent study with a gaussian con-
centration peak (maximum at 2 s, σ = 0.2 s) at the inflow
using COMSOL’s convection and diffusion module is per-
formed. Parameters for air like viscosity, density etc. are
taken from the COMSOL database, the diffusion coefficient

Figure 7: Inner parts of the geometry and model for COMSOL simula-
tions.

D = 8 ⋅ 10−6 m2/s [13] of toluene in air is used. Since the
model for the diffusion rate is not concentration depen-
dent, arbitrary units can be used in this section. The pa-
rameters that are investigated are: the height hsc (4mm in
the used chamber) and the width of the sensor chamber
(represented by a cut out which is indicated in Fig. 7), the
total flow rate V̇ (75ml/min if not mentioned otherwise)
and the size of the sensing layer.

The best possible sensor signal would be achieved if
every incoming molecule reacts with oxygen on the sen-
sor surface and, thus, contributes to the surface reduction.
We define a gas consumption factor χc as the number of
gas molecules that react with the sensor divided by the to-
tal number of molecules. With the aforementioned open
surface at the sensor’s position and by comparing the in-
coming gas pulse with the outgoing one, an estimate for
the proportion of reacted to incoming molecules can be
achieved and used as an indicator for the strength of the
sensor signal inside the given geometry. It is determined
by the speed of passing molecules and their respective ex-
posure time, by the diffusion constant, and by the length
of the diffusion path. This length is at least the boundary
layer between flow channel and sensor surface, but can
also be artificially extended.

Furthermore, the shape of incoming peaks should be
represented correctly at the sensor’s position, especially
for GC applications. Fig. 8 shows the concentration over
time 100 µm below the sensor surface for hsc = 1 − 11 mm,
which means a dead volume around the sensor of 0.079–
0.86ml. The FWHM (full width at half maximum) of the
incoming peak is 0.5 s, which corresponds to a volume of
about 0.625ml. For ascending hsc the flow rate inside the
chamber is reduced, which means broader peaks and tail-
ing. For very high hsc (> 7mm) a second time constant for
diffusion out of the chamber appears and the tailing be-
comes worse. Additionally, the maximum concentration
decreases with increasing hsc.
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Figure 8: The concentration over time at the sensor position and the
illustrated calculation rule for the tailing factor TF.

Figure 9: The gas consumption factor χc, the tailing factor and the
FWHM of incoming peaks over the height of the sensor chamber hsc.

In Fig. 9 all relevant parameters, i. e. FWHM and tail-
ing factor (calculated according to Fig. 8) for peak shape
and the gas consumption through reactions at the sensor
surface over hsc, are shown. The tailing factor increases
almost linearly for hsc > 3mm with a slope of 0.1/mm. As
expected, FWHM is weakly affected by the transit through
the detector, it increases up to hsc = 7mm by 21.7%, then
again decreases slightly by 5.7%. χc shows a minimum at
3mm as well as a maximum at 9mm. For very low values
of hsc < 3mm the flow velocity above the sensor surface
increases so that the boundary layer width decreases. For
values above 9mm the diffusion path starts to become that
long that it overweighs the advantage of longer exposure
time due to lower flow velocities.

The flow velocity has a very high influence on the sen-
sor signal (see Fig. 10). In accordance with Fick’s law the
sensor consumption is in inverse proportion with the flow
rate, because the width of the boundary layer, which has
to be overcome through diffusion, is proportional to the

Figure 10: The gas consumption factor over the total flow through
the system follows a function of the form 1

ax+b .

fluid’s velocity. The fit function for the simulated values is
of the form 1/(ax + b) because there is a natural limit given
by the geometry.

Doubling the radius of the sensor surface, i. e. a four
times larger sensing layer, gives a 2.15 timeshigher gas con-
sumption on the sensor. To test whether a smaller sensor
footprint than the currently used TO-39 can have a positive
impact, we examined a sensor chamber with smaller vol-
ume in the simulation by removing the part of the cham-
ber beyond the dashed line (Fig. 7). This change results in
a 20% higher sensor consumption. The lower width of the
boundary layer gives only a small advantage due to the
shorter exposure time. Nevertheless, in contrast to higher
sensor chambers for a higher sensor signal, this does not
affect the peak shape in a negative way but reduces the
FWHM and the tailing factor by nearly 10%.

The actual setup used for the measurements in the
next section does not yield the optimal sensor consump-
tion (only 2.5% of the incoming peak at a flow rate of
100ml/min) but is appropriate for detecting well-shaped
peaks (TF = 1.06).

5 Measurement

To validate the DSR approach we use a temperature cy-
cle with two temperature plateaus: an oxidation phase at
400 °C with a duration of 60 s and a reduction phase at
100 °C with a duration of 600 s. The gas measurements
were realized with our gas mixing apparatus (GMA) based
on gas pre-dilution to achieve very low concentrations and
a large concentration range [14]. The current setup com-
prises four pre-dilution lines for the generation of trace
gases with a dynamic concentration range cbottle/cset from
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Figure 11: Blue: time-dependent conductance during 100 °C phase without (dotted) and with (solid) 10 ppb⋅s ethanol pulse. Orange: time-
dependent rate constant of ethanol [12].

5 to 312,750. Here, cset is the set concentration and cbottle is
the concentration in the test gas bottle. Dry zero air with
a flow of 100ml/min is used as carrier gas. The zero air
is generated by a two-step purification process. The first
step is a charcoal filter system which removes hydrocar-
bons (larger than C3) very efficiently as well as humidity
and CO2 with a pressure swing. The second step is based
on catalytic conversion to remove smaller hydrocarbons as
well as hydrogenandcarbonmonoxide. Ethanol as test gas
was supplied by a gas cylinder with 200ppm in synthetic
air 4.6 and subsequent dilution in zero air. The mixing ra-
tio of the pre-dilution was allowed to stabilize for several
minutes beforemeasurements. Gas pulses were created by
switching a solenoid valve.

Fig. 11 shows the result proving the DSR functional
principle with an ethanol pulse with a dosage of 10 ppb⋅s
(5 ppb for 2 s). For two DSR measurements (at 100 °C) the
time-dependent conductance is shown with (blue solid
line) and without ethanol (blue dotted line) peak. Ob-
viously, the reproducibility of the measurements is very
high as the solid and the dotted line are matching al-
most perfectly up to the injection of ethanol. Themeasure-
ment without ethanol is used as background and the con-
stant slope of this background kd,air was subtracted from
themeasurement curve. The time-dependent rate constant
kd,gas (orange line) is derived from the derivative of the
measurement curve (Eq. (5)) [5].

kd,gas =
kbT

2 ⋅ Eb(t0)
d lnG
dt
− kd,air (5)

Here, Eb(t0) is the energy barrier at time t0 when the
temperature changes. Eb(t0) can be calculated from the
conductance difference from high to low temperature [8].

Table 1: Peak areas for different duration and concentration combi-
nations with the same dosage [12].

dosage
(ppb⋅s)

duration
(s)

concentration
(ppb)

integrated rate
constant (a.u.)

10 1 10 0.00136
10 5 2 0.00142

100 1 100 0.0122
100 5 20 0.0120

We use a cubic smooth spline and a Savitzky–Golay fil-
ter with 1000 points (500ms) to reduce the noise in the
conductance measurement and to improve the numeri-
cal differentiation of the signal. The prediction of the sen-
sor model (Eq. (2)) is very good. Furthermore, the repro-
ducible detection of the same amount of substance by dif-
ferent combinations of pulse duration and concentration
was tested. Tab. 1 shows the results of the integrated rate
constants for pulses with dosages of 100 and 1000ppb⋅s of
ethanol. Good agreement of gas pulses with the same total
dose is observed as predicted by Eq. (3).

6 Conclusion
We designed a detector electronics with a closed-loop
heater controller and an adjustable measurement range
over eight decades for the sensitive layer. The detector
electronics achieved an effective temperature resolution of
0.1 °C for the AS-MLV sensor and an effective conductance
resolution of 0.1% when measuring the sensitive layer in
the relevant range. Despite the high requirements of the
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DSR method, the detector system can be implemented at
relatively low cost. In addition to the electronics system,
the fluidic coupling of the sensor contributes to the quality
of short gas pulse measurements. The performed simula-
tions indicate in which directions the system can be opti-
mized. To achieve well-shaped peaks and high sensor sig-
nals further miniaturization of the sensor chamber is nec-
essary. Much lower flow rates can be expected in GC appli-
cations making optimized fluidics even more important.
At the same time, such low flow rates could be exploited
by building a system which generates its signal from the
overall shape of an incoming gas peak, thereby improving
its detection limit.Wehave successfully demonstrated that
the detector can detect short pulses of reducing gas at very
low concentrations. This paves the way for small and inex-
pensivemicrosystems for thedetectionof trace gasesusing
sensor pre-concentrator or µGC systems. Depending on the
application the system has to be optimized in accordance
to the given boundary conditions.
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Abstract. Applications like air quality, fire detection and detection of explosives require selective and quantita-
tive measurements in an ever-changing background of interfering gases. One main issue hindering the successful
implementation of gas sensors in real-world applications is the lack of appropriate calibration procedures for
advanced gas sensor systems. This article presents a calibration scheme for gas sensors based on statistically dis-
tributed gas profiles with unique randomized gas mixtures. This enables a more realistic gas sensor calibration
including masking effects and other gas interactions which are not considered in classical sequential calibration.
The calibration scheme is tested with two different metal oxide semiconductor sensors in temperature-cycled
operation using indoor air quality as an example use case. The results are compared to a classical calibration
strategy with sequentially increasing gas concentrations. While a model trained with data from the sequential
calibration performs poorly on the more realistic mixtures, our randomized calibration achieves significantly
better results for the prediction of both sequential and randomized measurements for, for example, acetone, ben-
zene and hydrogen. Its statistical nature makes it robust against overfitting and well suited for machine learning
algorithms. Our novel method is a promising approach for the successful transfer of gas sensor systems from the
laboratory into the field. Due to the generic approach using concentration distributions the resulting performance
tests are versatile for various applications.

1 Motivation

Despite impressive advances in sensitivity, selectivity and
response time of gas sensor systems over the last decades
(Marco and Gutierrez-Galvez, 2012; Sharma et al., 2018),
there is a striking lack of publications on successful field
tests or real-world applications. A search on Google Scholar
(from 31 March 2020) returns more than 3.4 million results
for “gas sensor+material” and 553 000 results for “gas sen-
sor + “data processing””, but only around 28 000 results for
“gas sensor + “field test””. At the same time, field tests are
a crucial link to the successful implementation of gas sen-
sors in large-volume consumer applications (Borrego et al.,
2016; Castell et al., 2017). Also, from our own experience
field test data very often are hard to interpret due to devia-
tions from the ideal conditions during the original lab cali-
bration, for example in terms of baseline and dynamics. We
believe that one main issue hindering successful field tests
is the lack of appropriate realistic calibration procedures for

modern gas sensor systems. Calibration is only a side note
in many works, as a vehicle to show the performance of a
new material or data processing method. The experimental
design often consists of a few fixed concentration levels per
gas, and, in many cases, the sensor is exposed to one and only
one target gas at a time. The resulting data are relatively easy
to evaluate in terms of sensitivity, selectivity and speed of
response, but of little use for complex real-world scenarios.

Virtually all applications – for example, air quality (Castell
et al., 2017; Spinelle et al., 2017), fire detection (Kohl et al.,
2001; Fonollosa et al., 2016), detection of explosives (Tom-
chenko et al., 2005; Yu et al., 2005) and breath analysis (Ba-
jtarevic et al., 2009; Lourenço and Turner, 2014) – require se-
lective, quantitative measurements in an ever-changing back-
ground of interfering gases. A sensor calibration with single
substances (as, for example, in the datasets of Fonollosa et
al., 2015a, b; Fonollosa, 2016; Bastuck and Fricke, 2018)
does not reveal any masking effects or other gas interactions
altering the sensor response. Some publications take this into
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account by performing calibration with gas mixtures (Sund-
gren et al., 1991; Wolfrum et al., 2006; Zhang et al., 2013;
Fonollosa, 2015; Sauerwald et al., 2018). Most of these ex-
cept two (Zhang et al., 2013; Fonollosa, 2015) use between
three and five fixed concentration levels for each gas. This
quantization of a continuous quantity can, with too few lev-
els, easily lead to overfitting due to systematic errors in the
experimental equipment, contamination1 of validation data
through repetitions or misleading model performance mea-
sures.

In the past we could show good results in interlabora-
tory tests, as a first step towards a transferable calibration,
with sequential calibration (Spinelle et al., 2017; Bastuck et
al., 2018a; Sauerwald et al., 2018). However, there is still a
gap between calibrating a sensor for interlaboratory tests and
real-word scenarios (Sauerwald et al., 2018; Karagulian et
al., 2019).

In this paper, we present and test a calibration scheme
based on the method of random effects (Oehlert, 2000). It
tackles the mentioned issues by drawing random concentra-
tions from predefined distributions of a, theoretically, arbi-
trary number of gases. The result is a large number of gas
exposures for calibration, each a unique mixture of all avail-
able gases. The approach is easy to configure and use, can be
applied to a wide range of target applications, and is shown
to be superior to sequential calibration.

2 Experimental

2.1 Study design

The calibration method with randomized gas mixtures is
shown using the example of indoor air quality (IAQ) but
can be applied to any application and target variable. The
gases used for this study were chosen to represent different
approaches in IAQ assessment. Volatile organic compounds
(VOCs) are an important indicator of IAQ, as many of the
substances show irritating or even toxic behavior. Generally,
a VOC is any organic compound that can be found in the
gas phase at room temperature. The European Union defines
VOC as any organic compound with an initial boiling point
less than or equal to 250 ◦C measured at standard pressure of
101.3 kPa (Anon, 2004). In analytical chemistry these VOCs
are normally divided into three subgroups: very volatile or-
ganic compounds, volatile organic compounds and semi-
volatile organic compounds. Specific sampling and measure-
ment protocols are associated with each group. However,
from a health perspective, there is no need to treat these
groups separately since both toxic and harmless compounds
can be found in each. We will, therefore, subsume all three
groups under the term VOC for direct-measuring gas sensor

1The term “contamination” here refers to observations used in
the training of a model “spilling” or “leaking” into datasets used for
validation or testing. Predicting observations used in the training
usually results in deceivingly better model performance.

systems. The total sum of VOCs, TVOC (total VOCs), is one
target value that can be used for calibration and is, for ex-
ample, defined by the German Environment Agency (UBA)
for IAQ classification (Seifert, 1999; Anon, 2007). A study
on behalf of the UBA (Hofmann and Plieninger, 2008) lists
the statistical distribution of more than 300 different VOCs
in indoor environments. The VOCs can be divided into inter-
fering VOCs and target VOCs with regard to human health:
while the former are harmless in usual concentrations, the lat-
ter are mostly toxic or carcinogenic. Measuring all of these
hundreds of VOCs in varying concentrations is not feasible,
so a preselection must be made based on the expected con-
centrations. Since our equipment (Helwig et al., 2014; Lei-
dinger et al., 2018) is limited to six gases plus humidity, two
representatives each were selected for inorganic background
gases, interfering VOCs and target VOCs.

The carrier gas stream consists of zero air with varying
humidity plus the background gases carbon monoxide and
hydrogen. Carbon monoxide is a ubiquitous gas with highly
variable concentrations ranging from the atmospheric back-
ground at 150 ppb (Schleyer et al., 2013) up to several ppm
(WHO Regional Office for Europe, 2010). The atmospheric
background concentration of hydrogen is 500 ppb (Schleyer
et al., 2013). We could not find any studies on H2 concentra-
tion in indoor air. We assume large fluctuations up to the ppm
range (Schultealbert et al., 2018b) since hydrogen is emit-
ted by humans (Levitt, 1969; Tomlin et al., 1991) and can,
like CO2, be another indicator for human presence. For inter-
fering VOCs we selected acetone and toluene, two common
representatives with high average concentrations (Hofmann
and Plieninger, 2008) but negligible health effects. The in-
terfering gases were added to achieve a realistic TVOC con-
centration in indoor air (Hofmann and Plieninger, 2008). To
represent the TVOC concentration with only two gases, they
are supplied at 10 to 20 times the typical indoor concentra-
tions. The target VOCs are two carcinogenic gases, formalde-
hyde and benzene. The concentration range of these target
gases is based on the observed statistical distribution in in-
door air (Hofmann and Plieninger, 2008) and WHO guide-
lines (WHO Regional Office for Europe, 2010; Anon, 2016).
Since only a limited number of VOCs are present in this
configuration, the sum of all measured VOCs is defined as
VOCsum to clearly distinguish it from the common TVOC
term.

The random mixtures were generated using a Python script
(Bastuck, 2019) which iteratively determines the ratios of
all components as shown schematically in Fig. 1. To gen-
erate a randomized gas mixture, the concentrations of the
background components (carbon monoxide, hydrogen and
humidity) and VOCsum were varied independently of each
other. The concentrations of humidity, carbon monoxide, hy-
drogen and VOCsum are uniformly distributed over a realis-
tic range (see Table 1). For the generation of the single VOC
concentrations, the randomly selected VOCsum concentration
is divided into several steps. First, the ratio of interfering
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Figure 1. Schematic overview of the random gas mixture gener-
ation. The scheme can be adapted to reflect different applications.
Please note that this figure represents the measurement as it was
actually performed, taking into account the accidental swapping
of benzene (which should have been a target) and toluene (which
should have been an interferent).

(VOCinterfering) and target (VOCtarget) VOCs in VOCsum is
randomly selected to be between 0 and 20 % target VOC.
Second, VOCinterfering and VOCtarget are again divided ran-
domly into the individual VOCs, both with a ratio between 0
and 100 %. The parameters for the generation are shown in
Table 1, and the resulting concentration ranges for the single
gases and VOCsum in Table 2.

Due to an error in the measurement setup, the concentra-
tions of toluene and benzene were swapped, and the concen-
trations planned for benzene were offered as toluene and vice
versa. Therefore, the concentration levels of the carcinogenic
benzene are rather high in this study compared to their true
occurrence, while the concentrations of toluene are unusu-
ally low (ppb range). This does not have any impact on the
general conclusions drawn from this experiment, but the re-
sults for selective quantification of these two VOCs should be
interpreted with caution. The concentration distributions of
the individual gases can be found in Fig. A1. Each random-
ized gas mixture was supplied to the sensors for 20 min each.
Twelve measurements with 99 randomized gas mixtures each
were conducted over a period of 5 weeks, resulting in a total
of 1188 randomized gas mixtures.

To compare the performance of our novel approach with
a conventional sequential calibration strategy (one gas at a
time, ascending concentration levels), a gas profile of this
kind was measured for comparison. Each gas was supplied
at four different concentrations (see Table 3), which were
kept constant for 20 min. The background gases (hydrogen
and carbon monoxide) were always kept at their atmospheric
concentrations (500 and 150 ppb) except during their expo-

Table 1. Parameters for the generation of randomized gas mixtures.

Range

hydrogen 300–2500 ppb
carbon monoxide 100–2000 ppb
humidity 25–75 %RH
VOCsum in µg/m3 100–5000 µg/m3

VOCtarget/VOCsum 0 %–20 %
VOCinterfering/VOCsum 100 %−VOCtarget/VOCsum
acetone/VOCinterfering 0 %–100 %
benzene/VOCinterfering 0 %–100 %
formaldehyde/VOCtarget 0 %–100 %
toluene/VOCtarget 0 %–100 %

Table 2. Resulting concentration ranges by the generation of ran-
domized gas mixtures.

Concentration range

hydrogen 301–2499 ppb
carbon monoxide 101–1995 ppb
humidity 25–75 %RH
VOCsum in µg/m3 21–4902 µg/m3

VOCsum in ppb 6–2312 ppb
acetone 0–1846 ppb
benzene 0–1180 ppb
formaldehyde 0–723 ppb
toluene 0–245 ppb

sures as target gas. The profile was repeated three times at
different relative humidities – 25, 50 and 75 %RH – result-
ing in a total of 72 different gas exposures. The comparison
was made only for the gas concentration ranges which were
common to both calibration profiles.

2.2 Setup

In the overall measurement setup, a total of 11 different sen-
sors were tested, seven of them metal oxide semiconductor
gas sensors (MOS) and four gas-sensitive field effect tran-
sistors (GasFET). An overview of the results of all systems
for a reduced dataset with the last five measurements and
a slightly different evaluation method can be found in Bas-
tuck (2019). The results and findings in this paper are shown
for two analog sensors from ams, namely AS-MLV and AS-
MLV-P2.They were chosen due to our long experience with
these two types of sensors (Baur et al., 2015, 2018b; Schütze
et al., 2017; Schultealbert et al., 2018a). In recent interlab-
oratory tests we have also found that transferring a sensor
calibration from one laboratory to another works with these
types of sensor. However, we have also seen that missing gas
concentrations can lead to misinterpretation in our models.
In Sauerwald et al. (2018) we trained interfering gases with
only a few gas concentrations, since each additional concen-
tration would have meant a doubling of time. Therefore, we
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Table 3. Gas concentrations used for the sequential calibration.

Gas Concentration (ppb)

acetone 250 500 750 1000
benzene 250 500 750 1000
carbon monoxide 150 300 450 600
formaldehyde 40 80 120 160
hydrogen 500 750 1000 1250
toluene 5 25 45 65

Figure 2. Temperature cycle of the AS-MLV and AS-MLV-P2.

had problems with an extended humidity range, which was
not covered by our calibration. In Bastuck et al. (2018a) we
had a similar problem with hydrogen. Those previous issues
make them good candidates for this study on a more effi-
cient calibration strategy. The sensors were not operated in
the operating modes recommended by the respective manu-
facturers, but with a self-designed temperature-cycled oper-
ation (TCO) (Gramm and Schütze, 2003; Baur et al., 2015;
Schütze and Sauerwald, 2019). The temperature cycle is cho-
sen to benefit from the highly sensitive differential surface
reduction (DSR) method (Baur et al., 2018b). The total cycle
for the presented sensors with a duration of 120 s is shown in
Fig. 2. The MOS sensors were operated with electronics with
logarithmic conductance measurement and resistance-based
temperature control developed in our lab (Baur et al., 2018a).

The gas mixtures were supplied by our gas mixing appa-
ratus (GMA), which is described in detail in Helwig et al.
(2014) and Leidinger et al. (2018). It consists of several mass
flow controllers (MFCs) to supply carrier gas (zero air) and
add the desired gas concentrations from gas cylinders. A two-
stage cleaning process generates the zero air (Leidinger et al.,
2018). Hydrocarbons (larger than C3) are removed efficiently
in the first step with a carbon filter system. In the second step,

humidity is removed with a pressure swing, and smaller hy-
drocarbons as well as hydrogen and carbon monoxide are re-
moved by catalytic conversion. The test gases from the cylin-
ders are diluted twice to achieve very low and highly variable
concentrations while avoiding the impact of different impu-
rities contained in the synthetic air (Helwig et al., 2014). Hu-
midity is supplied from a washing bottle with HPLC-grade
water at room temperature (22 ◦C), which is flushed with
zero air at the desired flow rate.

Since several sensors ran in the same experiment and
should not affect each other, the total flow of 400 mL / min
supplied by the GMA was split into four independent lines.
To ensure proper split ratios, flow restrictions (10 cm of
1/16”) were installed in each line, dominating the total flow
resistance of each line, given that the rest of the setup is built
with 1/8” tubing (<25 cm per line, PTFE and stainless steel).
The sensor chambers are made of PTFE and aluminum.

2.3 Evaluation methods

The evaluation is performed with the open-source software
DAV3E (Bastuck et al., 2018b) and can be divided into five
steps: feature extraction, dimensionality reduction, regres-
sion, hyperparameter optimization and testing. For feature
extraction, the 120 s sensor cycle is divided into 120 equidis-
tant ranges. In each of these ranges, the mean value and
slope, in total 240 features per sensor cycle, are computed.
To prevent overfitting during modelling, a dimensionality re-
duction with principal component analysis (PCA) is carried
out. For the next steps of modelling, the first 20 principle
components are used as features. The quantification of the
desired target value (concentration of a single gas or a partial
gas mixture, e.g., VOCsum) is performed with partial least
squares regression (PLSR). For hyperparameter optimization
and testing we use two different procedures. For evaluations
with reduced datasets of the measurement we use the hold-
out method for testing; for instance, 10 % of the dataset is
excluded from training. For hyperparameter optimization –
i.e., the determination of the number of PLSR components –
a 10-fold cross-validation is applied. For evaluations with the
complete dataset, a nested cross-validation, also known as
double cross-validation (Stone, 1974), is performed for test-
ing and hyperparameter optimization. We perform an outer
10-fold cross-validation for testing, by randomly dividing the
data in 10 parts once. One part in turn is set aside as the test
dataset, while all other parts comprise the training dataset and
are used to optimize the hyperparameters of the model. For
this optimization, we also perform a 10-fold cross-validation
on the training dataset for different numbers of PLSR com-
ponents. In the inner loop, the training dataset of the outer
loop is also randomly divided into 10 parts; nine parts are
used for training and one for the hyperparameter validation.
For nested cross-validation we treat all sensor cycles within
the same gas exposure as one unit (group-based). Otherwise,
very similar cycles could end up in both the training and
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Figure 3. PLSR model for the AS-MLV-P2 for quantification of
carbon monoxide (CO). The model was calculated and 10-fold
cross-validated from a reduced dataset with 198 randomized gas
mixtures (measurements 8 and 9). The model was tested with 99
randomized gas exposures containing seven cycles each (measure-
ment 10, open circles).

test dataset of an iteration, effectively “contaminating” the
training data and leading to over-optimistic performance esti-
mates. The mean predictive performance for these validation
sets is calculated for each number of PLSR components over
the inner and outer loop. The best number of PLSR compo-
nents is decided as the minimal number of PLSR components
still giving a good2 predictive performance.

Generally, different metrics are used to describe the perfor-
mance of a regression model. Arguably the most prevalent is
the coefficient of determination R2, which describes the ra-
tio of the explained to the total variance. Its range from 0 to
100 % is, however, hard to interpret in terms of, for example,
accuracy and precision of a model. This interpretation be-
comes much easier for the root-mean-square error (RMSE)
since it has the same unit as the model output. A distinc-
tion is made between the RMSE of calibration (RMSEC)
for the training, the RMSE of cross-validation (RMSECV)
for hyperparameter optimization and the RMSE of predic-
tion (RMSEP) for testing. However, expecting the same pre-
cision between two models covering different concentration
ranges is unrealistic. An RMSE of 50 ppb would be consid-
ered quite poor for formaldehyde (having an exposure limit
of 80 ppb) but excellent for hydrogen. Since we choose the
concentration ranges for all gases based on realistic data, it
seems natural to define a metric “dynamic range” (DNR) as

DNR=
cmax, t

RMSEt
, (1)

2The definition of “good” in this context is arbitrary. We defined
it as a model with an average error less than the minimum achieved
error at any number of components plus 1 standard deviation.

Figure 4. Calculated RMSECV (hyperparameter optimization) and
RMSEP (testing) with error bars depending on the number of PLSR
components for the AS-MLV-P2 for the carbon monoxide model.
The dotted red line indicates the boundary for the calculation of the
minimum number of PLSR components, and the orange marked bar
shows the RMSECV at the resulting number of components accord-
ing to Eq. (2).

Figure 5. Coefficient of determination (R2) for AS-MLV and AS-
MLV-P2 for different models. Calculation of the regression model
with the complete dataset with 10-fold nested cross-validation for
hyperparameter optimization (PLSR components) and testing. The
number of PLSR components of the model, determined with Eq. (2),
is given in parentheses.
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with the maximum concentration cmax, t and the root-mean-
square error RMSEt for the target t . While not transferrable
to arbitrary applications, the DNR allows comparison of sen-
sor and model performances for different gases and concen-
tration ranges in this case.

To find the optimal number of PLSR components, we cal-
culate the RMSECVn, i, j for each number of PLSR com-
ponents n ∈N , N = {x ∈ Z|1≤ x ≤ 20} for all 10 cross-
validation folds i ∈ I,I = {x ∈ Z|1≤ x ≤ 10} in all 10 test-
ing folds j ∈ J, J = {x ∈ Z|1≤ x ≤ 10}. Thereby, the max-
imum number of PLSR components is limited to the num-
ber of predictor variables, in this case, the 20 first princi-
ple components. The RMSECVn is the mean value over all
folds at the same n. We selected the number of PLSR com-
ponents nsel with Eq. (2). This means we take the minimum
number of PLSR components for which the RMSECVn is
less than the RMSECVnmin plus the standard deviation of
RMSECVnmin at the point of the minimum. A visualization
of the data evaluation procedure can be found in Appendix
B as pseudocode. Figure 4 shows the selection of the best
number of PLSR components according to Eq. (2).

nsel =min
{
n |RMSECVn < RMSECVnmin

+ SD
i∈I, j∈J

RMSECVnmin, i, j

}
with nmin = arg min

n∈N

RMSECVn. (2)

3 Results and discussion

Twelve measurements were performed. Each of the 1188 gas
exposures contains 10 sensor cycles. Due to the time constant
of the gas exchange, we omitted two sensor cycles at the be-
ginning and one cycle at the end of the gas exposure in the
evaluation. Therefore, we have a total of seven useful cycles
per gas exposure, amounting to 8316 from the complete mea-
surement campaign. Two and a half measurements (numbers
5, 6 and 7), in sum 245 random gas exposures, had formalde-
hyde completely missing because the bottle had run empty.
Additionally, 74 random gas exposures are missing for the
AS-MLV-P2 and 115 for the AS-MLV due to issues with the
sensor system. Therefore, we can use 828 (AS-MLV) or 869
(AS-MLV-P2) random gas exposures for formaldehyde mod-
els and 1073 (AS-MLV) or 1114 (AS-MLV-P2) for all other
models.

Figure 3 shows an example of a PLSR model for the AS-
MLV-P2 for quantification of carbon monoxide. For better
visualization we reduced the dataset: this model was trained
with 198 randomized gas exposures (measurements 8 and 9);
the hyperparameter optimization was done by 10-fold cross-
validation. The dotted lines show the RMSECV of the hy-
perparameter optimization; the red circles show the predicted
carbon monoxide concentration from 99 additional random-
ized gas exposures (measurement 10). A good agreement of

Figure 6. Root-mean-square error of prediction (RMSEP) for AS-
MLV and AS-MLV-P2 for different models. Calculation of the
regression model with the complete dataset with 10-fold nested
cross-validation for hyperparameter optimization (PLSR compo-
nents) and testing. The number of PLSR components, determined
with Eq. (2), is given in parentheses.

Figure 7. Dynamic range (DNR) for AS-MLV and AS-MLV-P2
for different models. Calculation of the regression model with the
complete dataset with 10-fold nested cross-validation for hyperpa-
rameter optimization (PLSR components) and testing. The number
of PLSR components, determined with Eq. (2), is given in paren-
theses.
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Figure 8. Root-mean-square error of prediction (RMSEP) of AS-MLV-P2 for different training and testing models. All models use 10-
fold cross-validation for hyperparameter optimization; the resulting number of PLSR components, determined with Eq. (2), is given in
parentheses. A detailed description of (α)–(δ) is given in Table 4.

the reduced dataset with an RMSECV of 57.3 ppb and a RM-
SEP of 73.9 ppb is found. This means the unknown measure-
ment can be predicted with a DNR of 27 in the range of 100
to 2000 ppb carbon monoxide.

For the evaluation of the complete measurement cam-
paign, 10-fold nested cross-validation is used. Figure 4
shows the hyperparameter optimization for the selection of
the number of PLSR components according to Eq. (2) as
an example for the quantification of carbon monoxide with
the AS-MLV-P2. The dark and light grey bars show the
RMSECV and the RMSEP, respectively; the error bars indi-
cate the standard deviation of the cross-validation folds. The
red bar indicates the absolute minimum of the RMSECV at
nmin = 15. The dotted red line represents the RMSECVnmin+

SD
i∈I, j∈J

RMSECVnmin,i, j as a boundary for selecting the

number of PLSR components. The orange bar indicates the
RMSECV for the number of PLSR components nsel selected
according to Eq. (2), i.e., the minimum number with an
RMSECV below the defined boundary, in this case nsel = 6.
It shows that we can achieve a similarly good result – i.e.,
low RMSECV – with a small number of PLSR components
compared to the minimum of the RMSECV.

Figure 5 shows the R2 value for both AS-MLV and AS-
MLV-P2 for different models. All models except the model
for formaldehyde and toluene achieve an R2 over 0.86, and
even over 0.94 with the exclusion of benzene. This indicates
that a satisfying quantification of VOCsum and all gases ex-
cept formaldehyde and toluene is possible with both sensors.
The performance of the models is assessed with the RMSEP
in Fig. 6 and the DNR in Fig. 7. Similar RMSEP values are
achieved with both sensors for the different models. The re-
gression models of AS-MLV and AS-MLV-P2 show the best
performance for carbon monoxide with a DNR of 31. The re-

gression models for acetone and hydrogen also achieve sat-
isfactory results with a DNR between 16 and 18. The DNR
for benzene with a value of 13 is relatively low considering
the (unrealistically) high concentrations. The two gases with
very low concentrations, toluene and formaldehyde, cannot
be selectively quantified in this complex background, indi-
cated by a DNR below 6. VOCsum can be quantified with
a DNR of 18–19 independent of the unit (µg/m3 or ppb).
This is interesting because the two dominating VOCs, ace-
tone and benzene, represent different chemical classes and
have a 30 % difference in molecular weight.

For a comparison between randomized and sequential
calibration methods, we compare different combinations of
training/validation and testing (Table 4). For compatibility,
the randomized dataset with a higher concentration dynamic
is reduced to a dataset in which all concentrations are in
the range of 0–120 % of the sequential measurement, result-
ing in 153 gas exposures. The distribution of all gases and
VOCsum is shown in Fig. A2. Since the last six gas exposures
(75 %RH, 750 and 100 ppb benzene, all formaldehyde con-
centrations) are missing from the sequential dataset due to a
technical error, there are 66 sequential gas mixtures in total.
Combination (α) shows the evaluation of the reduced ran-
domized dataset with 153 gas exposures. For the evaluation
we used 10-fold nested cross-validation for hyperparameter
optimization and testing like the evaluation in Figs. 6 and
7. We split the reduced dataset from the randomized mea-
surement for combinations (β) to (δ) into two datasets. The
first dataset contains the first 72 randomized gas exposures
for training and hyperparameter optimization, and the second
dataset the remaining 81 for testing. This allows us to com-
pare randomized calibration with sequential testing and vice
versa. The hyperparameter optimization during the training
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Figure 9. Dynamic range (DNR) of AS-MLV-P2 for different training and testing models. All models use 10-fold cross-validation for
hyperparameter optimization; the resulting number of PLSR components, determined with Eq. (2), is given in parentheses. A detailed
description of (α)–(δ) is given in Table 4.

Figure 10. PLSR models for AS-MLV-P2 for quantification of VOCsum in ppb for different training and testing models. (a) Randomized
training and testing (Table 4, α). (b) Randomized training and sequential testing (Table 4, β). (c) Sequential training and randomized testing
(Table 4, δ).

was always based on 10-fold cross-validation for randomized
and sequential training.

Comparing the results of (α) and the previous evaluation
in Figs. 6 and 7 shows the influence of reducing the random-
ized dataset for better compatibility with the sequential test
scenario. The results of (α) and (β) show the influence of the
two different evaluations. (γ ) explores the prediction ability
of a model trained with randomized data for sequential data,
and (δ) vice versa. The performances of these four models
are compared in Fig. 8 (RMSEP) and Fig. 9 (DNR) for the
AS-MLV-P2. The AS-MLV shows similar results and can be
found in Figs. C1 and C2. The RMSEPs of the models with
randomized training (α) to (γ ) are close together. The only
exception is sequential testing – i.e., model (γ ) – for ben-
zene, producing a significantly larger RMSEP. The reverse

case – i.e., model (δ) predicting randomized data after a se-
quential training – results in considerably larger RMSEPs in
practically all cases. Despite the RMSEPs being similar for
(α) to (γ ) and Fig. 6, the DNR (Fig. 9) reveals the superiority
of the results shown in Fig. 7 trained with a larger concentra-
tion range. The comparison between the randomized (β, γ )
and sequential (δ) training of the reduced dataset only shows
similar performance for carbon monoxide. The randomized
data are obviously more challenging to predict and, at the
same time, provide a better model with a higher DNR for
prediction, which is to be expected due to the much larger
variability of the background. At the same time, this allows
for more efficient training closer to reality, since one data
point is obtained for each gas from each gas mixture.
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Table 4. Combinations of training including hyperparameter opti-
mization and testing datasets for a comparison between randomized
and sequential calibration methods for the reduced dataset.

Training Testing

(α) randomized (all) randomized (all)
(β) randomized (first 72) randomized (remaining 81)
(γ ) randomized (first 72) sequential (all)
(δ) sequential (all) randomized (remaining 81)

Comparing the PLSR models for VOCsum (in ppb) for
combinations (β), (γ ) and (δ) from Table 4 indicates that
classical sequential calibration (see Fig. 10b) is a subset of
the randomized calibration presented here (see Fig. 10a). The
models trained with randomized mixtures in Fig. 10a and b
show a slightly larger RMSECV compared to the sequen-
tial training shown in Fig. 10c. However, only these ran-
dom models can accurately and precisely predict both the
randomized and sequential dataset. The sequentially trained
(and validated) model in Fig. 10c achieves a slightly lower
RMSECV but fails to predict the more complex randomized
dataset. Note that the measurement duration for both datasets
is identical.

4 Conclusion and outlook

In this paper an efficient and effective gas sensor calibration
based on randomized gas mixtures is presented. The results
are compared with a classical calibration strategy based on
individual gas exposures with sequentially increasing con-
centrations and fixed steps. While a model trained with data
from the sequential calibration performs poorly in the more
realistic case of complex gas mixtures, the novel random-
ized calibration achieves very promising results for all tested
datasets, making it more effective. Since generating the re-
quired data with randomized gas mixtures does not take more
time (and could, potentially, take considerably less for more
targets) than the classical sequential calibration strategy, it
is also more efficient. Our method was developed and tested
with the real-world application of indoor air quality moni-
toring in mind and thus presents an important tool for the
successful transfer of chemical sensors from the laboratory
to the field. Its statistical nature makes it robust against over-
fitting and well suited for machine learning algorithms.

Since only single gases were measured sequentially in the
study presented here, an investigation of the performance and
stability of sequential calibrations with fully sampled combi-
nations should follow for a more complete comparison to the
randomized strategy. The aim of these investigations should
be to determine the ideal number of randomized mixtures for
obtaining a reliable model for predicting the concentration
of an individual gas or a gas mixture. To check for generaliz-
ability, tests with different mixture compositions, for exam-
ple by replacing one or two gases, will also be considered.

The six gases investigated in this work are probably not
enough to fully characterize the performance of sensors for
indoor air quality assessment, especially for a quantifica-
tion of a single VOC. Therefore, the complexity, for exam-
ple the number of backgrounds and interfering and target
gases, should be rigorously increased in order to get closer
to reality. A next step is the development of new gas mix-
ing apparatus allowing a higher number of gases to be mea-
sured. By testing different distributions, efficiency and per-
formance could be further improved. In addition, extensive
field tests with reference analysis are necessary to demon-
strate the advantage of the calibration strategy for real-world
applications.
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Appendix A: Appendix A: Histogram of the complete
and reduced dataset

Figure A1. Concentration histogram of the observations in the complete measurement campaign for all gases and VOCsum.

Figure A2. Concentration histogram of the observations for the reduced dataset (comparison between the randomized and sequential mea-
surement) for all gases and VOCsum.
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Appendix B: Pseudocode for data evaluation
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Appendix C: Results of the AS-MLV for comparison
between randomized and sequential calibration

Figure C1. Root-mean-square error of prediction (RMSEP) of AS-MLV for different training and testing models and targets. All models
use 10-fold cross-validation for hyperparameter optimization; the resulting number of PLSR components, determined with Eq. (2), is given
in parentheses. A detailed description of (α)–(δ) is given in Table 4.

Figure C2. Dynamic range (DNR) of AS-MLV for different training and testing models and targets. All models use 10-fold cross-validation
for hyperparameter optimization; the resulting number of PLSR components, determined with Eq. (2), is given in parentheses. A detailed
description of (α)–(δ) is given in Table 4.
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Abstract. We present DAV3E, a MATLAB toolbox for feature extraction from, and evaluation of, cyclic sensor
data. These kind of data arise from many real-world applications like gas sensors in temperature cycled operation
or condition monitoring of hydraulic machines. DAV3E enables interactive shape-describing feature extraction
from such datasets, which is lacking in current machine learning tools, with subsequent methods to build val-
idated statistical models for the prediction of unknown data. It also provides more sophisticated methods like
model hierarchies, exhaustive parameter search, and automatic data fusion, which can all be accessed in the same
graphical user interface for a streamlined and efficient workflow, or via command line for more advanced users.
New features and visualization methods can be added with minimal MATLAB knowledge through the plug-in
system. We describe ideas and concepts implemented in the software, as well as the currently existing modules,
and demonstrate its capabilities for one synthetic and two real datasets. An executable version of DAV3E can be
found at http://www.lmt.uni-saarland.de/dave (last access: 14 September 2018). The source code is available on
request.

1 Introduction

In recent years, a new paradigm has been developing in sci-
ence, introducing a whole new field of both research and
tools: big data (Chang et al., 2014; Kitchin, 2014). With
enough data and computing power, a wide variety of sys-
tems, previously inaccessible to physical models due to their
complexity, have become available to scientific description
and treatment with the use of statistical models. New chal-
lenges arise for data processing because (semi-)automatic ap-
proaches and smart assistant systems are essential to handle
and evaluate the huge amounts of data.

Many software packages exist for statistical data evalu-
ation or machine learning. A non-exhaustive list includes
commercial and closed-source packages like SPSS Statis-
tics (IBM), Minitab (Minitab Inc.), Statistica (StatSoft), and
RapidMiner (RapidMiner, Inc.), as well as open-source al-
ternatives like Weka (University of Waikato), R (The R
Foundation), and orange (University of Ljubljana). The
PLS_Toolbox (Eigenvector Research, Inc.) is a noteworthy

member of this list by being commercial, but partly open-
source, and the only of the tools known to the authors that is
MATLAB-based. Many of these programs can be extended
by the user with modules written in Python or Java, so, in
general, it is often possible to add missing features and func-
tions oneself. However, mechanical or electronic engineers,
who most often work with sensors and sensor systems, of-
ten do not have any, or little, training in programming and
data science in general. The existing software packages usu-
ally try to be as flexible as possible, which can seem over-
whelming to new users. From personal experience, we know
that many engineers in this field prefer MATLAB over Java
or Python due to its out-of-the-box numerical abilities while
providing a simple and easy-to-learn script language.

However, this observation was not the only reason for
the development of DAV3E (Data Analysis and Verifica-
tion/Visualization/Validation Environment). A problem com-
mon in many statistical software packages, including, to the
best of the authors’ knowledge, the PLS_Toolbox, is the as-
sumption that the data are already available in the form of a
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Raw data

Model

Raw data preprocessing
Divide by mean value,

standardize, smoothen, ...

Feature extraction/selection
Mean, slope, Fourier coefficients, ...

Dimensionality reduction
LDA, PCA, SVM, ...

Feature preprocessing
Center, standardize, 
subtract baseline, ...

Validation
k-fold cross-validation, ...

Classification
Threshold, kNN, SVM,
logistic regression, ...

Regression
Partial least squares

regression, ...

Feature matrix

Figure 1. Flowchart of the steps involved in building a statistical
model from raw data. The validation step is crucial to check the
model’s performance. Any step and its parameters in the process in-
fluence the model performance. However, the exact way is usually
hard to predict, which results in a time-consuming trial-and-error
process to find a model that performs well. Most available software
packages for machine learning or statistical model building usually
start at the feature matrix, thus ignoring the need for feature extrac-
tion from the raw data, which is a crucial step, especially, but not
only, for cyclic sensor signals.

feature matrix (Fig. 1). This assumption does not take into ac-
count that features must often first be generated, or extracted,
from raw data, which is a highly relevant and all too often ne-
glected part of the evaluation process.

A prime example of this issue is the cyclic operation
of sensors. An operation mode called temperature cycled
operation (TCO) has long been known (Eicker, 1977; Lee
and Reedy, 1999) to improve sensitivity and selectivity for
chemical sensors and gas sensors in particular (Bur, 2015;
Reimann and Schütze, 2014). TCO works by collecting data
from the sensor at different operating temperatures. The op-
erating temperature influences the physical and chemical re-
actions on the sensor surface and, thus, the sensor behavior.
The result is an array of sensor responses very similar to an
actual sensor array, which is why this approach is also known
as a virtual multisensor system (Reimann and Schütze, 2014;
Schütze et al., 2004). In this example, one temperature cy-
cle can take several minutes, which is the effective sampling
period of the sensor. However, the sensor must actually be
sampled much faster, usually in the range from Hz to kHz,
during the cycle. The information about the present gas is not
contained so much in one of the resulting several thousand
points in one cycle, but rather in the overall signal shape dur-
ing one cycle. To avoid the curse of dimensionality (Böhm
et al., 2001; Gutierrez-Osuna, 2002; James et al., 2013), it is

therefore necessary to extract information-rich features from
the cyclic sensor signal.

Several other approaches following the same principle ex-
ist, e.g., voltammetry in electronic tongues (Apetrei et al.,
2004), gate bias cycled operation (GBCO) (Bur, 2015) for
gas-sensitive field-effect transistors (GasFETs) (Andersson
et al., 2013), or exploitation of the working cycle of hydraulic
machines for online condition monitoring of those machines
(Helwig et al., 2015).

Several methods have been established for feature extrac-
tion from cyclic signals. TCO-MOX sensor signals are of-
ten processed by a fast Fourier transform (FFT) (Heilig et
al., 1997) or a discrete wavelet transform (DWT) (Cetó et
al., 2014; Ding et al., 2005; Huang et al., 2006; Moreno-
Barón et al., 2006), usually in combination with a suit-
able, i.e., sine wave, temperature cycle. Other approaches in-
clude windowed time slicing (Apetrei et al., 2007; Gutierrez-
Osuna and Nagle, 1999) or principal component analysis
(PCA) (Winquist et al., 1997). A comprehensive review of
these and more methods is given in Sect. II A1 in Marco
and Gutierrez-Galvez (2012). In contrast to these projection
methods, DAV3E specializes in extracting shape-describing
features from a cyclic signal. It has been shown that such
features can outperform FFT and DWT features (Gramm and
Schütze, 2003). They are also very easy to compute, unlike
DWT or other complex decompositions, so they can easily
be implemented in cheap hardware, i.e., microprocessors. Fi-
nally, the feature extraction implementation in DAV3E is a
superset of the above-mentioned methods: if desired, DWT
can still be applied to the whole cycle, but if a physical model
suggests that, e.g., the slope in one specific part of the cy-
cle is a suitable feature (Baur et al., 2015), this slope can
additionally be extracted to improve the model. To the best
of the authors’ knowledge, there is no software which pro-
vides both aspects of statistical data evaluation, i.e., shape-
describing feature extraction and statistical model building.
In particular, a tool for manual, graphical feature extraction
from cycles was not available before. But implementing only
this functionality could easily lead to inefficient workflows
since the user would constantly have to switch between at
least two different software tools.

As a solution to this problem, we have developed DAV3E,
a MATLAB-based, object-oriented framework. It covers the
cycle-based data preprocessing and feature extraction miss-
ing in contemporary data-mining software packages and
sensor-aware functions like correction of time offset and
sample rate without resampling, as well as simple or hi-
erarchical statistical models, both for classification and re-
gression. The graphical user interface (GUI) leads the user
through the process and, thus, is suitable for beginners and
advanced users, which is especially important in fields in
which new people are constantly starting their work on sta-
tistical data evaluation, like universities. For advanced users
who prefer a textual interface or want to perform batch pro-
cessing or other kinds of automation, the functionality is also
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available via the command line. To further aid the user, the
evaluation is supported by static, animated, or interactive vi-
sualizations in every step.

2 Basic concepts and structures

2.1 Workflow

The model-building workflow implemented in DAV3E is
depicted in Fig. 1 and follows the process outlined by
Gutierrez-Osuna for machine olfaction in (Gutierrez-Osuna,
2002). Raw data are the data collected from sensors or lab
equipment. The data are assumed to be of a cyclic nature;
i.e., there is at least one setpoint parameter which repeats a
cyclic pattern over time. Hence, each data stream can also be
seen as a matrix with as many rows as there are cycles in the
whole measurement, and as many columns as there are data
points in one cycle. The typical length of a cycle is in the
order of seconds or minutes, with sampling rates in the order
of Hz or kHz. However, the exact values can vary greatly be-
tween use cases. Note that this approach also covers simple
time series data, if not only a single value but a certain time
window is used for evaluation.

The cyclic approach offers some unique preprocessing
methods for the raw data, e.g., dividing each cycle by its
mean value to mitigate sensor drift (Gramm and Schütze,
2003). At the same time, the information contained in the cy-
cles mean value is then eliminated. Whether drift compensa-
tion or more information is more important for the model per-
formance is often not immediately clear and must be deter-
mined by validating the final model. This is just one of many
parameters influencing the model, and often model valida-
tion and subsequent adjustments to the parameters, i.e., trial
and error, is the only way to improve model performance as
there is no guarantee that a certain data evaluation algorithm
will yield optimum results.

Another special feature of cyclic sensor operation is the
way features are extracted from the raw data. One cycle can
have many thousands of highly correlated data points or fea-
tures. Both the high number (Hastie et al., 2009; James et al.,
2013) as well as the collinearity (Næs and Mevik, 2001) can
cause problems like instabilities in many machine learning
methods, so the dimensionality of the feature space must be
reduced. This reduction is achieved by describing the shape
of the signal with as few parameters as possible while main-
taining most of the information. For example, an area in the
cycle where the signal is nearly flat over thousands of points
is described equally well with just one parameter: the mean
of all of these points. This step typically reduces the number
of features by 90 % or more and results in less correlation
between the features. Which parts in the cycle and which fit
functions are used is often determined manually, so the re-
sult can depend on the experience of the user. In rare cases,
a rough physical model allows for a more targeted extrac-
tion of features from the raw data. In all cases, the result of

this step is a feature matrix with the same number of rows
(observations) as the raw data, but fewer columns (features).
Most machine learning tools assume the data to have this or
an equivalent shape.

Hence, the following steps are the steps involved in ev-
ery multivariate statistical analysis (Gutierrez-Osuna, 2002).
The feature columns can be preprocessed, e.g., standardized,
to remove scaling and achieve more stable numerical results
(van den Berg et al., 2006). The same can be done to the
target vectors, if they are numeric, e.g., to linearize a loga-
rithmic sensor response. Further dimensionality reduction is
often done using unsupervised principal component analysis
(PCA) (Gutierrez-Osuna, 2002; Risvik, 2007) or supervised
linear discriminant analysis (LDA) (Gutierrez-Osuna, 2002).
Both steps are optional, and dimensionality reduction is often
a part of classification or regression (“prediction” in general),
as in the case of support vector machines (SVMs) (Smola and
Schölkopf, 2004) or partial least squares regression (PLSR)
(Abdi, 2010; Geladi and Kowalski, 1986). Other classifiers
available in DAV3E are k nearest neighbors (kNN) (Hastie et
al., 2009), discriminant analysis (DA) (Hastie et al., 2009),
logistic regression (LR) (Hastie et al., 2009), and more. It
is necessary to validate the whole evaluation chain to pre-
vent overfitting, an effect whereby a model fits the training
data very well, but is not able to predict new data correctly
(Hawkins, 2004). Validation can be done with new data when
the correct outcomes are known for each observation. If such
a validation dataset is not available, validation is still pos-
sible, e.g., with k-fold cross-validation (Browne, 2000; Ko-
havi, 1995), which uses one part of the dataset for training
and the other for testing. The eventual performance of the
model is then determined with a test dataset which contains
only data that were never used in training or validating the
model.

2.2 Data structure and fusion

DAV3E saves imported data in a hierarchical structure con-
sisting of measurement, cluster, and sensor objects. A sensor
is the smallest unit and contains the data associated with the
sensor. This can be data from an actual physical sensor, e.g.,
an acceleration or gas sensor, one of many channels of a sci-
entific instrument, e.g., the measured voltage of channel 1
of a multichannel data acquisition system, or a virtual sen-
sor which is computed from other physical sensors, e.g., the
resistance which is computed as the quotient of voltage and
current. Each sensor can be assigned a unique data evalua-
tion chain with different raw data preprocessing and feature
extraction algorithms, which accounts for the fact that data
from different sensors can be very dissimilar.

Sensors are organized in clusters, which contain informa-
tion about time offset (to a reference time) of the data acqui-
sition, sampling rate, and number of data points per cycle.
While this information could well also be saved directly with
each sensor, there are often natural “groups” of sensors in
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real measurements, e.g., three channels from a device that
measures (1) voltage and (2) current over (3) time. Two vir-
tual sensors, “virtual data points” and “virtual time”, are de-
rived from each cluster’s sampling rate and offset informa-
tion. They serve as default abscissa for sensors in this cluster
for plots or during feature extraction. Default values are use-
ful because, quite often, information about time and/or data
points is not provided as a sensor. As virtual sensors are com-
puted dynamically, later changes to time offset or sampling
rate are as easy as changing the specific value, and the time
information is automatically adapted accordingly.

Clusters are contained in measurements. A measurement
always has a defined starting time and date and can thus pro-
vide a time reference for its clusters. It also stores time ranges
during which the environmental conditions influencing the
sensors, i.e., gas concentrations or system failure states, were
constant. This is only useful if not all points in time of the
measurement are of interest for the evaluation, which is, how-
ever, often the case. Experimental systems are often propri-
etary and not integrated with each other. This means that, for
example, the gas sensor data acquisition and the test envi-
ronment, e.g., a gas mixing apparatus (Helwig et al., 2014)
providing defined gas mixtures for the characterization, run
in parallel, but are not necessarily exactly synchronized. It
is thus easier to start both systems and combine their data
afterwards, which will result in undefined states when the
gas mixing apparatus is changing states while the sensor pro-
ceeds with its current cycle. This and potentially a few fol-
lowing cycles are obtained under unknown conditions and
must therefore be excluded from the evaluation. In a mea-
surement, relevant time segments with known environmental
conditions can be selected (or imported) so that only cycles
recorded during these times are considered for further evalu-
ation.

All sensors in the same measurement will add to the num-
ber of features available in the observations in this measure-
ment; i.e., the sensors are fused in parallel. Consequently, the
environmental conditions defined in the measurement are au-
tomatically assumed by newly added sensors without any ac-
tion from the user. Sensors in different measurements, how-
ever, are added in series; i.e., they add to the total number of
observations. Sensors from different measurements are as-
sociated by their name, so data from identical sensors are
automatically combined (Fig. 2).

2.3 Programming concepts and plug-ins

One focus during the development was easy extendibility of
all important aspects of the software. The object-oriented de-
sign helps to keep a clear structure and maintainable code.
Additionally, a plug-in concept was implemented that allows
all users with basic MATLAB knowledge to add new func-
tions. Contrary to other programming languages, MATLAB
knowledge is widespread amongst engineers, who are the
main target users of DAV3E. If necessary, scripts in other

Measurement 1 Measurement 2 Measurement 3

Cl
us

te
r 1

t1 t2 t3 t

Sensor 1
Sensor 2
Sensor 3

Sensor 4
Sensor 5Cl

us
te

r 2

Figure 2. Illustration of data fusion with five sensors from two dif-
ferent sources (cluster 1/2). If one sensor sends faulty or noisy data
over some time (sensor 2 at t1), DAV3E will automatically ignore
all data during that time in the fused dataset. If a sensor fails (sen-
sor 5 at t2), the user can choose to have more observations, but with-
out that sensor (blue data), or to include all sensors, but with fewer
observations (orange data). If a sensor starts too early (sensor 4 at
t3), its data will be ignored until data from all sensors are available.
Such events can either be annotated by the user or imported directly
from the test setup if the data are available.

languages like R or Python can easily be accessed from
within MATLAB. Currently, the plug-in system covers the
following algorithm types: dimensionality reduction, feature
extraction, feature and response preprocessing, data import
sources, virtual sensor computation, raw data preprocessing,
postprocessing, classifiers, regressors, and validation. A sub-
set of those, i.e., dimensionality reduction, classifiers, and
regressors, provides the addition of custom plots as plug-ins.

For each type of plug-in, a template file defines available
functions with a fixed interface, so all available data can eas-
ily be accessed and the user can concentrate on the correct
implementation of their function instead of programmatic
technicalities.

Depending on the sample rate and duration of the measure-
ment, the sensor dataset can become rather large. Several gi-
gabytes are easily reached, and certain applications in condi-
tion monitoring have already produced data with several tens
of terabytes. Currently, DAV3E’s ability to handle such data
are still limited by the size of system memory (RAM, random
access memory). However, measures have been taken not to
use up more space than necessary.

One important aspect is to omit resampling of the data.
Downsampling can lead to loss of information, while upsam-
pling can lead to significantly increased size in memory, es-
pecially if the dataset contains one or more sensors with very
high sample rates. In the evaluation process, selections must
be made in the data which, ultimately, must refer to the same
point in time for all sensors in a measurement to ensure con-
sistent results for sensors with different offsets, sample rates,
or cycle lengths. Any selection is thus stored as a timestamp.
Given an arbitrary sensor, this timestamp can be used to cal-
culate which point or part of its data should be selected.

2.4 Dependencies

The toolbox is designed to have as few dependencies on other
MATLAB toolboxes as possible. Most dimensionality reduc-
tion, classification, and regression methods rely on their im-
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Figure 3. Main GUI with menu bar (1), toolbar (2), load and save buttons (3), the list of modules (4), the list of selected sensors (5), the
current sensor set (6), the compute button for features (7), and the currently selected module (8, shaded).

plementation in the Statistics and Machine Learning Tool-
box. The LDA projection can be computed by manova1 from
this toolbox. In a newer version of DAV3E currently in de-
velopment, however, we replace most of these functions by
our own implementations. These are based on the MATLAB
implementation, but drop many type checks, etc., resulting
in quicker execution. Checking the input to these low-level
functions is not necessary in this context as errors are already
caught by higher level functions.

The report functionality additionally needs the Report
Generator, and special, but nonessential functions rely on the
Curve Fitting Toolbox (fitting Gauss peaks) and the Econo-
metrics Toolbox (feature correlation plot, corrplot). Espe-
cially the latter could easily be rewritten, if necessary. The
same applies to the function that is used to determine well-
distinguishable colors for new elements which, coming from
FileExchange, makes uses of the Image Processing Toolbox.
This functionality can easily be bypassed if the toolbox is not
available.

DAV3E is compatible with MATLAB R2016b or later.

2.5 Graphical user interface

A graphical user interface (GUI) is the main way the average
user actively interacts with a computer program. It gives a
graphical representation of all options the user currently has
which can lead to a more efficient workflow. Without a GUI,
the user can call functions of the program directly in the com-
mand line, which can be of benefit to more advanced users

when performing complex tasks or some degree of automa-
tion. Both interfaces are available in DAV3E; however, as sta-
tistical methods tend to have many different options to tune
their behavior, it is often easier to see a list of available op-
tions in a GUI instead of memorizing or researching different
parameters. Additionally, research often needs to explore its
datasets looking for distinct features, a task for which static,
animated, or interactive plots, an essential part of the GUI,
are very helpful. For an example of the command line inter-
face, refer to the supplement.

The GUI is based on the GUI Layout Toolbox (Tordoff
and Sampson, 2014), which enables layout-based GUI pro-
gramming in MATLAB. MATLAB GUIs are based on Java
and the JIDE framework (jidesoft). Not all the framework’s
elements and functionality are currently implemented, but
can relatively easily be added directly or retrofitted with the
findjobj function (Altman, 2012). For DAV3E, the standard
MATLAB GUI components have been extended with Prop-
ertyTables, JTrees, and JTables.

The main GUI (Fig. 3) consists of a frame providing a
menu bar (1), toolbar (2), load and save buttons (3), a list of
all loaded modules (4), a table showing the currently active
sensors (5), a drop-down menu to select the current sensor
set (6), and a button to compute features from the current
configuration (7). GUI modules (8) can communicate with
the main GUI via defined interfaces and are otherwise de-
coupled from the main GUI and each other. A module can
be added with a plug-in system similar to the one described
before, and performs one or more specific functions by read-
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ing or manipulating the data in the underlying structure of
measurements, clusters, and sensors.

3 Example datasets

In Sects. 4 and 5, various modules and features of DAV3E are
shown for three example datasets to facilitate easier under-
standing of the descriptions. The datasets were chosen from
different areas to demonstrate why a high versatility of the
toolbox is required.

3.1 Hill-Valley dataset

This dataset is publicly available (Graham and Oppacher,
2018) from the UCI machine learning repository (Lichman,
2013). It consists of a training set with 606 observations, i.e.,
cycles, with 100 data points each, and a test set with the same
dimensions. The data in each cycle show either a hill or a
valley when plotted, and the classification task is to discrim-
inate hill cycles from valley cycles. The dataset is provided
both with and without noise. For this demonstration, only
the noisy variant is used. Before the data are imported into
DAV3E it is first sorted by the class information, which al-
lows easier handling afterwards.

3.2 Gas sensor dataset

In the gas sensor dataset (Bastuck and Fricke, 2018), the
commercial gas sensor GGS1330 by UST (UmweltSen-
sorTechnik GmbH, Germany) was exposed to different con-
centrations of different gases in synthetic air at constant rel-
ative humidity: carbon monoxide, CO (100, 200, 300 ppm),
ammonia, NH3 (75, 150, 225 ppm), nitrogen dioxide, NO2
(10, 20, 30 ppm), and methane, CH4 (500, 1000, 1500 ppm).
It was operated with a triangle-shaped TCO cycle, rising lin-
early from 200 to 400 ◦C in 20 s, and decreasing back to
200 ◦C in another 20 s. Each gas exposure lasted for 15 min
and contained at least 20 complete sensor temperature cycles,
with a total of 190 observations.

3.3 Condition monitoring dataset

The condition monitoring dataset (Helwig et al., 2018) is
taken from Helwig et al. (2015), where more detailed infor-
mation can be found. Several sensors for monitoring pres-
sure, vibration, electrical power, and other variables have
been recorded from a hydraulic machine with a 1 min work-
ing cycle. Some sensors were sampled with 1 Hz, some with
10 Hz, and some with 100 Hz, resulting in approx. 50 000
sensor values per cycle. Faults with different grades of sever-
ity like leaks, valve malfunction, and others in all possible
permutations were then simulated in the system. The aim is
to classify the type of fault and quantify its severity. The total
number of observations is 1260.

4 Modules, features, and plots

4.1 Data import

The first step in the evaluation process is to import exper-
imental data. The button “import sensor” opens a Choose
File dialog in which all data types that DAV3E can handle
can be selected. Import routines are currently implemented
for files with simple structures like CSV or MAT, as well
as for more complex, proprietary formats stored as HDF5
(HDF5 Group, 2016), for instance. The expected format is
always a data matrix in which each row corresponds to one
cycle, i.e., observation. The columns consequently represent
the sampling points, i.e., features. The import plug-in system
provides an easy means of adding data types or even import
from databases.

Importing the first sensor automatically creates a new mea-
surement. When a second sensor is to be imported, it can ei-
ther be added in parallel to an already existing sensor, i.e., in
the same measurement, or to a new measurement, i.e., in se-
ries. Parallel sensors add features, and serial sensors add ob-
servations to the dataset. To keep a good overview, especially
with many sensors, the table can be filtered by measurement,
cluster, sensor, type, and selection, with the list boxes above
the table.

In the import module, virtual sensors can be computed
from real sensors, currently only with predefined (plug-in-
enabled) functions which are determined upon import by
the data type. Each sensor can serve as another sensor’s ab-
scissa. While the default, virtual time, is often useful, there
are cases, i.e., impedance spectroscopy, where another ab-
scissa, i.e., the logarithmic frequency, is commonly used in-
stead of the time.

For the Hill-Valley dataset (Fig. 4), the most sensible ab-
scissa is the sensor “virtual datapoints”. This information
is only implicitly provided in the raw dataset by its matrix
structure, so it makes sense to provide it as an explicit, virtual
sensor for further evaluation. Two measurements are created,
“training” and “testing”, so that the number of observations
in the dataset is increased. Clusters and sensors must then
have identical names in both measurements because DAV3E
will automatically combine data of sensors with the same
name only.

4.2 Preprocessing

First and foremost, the preprocessing module provides a first
look on the data from two different perspectives. The up-
per plot shows “quasistatic” signals generated from points
selected in the bottom plot. Quasistatic refers here to the fact
that by always taking the sensor signal from the same point
in the cycle, the resulting signal behaves like a statically op-
erated sensor with a sampling period of one cycle length.
The bottom plot, in turn, shows distinct cycles (observations)
which are selected in the upper plot. Selectors in both plots

J. Sens. Sens. Syst., 7, 489–506, 2018 www.j-sens-sens-syst.net/7/489/2018/



 

123 

 

 

  M. Bastuck et al.: DAV3E 495

Figure 4. Data import module with two measurements. All available sensors are listed in the table which can be filtered with the list boxes
above. Properties of the currently selected measurement, cluster, and sensor can be edited in the PropertyTable on the right.

Figure 5. Preprocessing module showing the quasistatic (a) and cyclic (b) view of the preprocessed data, with pale raw data in the background
for comparison.

can be added or deleted and moved either with the mouse
or the keyboard, or by typing the desired position. They are
color-coded so that a clear, visual link between the selector
and the graph is established. An arbitrary number of sets can
be created for the selectors in the cycle plot which generate
the quasistatic signal. These sets can later be chosen for each

sensor separately, which is very useful if sensors with differ-
ent cycle shapes are evaluated in one dataset.

Additionally, an arbitrary number of preprocessing func-
tions can be applied to the raw data in this module. A pre-
processing function is always applied to the output data of
the previous preprocessing function, which can be useful in
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many cases, e.g., adding an offset to data to make it nonneg-
ative before applying the logarithm. In the example in Fig. 5,
only one preprocessing function is applied. It divides each
cycle by its mean value. The original data are always shown
pale in the background for the user to see the impact of the
current preprocessing chain. As before, several preprocess-
ing sets can be created and assigned to sensors separately.
This feature not only allows an optimal treatment of many
different sensors, but also enables the user to quickly change
between preprocessing methods to assess their impact on the
final result.

For the Hill-Valley dataset, it is obvious that the cho-
sen preprocessing highlights differences between the classes.
Valley data (from 1 to 307 in the upper plot, blue in the lower
plot) tend to higher values at the end of the cycle (selected
in the lower plot) than hill data (from 308 to 606 in the up-
per plot, orange in the lower plot). Similar differences can
be seen for the beginning of the cycles, but not for the mid-
dle (not shown). In comparison to the raw data (pale in the
background), this preprocessing step already provides clear
differences between both classes.

4.3 Time correction

Depending on data source and hardware, a sensor signal can
have a wrong offset compared to the start of the measure-
ment, or an incorrect sampling rate. A simple example is
data loaded from a CSV file with nothing but sensor data:
in this case neither offset nor sample rate can be automati-
cally determined and both are set to their defaults (0 s and
1 Hz). Failing to adjust these values can lead to erroneous re-
sults especially in combination with other sensors. The time
correction module plots the quasistatic representation of one
sensor of each cluster in a common graph, so that the user can
immediately check whether the adjusted offset and sampling
rate are correct.

4.4 Select relevant cycles

Especially in characterization measurements, often only few
cycles are of interest, e.g., the cycles during which the sen-
sor was exposed to gas or during which a certain fault was
observed in a machine. While it would of course be possi-
ble to record data only during these times, it is often more
convenient from an automation point of view to acquire data
during the whole period of measurement. This can also be
helpful to identify unexpected events in the data or drift over
time, for instance. Nevertheless, usually only parts of the data
are interesting for the evaluation.

This module enables easy and efficient selection and anno-
tation of cycles of interest. The graph shows the previously
determined quasistatic view for the chosen sensor. Ranges
can be created, deleted, and moved by mouse or keyboard di-
rectly in the plot. Annotation means that independent states
can be assigned to each range, e.g., the concentration of all

test gases during each range, or, for the Hill-Valley data,
whether hills or valleys are represented in this range. These
annotations can later be used to create various target vectors
for the model training.

The position of the ranges is internally stored as a times-
tamp. This allows for the correct cycle numbers to be dy-
namically determined for each sensor independent of its off-
set, sample rate, and cycle length. Thus, no resampling is
necessary, which can be very resource-intensive, especially
for large datasets. If two sensors with different cycle lengths
are combined, resampling on a feature basis is necessary to
equalize the number of observations gained from each sen-
sor. Preliminary work to find the best resampling approach
for this case has been described in Bastuck et al. (2016b).

The selection is very easy for the Hill-Valley data (Fig. 6)
because the data were sorted before the import and there are
no faulty or irrelevant cycles in this dataset.

4.5 Groupings

The grouping module is closely related to the select rele-
vant cycles module as it uses the previously determined cycle
ranges. A grouping is a vector which assigns one and only
one class to each cycle range. This vector can then be ex-
panded to a target vector that assigns a class to each cycle.
The elements of the vector must be numeric if regression
analysis is to be performed, but can be arbitrary strings or
numbers for classification problems. Colors can be assigned
to each group which are displayed in the quasistatic plot at
the top, which can be helpful to discover errors in the group-
ing vector.

Like the range selection before, the grouping vector is triv-
ial for the Hill-Valley dataset (Fig. 7) as for most binary
classification tasks. There are usually many more options
for multi-class problems, e.g., different gases with differ-
ent concentrations, so that one grouping could discriminate
between gases independent of concentration, while another
could quantify the concentration of one gas independent of
all other gases. This is discussed in detail in Sect. 5.

4.6 Feature extraction

The last step before model training is feature extraction from
the cyclic data. This is a type of dimensionality reduction,
considering that the number of features is reduced from, po-
tentially, several thousand data points per cycle (depending
on the sample rate) to a few features, e.g., describing the
general shape. Adjacent points in a cycle are typically highly
correlated, which can be problematic for many methods em-
ployed in machine learning (Næs and Mevik, 2001).

A feature is computed from the cycle with a mathemati-
cal function; features that are implemented are, for example,
mean, slope, minimum and maximum values, and standard
deviation. For every function, an individual set of ranges can
be defined directly in the cyclic sensor signal. Thus, mean-

J. Sens. Sens. Syst., 7, 489–506, 2018 www.j-sens-sens-syst.net/7/489/2018/



 

125 

 

 

  M. Bastuck et al.: DAV3E 497

Figure 6. Module to select cycle ranges which pool cycles with the same underlying conditions.

Figure 7. Grouping module which is used to assign classes to the previously selected ranges. An arbitrary number of grouping vectors can
be created which can later be selected as target vectors during model training. The plot shows a graphical representation of the currently
selected grouping to highlight errors and to show the structure of the data at one glance.

ingful ranges can be selected for the respective function, e.g.,
long plateaus for the mean and slopes for the slope function.
The ranges are defined in the bottom plot, which shows a rep-
resentation of several cycles computed as the mean value of
all cycles in a group of the current grouping vector. The top
plot shows a preview of the current feature function applied

to these mean cycles with the same colors as the examples
shown in the lower plot. This kind of plot gives a first im-
pression of the discriminating power of the selected features
by visually comparing the spread between ranges, i.e., colors,
that should be similar or dissimilar, respectively.
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Figure 8. The feature extraction module displays a representation of the average cycle shape for each group in the grouping vector. Different
mathematical functions are available to summarize the points in a selected range in the cycle as one or a few values. A feature preview, here
for the mean in 10 parts of the cycle, computed from the averaged cycles for speed, is shown in the top plot.

For the Hill-Valley dataset (Fig. 8), the cycle is divided
into 10 equal parts for which both the mean and slope are
computed; i.e., the number of features is reduced from 100
to 20. The cyclic plot (bottom) shows a significant difference
between the average cycles for both classes, and the feature
preview (top) confirms that the shape differences are cap-
tured by the mean feature, especially in the outermost parts
as already indicated from the preprocessing; cf. Fig. 6. Dis-
tinct differences between both classes are also observed for
the slope feature (not shown).

4.7 Model

The model module brings all previously defined parts of the
evaluation together. Features can be selected or deselected
from a list of all computed features, e.g., to observe the in-
fluence of one specific feature or feature group on the final
result. The target vector for the training is defined by choos-
ing one of the previously defined groupings. Each group’s
role can be determined separately, so it is possible to use a
few groups for training and predict the others for model val-
idation, or ignore groups entirely. Alternatively or addition-
ally, a certain percentage of randomly chosen observations
out of each group can be held back for testing the validated
model. The model can also equalize the number of observa-
tions in each group by randomly deleting observations from
larger groups. This step can significantly increase the model
performance especially for small groups which would oth-

erwise have only a small or even negligible weight in the
optimization compared to large groups.

After the training data have been defined, the model-
building process follows a “chain” approach very similar to
the preprocessing sequence described before. One or several
preprocessing steps for both features and target vectors can
be applied. Note that these preprocessing functions act on
the individual features and are to be distinguished from the
raw data preprocessing. A typical example of feature prepro-
cessing is rescaling the data for variance-based algorithms
like PCA (van den Berg et al., 2006; Risvik, 2007), or tak-
ing the logarithm of both features and target values to model
a power law, e.g., between gas sensor response and con-
centration (Yamazoe and Shimanoe, 2008), with the linear
PLSR. Afterwards, dimensionality reduction algorithms like
LDA or PCA can be applied, followed by a classifier like
kNN, DA, or LR. The whole model can be validated using
k-fold cross-validation or leave-one-out cross-validation. All
parameters of these algorithms can be adjusted directly in the
GUI, and a click on “train” performs the training and valida-
tion as defined.

The results of the validation are given as classification er-
ror in percent or, for regression analysis, RMSE (root mean
squared error). Additionally, many algorithms provide plots
like histograms, scatter plots, or territorial plots to visualize
the classification performance or areas, respectively, of the
classifier in a 2-D plane. An arbitrary number of independent
models can be created.
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Figure 9. The model module provides the possibility to exclude features or observations from the training data to see their influence on the
model. In this image, the model consists of a 2-D LDA with a linear DA classifier which is validated with 10-fold cross-validation. The data
distribution resulting from the dimensionality reduction is shown, with class information, as a histogram.

For the demonstration with the Hill-Valley dataset, a 1-D
LDA is used as model (Fig. 9). The training data and classi-
fication threshold is shown in Fig. 9. Validation is done us-
ing 10-fold cross-validation (CV) and achieves a classifica-
tion error of 2.5 % with all 20 features. The error increases to
5.4 % when only the 10 mean value features are used. Further
inspection shows that features at the beginning and end of the
cycle are the most important, so an error of 2.7 % is achieved
with only eight features, i.e., means and slopes from the two
outermost parts.

4.8 Model hierarchies

Classification results can often be improved with more than
one model for a certain classification or quantification task
(Darmastuti et al., 2015; Schütze et al., 2004). Each model
can specialize or focus on a certain aspect of the task, e.g.,
classifying the prevalent gas with a first model and then se-
lecting a second, specialized quantification model for this
gas.

This module provides an easy interface to build such hier-
archies from the previously defined models. The sensor set
from which input data are taken can be defined; the data is
subsequently treated according to the options for the training
data given in each model separately. The previous training
of the models can be used directly to predict the new data.
Alternatively, the models can first be trained within the hier-
archical context, in which every model splits the data accord-

ing to the known classes and forwards the respective parts to
the next model.

The hierarchy in Fig. 10 is an example of a gas classi-
fication and quantification task as hierarchical classification
is not applicable to the Hill-Valley dataset. The behavior is
often influenced by humidity, which is why the first model
tries to estimate the level of humidity from the sensor data.
It then forwards the data to a model specialized in gas classi-
fication in either low humidity or high humidity conditions.
If benzene (C6H6) is detected, a third model is invoked, spe-
cialized in benzene quantification under either low or high
humidity conditions.

4.9 Hyperparameter optimization

Finding optimal parameters for the selected model algo-
rithms can be a complex and time-consuming task. These
parameters are also called “hyperparameters” to distinguish
them from the parameters that are computed by, e.g., LDA
for the dimensionality reduction.

The grid search module (Fig. 11) provides an interface in
which a list of values can be given as valid MATLAB ex-
pressions for all available parameters in a model. DAV3E
will then automatically perform an exhaustive search with all
possible combinations of all parameter values, recording the
validated model error for all combinations. After the search,
the best parameter value combination is determined, and the
influence of each parameter visualized.
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Figure 10. The hierarchical model module allows for the combination of previously defined models. They can be trained with the whole
dataset or only with data relevant to the model, which can lead to specialization and better results. The hierarchy is shown as a directed graph
with data flow along the edges and models as nodes.

Figure 11. The grid search module lists all parameters of a particular model and accepts valid MATLAB expressions as their values, so lists
of values can be given for each parameter. The automated grid search evaluates the model for all permutations of parameter values and plots
the model error dependent on parameter values, highlighting the optimum solution.
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Figure 12. (a) Quasistatic and cyclic signal from the UST GGS1330 gas sensor. The cycles shown are in pure air (black), CO (green), and
NH3 (orange), while the quasistatic signals show the sensor reaction at low (blue) and high (red) temperature. (b) Graphical representation
of a grouping for the discrimination of five classes, i.e., four gases and air. (c) Territorial plot of the resulting discrimination with the kNN
classifier. (d) A grid search evaluating the model for different numbers of discriminant functions and k values of the kNN classifier.

For the Hill-Valley dataset, an exhaustive search has been
performed for the parameters of a kNN classifier, i.e., the
number of neighbors k (tested values: 1, 3, 9, 27, 81, 243,
729) and the metric (Euclidean or Mahalanobis distance).
The search shows that k = 1 and k = 729 (which is actually
reduced to 605, the maximum possible number of neighbors
in this dataset) lead to increased error rates. This is under-
standable, as the result is easily negatively influenced by out-
liers for k = 1, and each class has approximately 300 points;
therefore, for k = 605 the larger class will always win, which
leads to many misclassifications. The distance metric’s influ-
ence is almost negligible, with the Euclidean giving the opti-
mal result of 2.8 % at k = 81 for all tested parameter combi-
nations.

5 Example projects

In this section, different features and aspects of DAV3E are
presented for two real datasets from our research activities.
All graphs shown are exported, without post-processing, di-
rectly from DAV3E. The same graphs, with all parameters,
can also be automatically exported to a report document in
Microsoft Word or PDF format.

5.1 Gas sensor dataset

The project described in this section is based on the dataset
from Sect. 3.2. A cyclically driven gas sensor was exposed
to four different gases in each of three different concentra-
tions. Figure 12a shows the plots from the preprocessing
module, i.e., quasistatic and cyclic plot. The black cycle was
subtracted from all cycles, which highlights the differences
in the signal shape arising from exposure to different gases.
Figure 12b is a graphical representation of a grouping that
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Figure 13. Graphical representation of four different grouping vectors to discriminate between the severity of four different faults. Panel
(a) shows three different cooler faults and the resulting cooling efficiency as a signal, and in panel (b), the pressure of the hydraulic accumu-
lator is changed, which can be observed, e.g., in a flow sensor signal. Panel (c) shows several grades of pump leakage, evident in a different
flow sensor. In (d), different grades of valve faults were experimentally simulated, which cannot be observed directly in any one individual
sensor signal.

discriminates between gas types, including air selected at the
beginning, independent of their concentration. Other possible
groupings are concentrations of one of the gases for a quan-
tification task. These groupings can either ignore other gases,
or include them explicitly as zero concentration to achieve
selective quantification of a certain gas. In this dataset, the
ranges can be loaded directly from the configuration file for
the measurement. However, they were then shortened (us-
ing a batch script for range manipulation implemented in
DAV3E) to account for fluidic time constants in the gas mix-
ing system, resulting in approximately 10 cycles per gas ex-
posure.

A total of 11 features are defined: the mean value of the
whole cycle, and the slopes of 10 sections of equal length in
the cycle.

Figure 12c is the territorial plot resulting from a 2-D LDA
and a kNN classifier with Euclidean distance and k = 5. Us-
ing 10-fold CV reveals a classification error of about 2.0 %,
and the resulting confusion matrix identifies three points that
are confused between air (gray) and methane (violet), which
can already be anticipated from the plot. All other gases are
identified perfectly, with distances from the air group that
roughly correlate with the sensor response observed for the
gas in the quasistatic plot. In contrast to all other gases, CO
is a strong reduction agent and exerts more influence on the
surface oxygen coverage during the cycle (Baur et al., 2015;
Schultealbert et al., 2017), which leads to significant changes
in the cycle shape and, thus, a shift in two dimensions instead
of only one. Note that this effect is actually dominant as the
CO shift is along the first discriminant axis.
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Figure 14. Territorial plots of the discrimination of fault severity for (a) a valve and (b) a hydraulic accumulator.
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Figure 15. Graph of a hierarchical model which achieves better ac-
curacy when predicting the hydraulic accumulator fault by training
specialized models for different cooling efficiencies.

In Fig. 12d, the model was evaluated for different num-
bers of discriminant functions and different k’s for the kNN
classifier. It shows that a model with only one discriminant
function (DF) has a large error, which can also be understood
from the territorial plot due to the significantly different ef-
fect of CO. The optimum is at two DFs and k = 1. For in-
creasing k, the error increases only slightly up to 81, which
is the first time that k is greater than the sum of points in
two groups. For higher k, the error increases rapidly. This is
because, for equally sized classes, the correct class cannot
win the decision since it is missing one point (the one under
consideration) and, thus, the nearest wrong class will win.

5.2 Condition monitoring dataset

The project described in this section is based on the dataset
from Sect. 3.3. A hydraulic system with a constant work-

ing cycle is monitored by 17 sensors with different sampling
rates. Simulated faults and their severity are to be classified
and quantified.

Figure 13 is a graphical representation of four different
groupings, which are the grades of severity of four differ-
ent faults, where red denotes severe, and green denotes a
good condition. Panel (a) shows three grades of a cooler
fault with the cooling efficiency signal which is obviously
strongly influenced. As a matter of fact, the cooler efficiency
has a strong influence on all 17 sensor signals and is thus
a strong interfering signal that the model must ignore when
other faults are to be detected. In panel (b), the pressure in
the hydraulic accumulator is changed, which is observed, for
example, in the signal of a flow sensor. A pump leakage is
simulated in panel (c) and can be detected, amongst others,
by a different flow sensor. A faulty valve is not immediately
observable from any individual sensor (panel d).

For this demonstration, one feature, the mean value of the
cycle, is defined per sensor, which results in a total of 17 fea-
tures. The power of statistical models is shown by the fact
that the valve fault, which cannot be seen in any individ-
ual sensor, can be detected almost perfectly when all features
are combined (Fig. 14a; 2-D LDA, DA classifier, 0.9 % error
with 10-fold CV). On the other hand, faults of the hydraulic
accumulator are superimposed by cooler faults, resulting in a
classification error of 35 % (Fig. 14b).

This effect can be mitigated using a hierarchical approach
(Fig. 15), whereby a model first determines the severity of the
cooler fault, and then forwards the data to specially trained
models for detection of the accumulator fault severity at the
determined cooler fault. This reduces the error from 35 % to
4 %, which improves the best result from the original paper
(Helwig et al., 2015) by 6 percent points with three fewer
features.

The severity of a fault and the concentration of a gas, as
well as many other variables, are continuous instead of cat-
egorical. Classification methods were used here to be able
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Figure 16. (a) PLSR model of the valve fault with an RMSE of 2 (dashed lines), where the optimal number of components was determined
with the error/component graph in (b).

to compare the results to the original paper (Helwig et al.,
2015), but in general, regression methods should be used
for quantification of continuous variables instead. PLSR, one
of the implemented regression methods, is demonstrated in
Fig. 16a for quantification of the valve fault severity. The
model was built with 11 components and 80 % of the dataset.
The optimal number of components can be determined with
the plot in Fig. 16b, which shows the RMSEC (RMSE of cal-
ibration, black) for the training data, the RMSECV (RMSE
of cross-validation, red) of a 10-fold cross-validation, and the
RMSEP (RMSE of prediction, blue) for data which have not
been used in training or validation. RMSEC and RMSECV
are both close to 2.0 %, and the RMSEP is slightly higher
with 2.2 %, which indicates that the model is able to predict
previously unknown data reliably. Note that the RMSEs are
given in percent because the target values are given in per-
cent of the original valve functionality; 100 % means perfect
function, whereas 73 % is close to complete failure. Hence,
an RMSE of 2 % still allows an early detection of a decline
of the valve’s performance.

6 Conclusions

We have presented DAV3E, our MATLAB-based toolbox
with GUI for building and evaluating statistical models from
cyclic sensor data. Especially the feature extraction from
cyclic or, more generally, time series sensor data, which
can be time-consuming and hard to formalize, is lacking
in current machine learning software. For a seamless work-
flow, DAV3E is not limited to feature extraction, but also
implements many algorithms for dimensionality reduction,
classification, regression, and validation, which can be ex-
tended through a simple plug-in system. Feature extraction
and many other steps feature interactive plots since data vi-
sualization is becoming more and more important with the
ever-increasing size of datasets. We have demonstrated sev-

eral aspects of the software for three example datasets and
how DAV3E was used to arrive from the raw data of many
sensors to a set of statistical models for, e.g., gas classifica-
tion or fault severity prediction. Many more examples can be
found in our recent publications (Bastuck et al., 2016a, 2017;
Leidinger et al., 2016; Sauerwald et al., 2017).

Several new functions are planned for the future, includ-
ing the fusion of sensors with different cycle lengths, online
prediction, and an improved grid search to test different algo-
rithms instead of only different parameters for one algorithm.

An executable version of DAV3E can be found at http://
www.lmt.uni-saarland.de/dave. The source code is available
on request.

Data availability. The “Hill-Valley Data Set” (Graham and Op-
pacher, 2008) and the dataset “Condition monitoring of hydraulic
systems” (Helwig et al., 2018) are available on the UCI machine
learning repository (Lichman, 2013). The dataset “Temperature-
modulated gas sensor signal” is available in Bastuck and Fricke,
2018.

Supplement. The supplement related to this article is available
online at: https://doi.org/10.5194/jsss-7-489-2018-supplement.
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Here we demonstrate the command line interface and use the steps involved to arrive from raw data to Fig. 16b. 

The presented syntax is based on a DAV³E version currently in development with improved command line 

interface. 

The first step is to create a project as a container for everything else: 

prj = Project(); 

The clusters are created directly from plain text files (tab-separated). In this case, the sampling rate must be 

supplied as it is not available from this file type. 

cluster100Hz = Cluster.fromFile(...  

    {'PS1','PS2','PS3','PS4','PS5','PS6','EPS1'},'tsv',...  

    'samplingPeriod',0.01); 

cluster10Hz = Cluster.fromFile(...  

    {'FS1','FS2'},'tsv','samplingPeriod',0.1); 

cluster1Hz = Cluster.fromFile(...  

    {'TS1','TS2','TS3','TS4','VS1','CE','CP','SE'},'tsv',... 

    'samplingPeriod',1); 

We then create a feature definition set (fds) which holds one or more feature definitions (fd). A feature definition 

holds, in turn, a range, defining what part of the cycle to operate on, and the function to compute on this part. Note 

that the range is created from the cluster. This allows to give its begin and end in actual sample points, which are 

then internally converted to a timestamp, which is important to make the ranges independent of the sampling rate. 

The range that is created here will span the whole cycle independent of its sampling rate. Having only one range 

and one feature definition here is a very naïve approach and can, and should, be replaced by a more sophisticated 

selection for a real evaluation. The feature definition set is finally set as default in the project, so that it is 

automatically applied to every newly added sensor. 

fds = FeatureDefinitionSet(); 

fd = FeatureDefinition(@FeatureExtraction.meanFeature,...  

    cluster1Hz.makeIndexRange([1,60])); 

fds.addFeatureDefinition(fd); 

prj.poolFeatureDefinitionSets = fds; 

The project setup is then finished by adding the clusters and defining a range to select which cycles shall be 

included in the evaluation. Similar to above, we create only one range spanning the whole measurement. This is 

because the target values are already available for each cycle. If this were not the case, and the data had to be 

annotated manually, several ranges like shown in Fig. 13 would significantly facilitate this process because groups 

of ranges can be annotated at once. 

prj.addCluster([cluster100Hz,cluster10Hz,cluster1Hz]); 

prj.ranges = cluster1Hz.makeCycleRange([1,2205]); 

In the following, the 17 defined features (the mean value from each sensor) are computed with one simple 

command and can be fused in parallel employing a data processing block. Data processing blocks are the common 

interface for almost all functions in DAV³E, so that the user can extend many different areas of functionality after 

learning this basic, simple interface. They can have parameters and plot functions attached and, thus, provide 

improved functionality over a simple function while requiring less special knowledge from the user compared to 

writing class definitions. The output is a data object, which contains the concatenated features, but also meta data 

like target values, feature captions, etc. Features and cycles can be (de-)selected in the dataset and it ensures an 

always consistent state. Here, we load the target values from an external file. 

features = prj.computeFeatures(); 

parallelFusion = DataProcessingBlock(@FeatureFusion.parallel); 

data = parallelFusion.apply(features); 

targets = dlmread('profile.txt','\t'); 

data.setTarget(targets(:,2),'numeric'); 

The data object will also contain predictions after a model has been applied to it, so that it can always traced back 

which data lead to which prediction. Hence, it makes sense to also define splits of the dataset here. DAV³E supports 
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 2 

nested cross-validation, which is automatically applied when both validation and testing are set to cross-validation. 

In this case, we only validate the model with cross-validation, but test it with a hold-out set. Defining this within 

in the data object again ensures traceability and prevents data leakage from training into testing sets. 

data.setValidation('kFold','folds',10); 

data.setTesting('holdout','percent',10); 

Now we can set up the model. In this case, a simple PLS regression is enough, but additional blocks, e.g. feature 

preprocessing, could be added as the data processing blocks are elements of a double-linked list. The head of this 

list is given to the model which then takes care of training, validating, and testing the whole processing chain with 

the supplied data. Note that the options struct enables to give parameters for each element of the processing chain, 

and also supports lists of hyperparameters. If a list is given for more than one hyperparameter, the model 

automatically does a grid search and computes training, validation, and testing error for all parameter 

combinations. 

plsr = DataProcessingBlock(Regression.plsr); 

mdl = Model(plsr); 

options = struct('plsr',struct('nComp',1:17)); 

mdl.train(data,options); 

The next line then creates the graph in Fig. 16b. Eventually, the project is saved in its current state, so that it can 

be loaded again with all data and results in a new session. 

mdl.plotErrors('plsr.nComp'); 

save('savedProject.mat','prj'); 

As an example for the data processing block interface, we show the definition of the PLS regression used in the 

code above: 

function info = plsr() 

    info.type = DataProcessingBlockTypes.Regression; 

    info.caption = 'PLS regression'; 

    info.shortCaption = mfilename; 

    info.description = ''; 

    info.parameters = [... 

        Parameter('shortCaption','trained', 'value',false,...   

            'hidden',true)... 

        Parameter('shortCaption','beta0', 'hidden',true)... 

        Parameter('shortCaption','offset', 'hidden',true)... 

        Parameter('shortCaption','nComp', 'value',1)... 

        ]; 

    info.apply = @apply; 

    info.train = @train; 

end 

 

function [data,params] = apply(data,params) 

    if ~params.trained 

        error('Regressor must first be trained.'); 

    end 

    b = params.beta0(:,params.nComp); 

    o = params.offset(params.nComp); 

    pred = data.getSelectedData() * b + o; 

    data.setSelectedPrediction(pred); 

end 

  

function params = train(data,params) 

    params.trained = true; 

    [b,o] = quickPLSR(data.data,data.target);  % external function 

    params.beta0 = b; 

    params.offset = o; 

end 
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4.3 VOC Sensor Systems based on MOS Gas Sensors 

4.3.1 Synopsis 

This section focuses on the development of (selective) VOC sensor systems. VOC 

measurements usually take place in a complex atmosphere. Paper D gives an overview 

on the measurement of VOCs in different applications, for example indoor air quality, 

environmental or odor monitoring. In all these applications, it is required to measure 

target substances in a complex background of other organic or inorganic gases. The target 

substances may occur in a wide range of concentrations. These concentrations may be 

orders of magnitude smaller compared to other substances in the background atmosphere. 

Paper D shows the requirements, pitfalls and possible solutions for the usage of low-cost 

gas sensors in such applications. The use and benefits of different low-cost sensors in 

optimized dynamic operation is presented. The focus is on sensitive MOS gas sensors, 

which are operated in TCO as presented in Subsection 3.1.4. The use and need of sensitive 

and fast electronics for the operation of MOS gas sensors based on logarithmic 

conductance measurement is demonstrated. For a selective measurement also at very low 

concentrations, the combination of a MOS gas sensor with an integrated preconcentrator 

is shown.  

One of the most important applications in the field of gas sensor technology is the 

monitoring of indoor air quality. Indoor air quality is a multifaceted parameter that is 

composed of various measurands, as described in Section 3.3. For several measurands, 

such as carbon dioxide, temperature or humidity, there are established low-cost sensor 

systems for monitoring. For VOCs, on the other hand, there is no established solution. 

MOS gas sensors have been proposed for this purpose in recent years and their 

performance capabilities were demonstrated, especially in lab studies. Currently, there is 

no standard definition of what VOC monitors based on low-cost sensors should measure 

and how to assess their performance. MOS gas sensors are very broadband and therefore 

react to a wide range of reducing and oxidizing substances. MOS gas sensors have for 

example a high cross-sensitivity to hydrogen or carbon monoxide, which can vary over a 

wide concentration range. Calibration and test are an often underestimated challenge but 

are necessary to achieve and understand the full potential of these systems. The more 

complex the measurement task, i.e. several target substances and complex and variable 

background atmosphere, the more complex the calibration has to be. Thus, the data 

analysis is not based on a physical model of the sensor but instead on pattern recognition 

techniques. The model and evaluation methods presented in Subsection 3.2.4 can be used 

for the evaluation of single gases or gas mixtures with very few components. For complex 

applications like IAQ, the model-based features carry a lot of information for pattern 

recognition techniques. Pattern recognition requires comprehensive, reproducible, all-

encompassing but still affordable calibration for such applications. A reproducible 

calibration has to work not only in the own laboratory but also in external laboratories 

and in the field. Interlaboratory tests are described in Paper 5 and E, field tests in Paper 6 

and F.  

In Paper 5 the benzene detection with a MOS gas sensor system is tested in the 

laboratory at LMT and in the laboratory at the European Commission Joint Research 

Center (JRC) in Ispra, Italy. Both GMAs are described in the paper and 

Subsection 3.2.2.2. The calibration in LMT’s laboratory was done with six gas 
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concentrations from 0.5 to 10 ppb and three relative humidities (10, 25, 40 %RH). The 

influence of toluene and carbon monoxide as background interferences is also 

investigated. The calibration at JRC was done with various benzene concentrations at 

60 %RH without any variation of inorganic background. The benzene concentration was 

measured with a GC-MS reference system. The evaluation of the rate constant of the 

sensor system has a linear relation to the measured benzene concentration of the GC-MS 

system. The linear relationship is valid for the three low temperatures of the used TCO. 

A PLSR model calibrated with the JRC data results in an offset between JRC and LMT 

data. The offset can be explained by the different humidities (10, 25, 40 %RH at LMT 

and 60 %RH at JRC). A calibration with the LMT data has an offset in the same order. 

The study presented the measurement of benzene in two independent laboratories with 

good correlation. However, the study also shows that the calibration must necessarily 

include all variables, in this case humidity. 

In Paper 5 an inter-laboratory comparison with the Bundesanstalt für 

Materialforschung und -prüfung (BAM) is presented. Aim is the comparison of ppb-level 

gas measurements with MOS gas sensors in two independent laboratories. Both GMAs 

are described in Paper 5 and subsection 3.2.2.2. A more complex calibration at the LMT 

was done with three single VOCs (formaldehyde, benzene, naphthalene), two VOC 

mixtures and humidity variations. At BAM eight measurements were done with the three 

single VOC and an additional VOC mixture. The background mixture was measured at 

BAM with different analytical methods. The sensor system is using a complex PLSR 

model for prediction. For formaldehyde, the sensor system does not achieve good 

agreement between the two laboratories. The TVOC signal calibrated with BAM data 

predicted the LMT data with a good agreement. The model prediction vice versa has a 

strong offset on the BAM data. A significant difference between the two laboratories is 

the background air generation. LMT uses a zero air generator as described in 

Subsection 3.2.2.2. BAM uses only an activated carbon filter to clean the compressed air, 

which does not remove carbon monoxide or hydrogen. Therefore, it can be assumed that 

especially the variation of hydrogen and carbon monoxide in the carrier gas makes a 

relevant difference in the prediction. This illustrates that not only the target gases, but 

also the correct background gases, must be included in a calibration. 

The interlaboratory tests emphasize that the main challenge is incomplete calibration. 

When more and more gases are included in the training, calibration effort becomes much 

more costly. In the previous papers, sequential calibration with few fixed concentrations 

are used. Gas mixtures are created using combinatorial permutations of the individual 

fixed concentrations. However, with many substances, this results in an extremely long 

calibration duration due to the numerous combinations. Therefore, in Paper 3 

(Section 4.2) the calibration with randomized DoE was introduced and tested, which 

reduces the effort and at the same time gives better results than sequential calibration.  

The next step is to test the randomized DoE scheme in the field. Paper 6 and F are 

based on a measurement campaign with different lab and field measurements. For this 

purpose, new digital multi-sensors with integrated logarithmic conductance measurement 

and temperature control are included. The results in the manuscripts are mainly based on 

the Sensirion SGP30. The SGP30 contains four different sensitive sensor layers on a 

single µ-hotplate with an integrated ASIC for temperature control and conductance 

measurement. Calibration measurements are done at the LMT GMA with predilution. 
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Four VOCs (acetone, toluene, formaldehyde and ethanol), two background gases 

(hydrogen and carbon monoxide) and relative humidity are varied. Additional 

measurements in the laboratory are done after four weeks and again after additional three 

weeks in the field. Feature selection with RFE-PLS with PLSR is used as machine 

learning model. Training with the calibration measurement at the beginning of the 

measurement campaign has a small offset after four weeks in the field. An extended 

calibration after four weeks can remove this drift. This results in a drift-resilient model 

during the complete measurement campaign over eight weeks. For each substance (VOCs 

and background gases) a prediction with an RMSE between 20 and 40 ppb is achieved 

with the randomized calibration, with the exceptions of carbon monoxide (80 ppb). 

Release tests with several gases, for example ethanol, hydrogen, toluene and m/p-xylene, 

are done on the field test site, a standard office at the Lab for Measurement Technology 

(LMT) at Saarland University. The release tests are accompanied by reference analytics 

(TDS-GC-MS, mobile GC-MS and GC-RCP, a hydrogen reference measurement 

system). The sensor signals during release tests with toluene and acetone achieve good 

agreement with the reference analytics. This demonstrates that the sensor with a 

calibration based on the randomized DoE described before can selectively predict the 

calibrated gases in the field. Releases of gas mixtures also result in selective responses in 

the individual signals. At the same time, the calibrated VOCsum signal correctly predicts 

the sum of the individual VOC concentrations.  

Additional gases that were not included in the calibration are tested in the field or lab, 

for example benzene, m/p-xylene, isopropanol or limonene, to check whether a 

representative of a substance class is sufficient for calibration and how the quantification 

models react to completely unknown substances. For example, m/p-xylene results in a 

rise of the toluene signal, but all other signals show no response. This indicates that the 

model for toluene is more like an aromatic sum signal. Isopropanol, on the other hand, 

does not generate any response in any of the calibrated signals while a response is 

observed in the raw signal.  

A reference measurement system for hydrogen, a GC-RCP (reducing compound 

photometer), accompanied the field study over several days. In Paper F an additional pre-

conditioned SGP30 is evaluated. This SPG30 is pre-treated with siloxane to produce a 

selective hydrogen sensor [263]. The untreated and pre-treated SGP30 – both additionally 

calibrated with the same randomized DoE and data treatment as in Paper 6 – achieve a 

good correlation to the reference system. Both sensors also have good agreement during 

the hydrogen release tests. However, major differences between both sensors are 

observed upon an (unplanned) event, during construction work in the building and a 

limonene release test. The release of unknown substances during the construction work 

creates a large response in the untreated sensor. In contrast, the pre-treated sensor reacts 

only to the limonene release. This could be an effect of the removed selective membrane 

for siloxane protection [64]. Since the molecular size of limonene is of a similar order of 

magnitude to most siloxanes, it can be assumed that limonene is also hindered to reach 

the sensor surface and the untreated sensor cannot react. Only hydrogen should react on 

the surface of the conditioned sensor. A possible explanation is that hydrogen is produced 

during the decomposition of limonene or its reaction with other gases. This needs to be 

investigated in more detail. 
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Both studies – Paper 6 and F – illustrate that calibration in the laboratory based on 

randomized DoE is the today most promising approach to yield selective, stable and 

robust sensor signals from MOS gas sensors in TCO and achieve good agreement with 

reference analytics in the field. The assumption that one substance per substance group is 

sufficient for calibration is not proven for all tested substance groups. Further research on 

a complete calibration scheme for VOC measurement in IAQ is needed. 

 

An overview of different applications for VOC measurements and the complexity of 

calibration, especially indoor air quality, is given. Two interlaboratory tests with two 

independent reference laboratories were performed. A new calibration method using 

randomized DoE was demonstrated in the laboratory and field. In summary, the following 

key results were achieved: 

• Calibration is an often underestimated challenge but is necessary to achieve 

the full potential of gas sensor systems. 

• For complex applications like IAQ, model-based evaluation methods produce 

useful features for machine learning techniques.  

• A reproducible calibration has to work out not only in the own laboratory but 

also in other laboratories. This is the first step towards successful field tests 

and helps to identify unaddressed interfering factors. 

• The randomized DoE was successfully tested in several field tests over a 

longer period. The studies show that calibration in the laboratory with 

randomized gas mixtures achieves good agreement with reference analytics in 

the field. 

• Further research is needed on the composition of a full calibration scheme 

including all relevant substances. The hypothesis that one substance of each 

class might be sufficient could not be confirmed for all classes but seems valid 

for BTX 
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Abstract: Monitoring of volatile organic compounds (VOCs) is of increasing importance in many
application fields such as environmental monitoring, indoor air quality, industrial safety, fire detection,
and health applications. The challenges in all of these applications are the wide variety and
low concentrations of target molecules combined with the complex matrix containing many
inorganic and organic interferents. This paper will give an overview over the application fields
and address the requirements, pitfalls, and possible solutions for using low-cost sensor systems
for VOC monitoring. The focus lies on highly sensitive metal oxide semiconductor gas sensors,
which show very high sensitivity, but normally lack selectivity required for targeting relevant VOC
monitoring applications. In addition to providing an overview of methods to increase the selectivity,
especially virtual multisensors achieved with dynamic operation, and boost the sensitivity further
via novel pro-concentrator concepts, we will also address the requirement for high-performance gas
test systems, advanced solutions for operating and read-out electronic, and, finally, a cost-efficient
factory and on-site calibration. The various methods will be primarily discussed in the context of
requirements for monitoring of indoor air quality, but can equally be applied for environmental
monitoring and other fields.

Keywords: low-cost sensors; VOC sensor systems; sensitivity; selectivity; virtual multisensor; calibration

1. Introduction

Measurements of volatile organic compounds (VOCs) are becoming ever more important due
to stringent environmental regulations and increasing health concerns. Typical compounds with
high relevance are benzene, naphthalene, formaldehyde, and tetrachloroethylene, but there are many
more depending on the specific environment and the target application. Exposure to VOCs for
a long time can have negative effects on human health, including damage to the respiratory system
and skin irritations [1]. Moreover, VOCs are the main cause of the sick building syndrome [2,3].
Besides these unspecific adverse health effects, some VOCs are proven to be carcinogenic (e.g.,
benzene [4]) or are suspected to be carcinogenic (e.g., formaldehyde [5]). The specific challenge for VOC
measurements are the low target concentrations: the respective guideline threshold values for some
critical substances (in indoor air) are 0.1 mg/m3 (81 ppb) for formaldehyde and 0.01 mg/m3 (1.9 ppb)
for naphthalene according to the World Health Organization (WHO) [4], and 5 µg/m3 (1.6 ppb) for
benzene according to EU guidelines [6]. In other fields such as industrial monitoring and workplace
safety, higher values apply, but these are currently trending down sharply, e.g., in Germany [7].
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Furthermore, very high selectivity is required to discriminate highly toxic or carcinogenic VOCs from
inorganic gases such as carbon monoxide (CO), nitrous oxides (NOx), ozone (O3), or hydrogen (H2),
all of which occur naturally or are generated by (other) pollution sources less toxic or from benign
VOCs such as ethanol. For the total VOC concentration (TVOC), WHO suggests a limit value of 1 ppm,
i.e., three orders of magnitude above the lowest threshold limit values for hazardous VOCs. In other
applications, the ratio between target VOC and interferent can even reach five orders of magnitude,
e.g., for smoldering fire detection on coal mines, where 100 ppb ethane (C2H4) should be detected
against a background of up to 1% methane (CH4) [8]. A field that has gained increasing interest in
recent years in monitoring of odor compounds, which, while often not having a direct health effect,
nevertheless considerably impact our quality of life. Typical compounds in this context are isovaleric
acid (“sweat odor”), organosulfur compounds (thiols or mercaptan, e.g., (di-)methyl sulfide) as well
as many esters, terpenes, amines, ketones, and, of course, aromatic compounds as well as hydrogen
sulfide as an important inorganic odorant. Odor monitoring plays an increasing role in indoor air
quality, but also in outdoor environmental monitoring, both at the source (emission measurements at
the stack or the fence line) and at the impact side (odor nuisance monitoring) for various industries,
e.g., waste treatment. Figure 1 gives an overview over VOC monitoring applications, also indicating
relevant target gases and interferents. A more comprehensive overview is given in [9].
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Figure 1. Overview over various applications requiring monitoring of VOCs plus typical target
gases and relevant concentration ranges. Due to the wide variety of gases and applications in the
specific fields, this is indicative only. Common challenges for most applications are the low target
concentrations and the complex matrix. Note that in some cases the same compounds can be seen as
target and interfering gases due to different sources.

Very few monitoring techniques actually achieve ppb (or even sub-ppb) level sensitivity so
that sampling techniques are generally used for VOC monitoring. The standard method for VOC
monitoring is sampling, e.g., with Tenax® as absorbent material, and then releasing the sampled gas
into a gas chromatograph followed by identification of the VOCs by mass spectrometry (GC-MS).
This method, while widely accepted, does however pose serious problems for comprehensive VOC
monitoring as both very volatile organic compounds (VVOCs) and semivolatile organic compounds
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(SVOCs) will not be sampled with the standard technique [10]. VVOCs will simply pass through the
sampling material, while SVCOCs are not released due to their very high boiling point. One prominent
example for this shortcoming is formaldehyde for which a specific separate sampling and quantification
protocol is required [11]. On the other hand, weak sorbents are required for trapping SVOCs.
This means that standard measurement techniques are actually blind to a fairly wide range of
compounds and that our understanding of environmental pollution and health effects is somewhat
limited due to missing data on these compounds. Research is ongoing in finding suitable sorbent
materials, e.g., multibed focusing traps, to allow the acquisition of more complete information on
VOCs [12]. In addition, sampling only allows determining time-weighted average (TWA) values either
for the long term (1 h to 24 h) or the short term (5 min to 60 min), thus possibly missing relevant short
concentration peaks. Sensor-based monitoring, on the other hand, would allow both an improved
temporal resolution and a wider detection spectrum, as sensors will respond to practically all VOCs
including VVOCs and SVOCs.

2. Highly Sensitive Semiconductor Gas Sensor Principles

One candidate sensor principle for direct monitoring of even sub-ppb level VOC concentrations
are metal oxide semiconductor (MOS) gas sensors [13,14], but gas-sensitive field effect transistors
(GasFETs), e.g., based on silicon carbide (SiC-FET), have also proven their suitability for this task [15].
For simplification, we will concentrate on MOS sensors in the following discussion, but many aspects
also apply to SiC-FET sensors, so the approach is presented for semiconductor gas sensors. Note that
both sensor principles allow low-cost sensor solutions, at least for markets with high volumes.
Even taking into account the advanced electronics and data processing that are necessary to achieve
high sensitivity, selectivity, and stability, high performance sensor systems can be realized for well
below 1.000€, as has been demonstrated for fire detection [16]. In mass applications, the system cost
can drop to below 10€. Commercial screen-printed ceramic MOS sensors achieve detection limits
down to sub-ppb levels due to the well-known grain boundary effect [17]. A small grain size down to
nanocrystals [18] also improves the sensitivity as the bulk conductance of the material is not affected
by gas adsorbed on the grain surface. Recently, nanostructured sensors based on nanowires [19]
have been proposed and sometimes postulated as being necessary for achieving very low detection
limits due to the high surface area achieved. Especially carbon nanotube-based sensors have been
extensively studied with the expectation that these provide the key for very high sensitivity [20–22].
However, so far no rigorous study has proven that MOS nanowires or carbon nanotubes in fact achieve
superior sensitivity compared to standard granular materials. Novel manufacturing methods for
metal oxide layers, especially Pulsed Laser Deposition [23], achieve highly porous sensor layers with
well-controlled morphology that can even reach high selectivity for some relevant target VOCs such as
naphthalene [24].

On the other hand, we have recently developed a model that shows that the sensitivity of MOS
sensors can be improved significantly by temperature cycling. The first benefit of varying the sensor
temperature over a broad range is immediately obvious as the sensor will at some time in the cycle
reach the optimal temperature, i.e., with the highest sensitivity, for the target gas(es). In addition,
temperature cycling with fast temperature changes will lead to non-equilibrium surface conditions and
thus reaches states that cannot be achieved in static operation at constant temperature. By carefully
choosing the operating parameters, the sensitivity can actually be boosted considerably, e.g., by first
operating the sensor at high temperature which leads to a high surface coverage with ionosorbed
oxygen. If the sensor is then cooled down rapidly, this leads to a surface at low temperature but with
an abundance of reactive oxygen ions—a condition that cannot be achieved in static mode. Without gas,
the ionosorbed oxygen will slowly desorb to reach the equilibrium state with only few oxygen ions at
low temperature. A gas interacting with the adsorbed oxygen will strongly influence this relaxation
process leading to faster equilibration. The sensitivity and the respective sensor response Ggas/Gzero

during dynamic operation have been shown to be orders of magnitude higher than in static operating
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mode [25]. Figure 2 describes this effect schematically. The non-equilibrium states during dynamic
operation can also improve the selectivity, so optimized cycling can be used to address the three
“S’s”—sensitivity, selectivity, and stability—the key aspects for chemical sensor systems [26].
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Figure 2. Boosting sensitivity of MOS sensors with temperature cycled operation (TCO): (a) MOS
sensors show low oxygen coverage at low temperatures 1© and high coverage at high temperatures
3© in steady state conditions (dashed line indicates equilibrium conditions between min and max

temperature). Non-equilibrium surface states ( 2©, 4©) are achieved by fast temperature changes.
Especially high oxygen coverage at low temperature will lead to a highly sensitive mode as target gases
will react with the adsorbed oxygen. (b) Dynamic relaxation of the conductance after fast temperature
changes boosts the sensitivity. (c) Admixture of VOCs leads to faster relaxation compared to pure air.
Plotting the sensor response shows that a huge increase in sensitivity of several orders of magnitude
can be achieved compared to the steady state response reached at the end of the relaxation process.
The relaxation behavior at various temperatures is typical for the specific target gas and can thus be
used to increase the selectivity of MOS-based sensor systems.

There are also other possibilities to enhance the response and increase the sensitivity of
semiconductor gas sensors, especially optical excitation, which has been addressed by various
groups [27,28]. Especially excitation with quantum energy above the bandgap energy of the
semiconductor allows low-temperature operation and/or achieves higher sensitivity. In addition,
light modulation can be used to extract signal patterns similar to TCO which can also increase the
selectivity and stability of the overall sensor system.
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3. Highly Selective Sensor Systems

The drawback of MOS (and SiC-FET) sensors is their inherent low selectivity, which is due to the
sensor function principle. The high sensitivity of MOS sensors is due to the grain-boundary effect
that is caused by ionosorbed oxygen leading to band bending at the surface of the grains and, thus,
an energy barrier between grains with the conductance of the sensor being exponentially dependent
on the height of this energy barrier. Any gas that either chemisorbs on the surface or interacts with
the ionosorbed oxygen will change the energy barrier. Therefore, MOS sensors show a response
to practically all relevant target and interfering gases except carbon dioxide (CO2). To achieve the
required high selectivity for gas discrimination and/or quantification of target gases in a background
of interfering gases, several approaches are possible: (a) enhancing gas measurement systems with
analytical tools, i.e., a GC tube to separate the various gas components (which will, however, suffer from
similar drawbacks as sampling techniques for VVOC and SVOC); (b) making use of multisensor arrays
and pattern recognition (often referred to as electronic nose) [9]; and (c) using dynamic operation, e.g.,
temperature cycling, to realize a virtual multisensor, which is also evaluated using typical pattern
recognition methods [29]. The different methods employed for increasing the selectivity can also
be combined, for example, by integrating several dynamically operated sensors in a hybrid sensor
array or combining gas pre-concentration (see below) with temperature cycling to boost sensitivity
and selectivity. Especially temperature cycled operation (TCO) has proven a very powerful and
versatile tool for various sensor principles (MOS sensors [14,30–32], SiC-FETs [33], pellistors [34]),
which is easily understandable as the chemical interaction between sensor and gas atmosphere is
strongly influenced by the surface temperature. For example, some gases such as CO or H2 will react
at relatively low temperatures, while others such as CH4 are more stable and thus require higher
activation energies to cause a sensor reaction. Due to its simple implication and low cost (only some
additional electronics are required), TCO is now widely accepted as a method to boost selectivity,
especially as it also improves the stability of the sensor system due to self-cleaning of the sensor
surface at higher temperatures [35] and the possibility to use features which are stable over time [32].
Furthermore, in addition to identifying and quantifying target gases, this approach allows sensor
self-monitoring [36], which is a crucial aspect especially for applications in safety and security. For VOC
monitoring, selective identification of hazardous VOCs down to concentrations of 1 ppb could be
demonstrated even in a background of other VOCs of several ppm and against changing humidity
using a commercial ceramic MOX sensor at least under lab conditions [14]; similarly, quantification of
VOCs at low ppb levels was demonstrated with this approach both for MOS [26] and SiC-FET [15,37]
sensors. Further approaches to improve the performance of semiconductor gas sensor systems with
dynamic operation are optical excitation [27,28] and impedance spectroscopy [38] often applied to
MOX sensors or gate bias cycled operation for GasFETs [39]. These approaches can also be combined
to boost the selectivity further [40,41].

One often underestimated aspect for highly sensitive and selective sensor systems is the electronics
for sensor operation and signal read-out. To make use of the full potential of dynamic operation,
dedicated electronics that allow exact control of the sensor operating parameters and synchronized
data acquisition are required. For temperature cycling, exact temperature control is key. Here,
the heater integrated in each MOS (and SiC-FET) sensor is preferably also used as a temperature
sensor to allow exact closed-loop control. This allows exact control even for highly dynamic cycles,
especially for microstructured gas-sensors based on micro-hotplates, which exhibit thermal time
constants of typically a few ms. This type of sensor is now manufactured at high volumes by various
companies, e.g., ams Sensor Solutions, CCMOSS, Figaro, and SGX Sensortech, achieving very low-cost
sensor elements. Appropriate electronics have been developed over several generations [42–44] and
are today commercially available from 3S GmbH (3S Toolbox, [45]), which has been successfully
employed also for outdoor odor nuisance monitoring [46]. To make full use of the TCO mode for MOS
sensors, the sensor resistance has to be acquired with high temporal resolution (≥1 kHz) over a wide
dynamic range of several orders of magnitude from kΩ (high gas concentrations at high operating
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temperatures) to GΩ or even TΩ (low gas concentration, non-equilibrium state after fast cool down,
cf. Figure 2), ideally with constant relative resolution. The voltage across the sensor layer is limited,
typically to ≤1 V, to prevent unwanted effects such as electromigration in the layer leading to sensor
drift. However, this voltage limit (or more exactly the maximum field strength) also depends on
the operating temperature, allowing higher voltages and thus more sensitive measurement at low
temperature. Thus, electronics are required that allow fast and accurate measurement of very low
currents in the pA range. One suitable approach is the use of logarithmic amplifiers, which achieve
a measurement range of up to 8 orders of magnitude (Figure 3), and another is dynamic signal
amplification to adapt the output voltage to the current signal level [47]. Both approaches can and
need to be closely integrated with the sensor element to achieve a high signal quality also under
field conditions. Similarly, electronics suitable for field use were developed for Electrical Impedance
Spectroscopy (EIS), allowing novel sensor self-monitoring strategies for MOX sensors [48,49] as well
as for Gate Bias Cycling (GBC) of SiC-FETs [41] in both cases combined with TCO.
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characteristic of a diode or transistor and PCB implementation. (b) Signal-to-Noise-Ratio (SNR)
standardized to the same bandwidth of different logarithmic amplifiers compared to conventional
electronics based on a linear AD converter (“SniffChecker” by 3S) and an integrated ASIC solution
based on dynamic variation of measurement voltage and gain factor (IIS-ASIC, [47]).

4. Novel Integrated Pre-Concentrator Gas Sensor Microsystem

Despite the impressive sensitivities and very low detection limits that are achieved with MOS and
SiC-FET sensors, some application targets are still difficult to achieve either due to very low target gas
concentrations well below 1 ppb, e.g., trimethylamine with an odor threshold of 0.21 ppb; ethyl acrylate
(and hydrogen sulfide) with an odor threshold of 0.47 ppb [50], or due to strong interference by other
gases. Especially for measurements at very low gas concentrations, adsorbent materials are often used
to achieve the required detection limits. Typical methods for detection of low VOC concentrations are
based on sampling a defined gas volume using, e.g., Tenax® tubes. From these, the adsorbed gas is
thermally desorbed during subsequent lab analysis based on gas chromatography (GC), often coupled
with mass spectrometry (MS), to allow sensitive and selective gas detection. This approach has been
miniaturized with the goal to achieve sensor systems for nearly continuous monitoring operating
in adsorption/desorption cycles. However, these systems today are typically based on closed
pre-concentrators combined with micro-pumps leading to systems that are not low-cost [51,52].
We have developed a new approach based on open pre-concentrators, i.e., absorbing material based on
metal organic frameworks (MOF) deposited on a micro-hotplate similar to the gas sensor substrates.
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These µ-pre-concentrators are integrated with the sensors in a common package with a small gas
access. VOCs present in the ambient enter the package through the gas access and accumulate in the
MOF material which has a large inner surface reaching partition coefficients orders of magnitude better
than standard Tenax® [53]. Heating the µ-pre-concentrator will release the adsorbed gas molecules
resulting in a considerably increased gas concentration within the sensor package, which is detected
by the sensors [54]. Figure 4 illustrates the function principle of this novel approach which is based
on gas transport by diffusion only thus requiring a miniaturized packaging solution. The function
principle is also illustrated in a video to allow better understanding of the complex interaction
within the microsystem [55]. Note that after release of the target gases from the pre-concentrator
and subsequent cool-down, the pre-concentrator actually achieves a zero-air atmosphere within
the package, at least for all gases adsorbing on the pre-concentrator [54]. This will actually allow
an internal reference, as the sensors are briefly exposed only to permanent gases such as CO and
H2, thus improving the performance for target VOC detection and quantification by taking this into
account in the signal evaluation. Furthermore, discrimination of different VOCs can be improved by
taking into account the desorption temperature, i.e., for slow heating of the pre-concentrator. To make
full use of this potential to boost sensitivity and selectivity, an application specific operating mode has
to be designed as slow heating will decrease the peak concentration, while fast heating will release all
VOCs simultaneously, thus limiting the selectivity. This novel integration approach is compatible with
existing mass fabrication technologies and achieves sensor systems with greatly improved sensitivity
at very low cost—at large volumes, the cost for the integrated system with, e.g., two sensors and one
pre-concentrator could be less than one euro.
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Figure 4. (a) Novel integrated pre-concentrator gas sensor microsystem combining
a micro-pre-concentrator realized by deposition of MOF material on a micro-hotplate (left)
with one or two gas sensors (right) in a single SMD package. Gas access is through a small opening
above the pre-concentrator only. (b) Simulated gas concentrations inside the pre-concentrator material
(left scale) and in the air (right scale), simulated for benzene and HKUST-1 as pre-concentrator
material 1.5 s after start of desorption at 200 ◦C. The highest gas concentration is obtained inside the
microsystem, i.e., at the locations of the two gas sensor chips S1 and S2. Adapted from [54].
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5. Sensor System Testing and Evaluation

The impressive sensitivities and very low detection limits reported above can be achieved
under well-defined laboratory conditions, which are, however, not easily achieved—in fact, very
few test systems actually allow reliable testing of sensors at ppb and sub-ppb levels in a complex
matrix. A pre-requisite for testing ultra-low concentrations is a suitable test setup, i.e., a gas mixing
apparatus allowing exact control of gas admixtures under realistic and controlled ambient conditions.
Some publications present very low detection limits, but these are sometimes just extrapolations
from measurements at (much) higher concentrations or achieved in pure nitrogen as carrier gas, i.e.,
without oxygen or humidity, which has a huge influence on many sensors. Furthermore, standard zero
air, which is also used for mixing of test gases, typically contains contaminations of approx. 10 ppm
(zero air 5.0) and even the best zero air standards still contain approx. 1 ppm of unwanted and
uncontrolled contaminations. While many of these do not influence the measurement (i.e., noble gases
or CO2), relevant trace contaminations can occur at concentrations orders of magnitude higher than
the target gases to be tested. As the zero air used for the test gas is different from that used in the
rest of the test setup, the observed sensor response can be caused by the contamination and not by
the intended target gas when standard test gases with very low concentrations are used for direct
measurement at ppb-level. Suitable approaches are the use of permeation tubes to introduce the target
gas directly into the (zero air) carrier gas stream or two-stage gas dilution, allowing the use of test
gases with concentrations much higher than any contaminations [56]. In both cases, the gas to be tested
is injected into a carrier gas stream, which still contains contaminations, but the setup, which uses the
same zero air throughout the system, ensures that the concentration of all contaminants stays constant,
allowing the measurement of the sensor response to a change of only the target gas concentration.
Further sources of error can be due to either VOC sources inside the system, e.g., from lubricants in
valves or mass flow controllers, or due to adsorption of VOCs on inner surfaces preventing the target
gas from reaching the sensor. The latter is especially problematic von SVOC which will then slowly
diffuse out of the system, which can lead to large carry-over or “memory” effects. These effects can
only by monitored by regular reference measurements of the overall system with analytical methods.
Note that a gas test bench for broadband sensors such as MOS and SiC-FET should be based on
a flow-through approach instead of gas re-circulation as reaction products from the interaction of the
test gas with the sensor might otherwise lead to false results.

Finally, to accurately reflect measurements in ambient air, the typical mixture of natural air, which
contains, in addition to nitrogen, oxygen, CO2, and RH, approx. 1.8 ppm methane (CH4), 550 ppb
H2, 325 ppb nitrous oxide (N2O), and 150 ppb CO [57,58], has to be taken into account. CO shows
the strongest variations with an annual cycle between 100 and 250 ppb [58]. While the effect of CH4

is negligible, even the low-level exposure to H2 and CO can easily change the baseline resistance of
MOS sensors by one order of magnitude. At the same time, this will also reduce the sensitivity to
other gases and distort the response pattern of sensor arrays and virtual multisensors. To achieve
realistic test results, relevant background gases therefore have to be added to the zero air in gas test
systems, and the natural variations have to be taken into account when determining detection limits
and quantification resolution.

6. Factory and On-Site Calibration

To make full use of the potential of low-cost sensors for ultra-low VOC concentrations,
calibration is an often underestimated challenge. The more complex the expectations, i.e., several target
gases, mixtures of target gases, complex and variable background, the more complex the calibration
procedure. This is due to the fact that data analysis is not based on a physical model of the sensor(s) but
instead only on calibration data combined with pattern recognition techniques [29]—the calibration
therefore has to span the full range of gases and concentrations expected in the later application.
Due to slight variations in the individual sensors, at least part of this calibration has to be performed
for each sensor individually, which can considerably contribute to the overall cost of the final gas
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sensor system. Furthermore, as the background can vary considerably for individual application
environments, an extended calibration on-site might be necessary—this basically depends on the
expected data quality to be achieved. While a scale-up of standard test benches (see above) can allow
efficient factory calibration even for large production volumes, a test with various test gas cylinders
would be impossible for on-site calibration. To address this issue, we have developed a novel approach
for on-site calibration [59] based on VOCs dissolved in squalane, a long-chain alkane with low vapor
pressure. This approach also allows producing a “zero air” atmosphere on-site within a confined
volume in which the sensor and a vessel with squalane are kept: due to the large Henry constant,
practically all VOCs present in the ambient will dissolve in the squalane resulting in a practically
VOC free reference atmosphere (which will, however, still contain most inorganic gases such as
CO, H2, and NOx). Note that this is similar to the pre-concentrator briefly achieving a VOC free
atmosphere after cool-down, cf. Section 4. Similarly, using squalane loaded with a defined target VOC
concentration will provide a source desorbing with a defined amount of the VOC, which can be used
to calibrate sensors on-site. Note that this approach not only allows cost-efficient testing of the correct
function of the sensor system, but also quantitative re-calibration to counteract sensor drift.

7. Conclusions and Outlook

Bringing together the different aspects outlined above—highly sensitive sensor elements;
optimized dynamic operation (TCO, EIS, GBC) of the sensors; high-performance electronics
for dynamic operation combined with advanced signal processing to achieve high sensitivity,
selectivity and stability; low-cost pre-concentration to boost sensitivity and selectivity further;
gas test bench for ppb and sub-ppb VOC concentrations, efficient factory, and on-site calibration—is
a pre-requisite for the systematic development of low-cost sensor systems for VOC detection in various
applications and for their validation in field tests. This integrated approach is at the core of the EU
project SENSIndoor [60] addressing indoor air quality and demand controlled ventilation based on
sensor systems placed in each room, i.e., offices, living and sleeping rooms, public buildings, transport,
etc. On the one hand, the approach is used for optimization of the sensor elements themselves, i.e.,
based on novel nanotechnology approaches such as Pulsed Laser Deposition (PLD) and novel sensor
materials [23,24,61–64]. On the other hand, extensive field tests are required which include reference
tests based on existing standards. These developments will also lead to the development of new
standards for VOC testing because existing standards do not cover the high spatial and temporal
resolution that can be achieved with networks based on low-cost sensor systems. This aspect is
currently addressed in the KEY-VOCs project under the European Metrology Research Program
(EMRP) [65,66].

Note that in this contribution we have addressed sensor systems as a somewhat abstract concept,
i.e., a device able to detect and quantify specific VOCs against a background of interfering gases.
Not addressed here, but equally relevant to providing solutions for real world problems is a somewhat
wider view that includes a structural model similar to the ISO-OSI model used in the field of
communications. Systems based on low-cost semiconductor gas sensor principles will never achieve
a universal performance independent of their application field, i.e., specific interferents and ambient
conditions. Instead, application specific sensor systems are required—systems that would function
well in the context for which they are designed, i.e., workplace safety monitoring or indoor air
quality control, but that cannot be used to cover the full range of applications outlined in Figure 1.
The structural model would cover the full range from expected benefits and application parameters
at the top end down to the VOC atmosphere and the sampling method at the lower end [67] for
realization of application specific sensor systems. By following this approach, it will be possible to
address many different applications in environmental monitoring, indoor air quality, and industrial
safety and health applications based on VOC monitoring, thus attaining a better understanding of
VOC sources and effects to achieve a safer and healthier environment for all.
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Abstract. For detection of benzene, a gas sensor system with metal oxide semiconductor (MOS) gas sensors
using temperature-cycled operation (TCO) is presented. The system has been tested in two different laboratories
at the concentration range from 0.5 up to 10 ppb. The system is equipped with three gas sensors and advanced
temperature control and read-out electronics for the extraction of features from the TCO signals. A sensor model
is used to describe the sensor response in dependence on the gas concentration. It is based on a linear differ-
ential surface reduction (DSR) at a low temperature phase, which is linked to an exponential growth of the
sensor conductance. To compensate for cross interference to other gases, the DSR is measured at three different
temperatures (200, 250, 300 ◦C) and the calculated features are put into a multilinear regression (partial least
square regression – PLSR) for the quantification of benzene at both laboratories. In the tests with the first set-up,
benzene was supplied in defined gas profiles in a continuous gas flow with variation of humidity and various
interferents, e.g. toluene and carbon monoxide (CO). Depending on the gas background and interferents, the
quantification accuracy is between ±0.2 and ±2 ppb. The second gas mixing system is based on a circulation
of the carrier gas stream in a closed-loop control for the benzene concentration and other test gases based on
continuously available reference measurements for benzene and other organic and inorganic compounds. In this
system, a similar accuracy was achieved for low background contaminations and constant humidity; the benzene
level could be quantified with an error of less than 0.5 ppb. The transfer of regression models for one laboratory
to the other has been tested successfully.

1 Introduction

Air quality is an important pre-requisite for public health.
The pollution of the air with gaseous compounds contributes
relevantly to the burden of disease in industrial and develop-
ing countries (Bernstein et al., 2008). One of the most impor-
tant pollutants is benzene (WHO Regional Office for Europe,
2010). Due to its toxicity and its carcinogenicity, very low
concentrations of benzene should be detected and monitored;
threshold limits are in the ppb range, e.g. the European Air

Quality Directive set the limit value at 5 µg m−3 or 1.6 ppb
as the long-term environmental limit (European Parliament
and Union, 2008). The benzene detection is also an impor-
tant topic for indoor air quality and workplace safety, where
several national regulations have been put in force, e.g. the
Bundesanstalt für Arbeitsschutz und Arbeitsmedizin (2014).
For environmental monitoring, analytic techniques, e.g. gas
chromatography (GC), are used. In Europe, monitoring of
benzene in ambient air is mandatory. The European Air Qual-
ity Directive states that the reference method for the mea-
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surement of benzene must consist of active or online sam-
pling followed by desorption and gas chromatography (BSI,
2015). Due to the high price and maintenance costs of these
methods, the number of points in the measurement network
is very limited, but the necessity for a higher spatial resolu-
tion of pollution control has been reported (Batterman et al.,
1994; Heimann et al., 2015). Within the EMRP project KEY-
VOCs, therefore, the use of sensor systems as an indicative
method for the measurement of benzene has been tested in
order to assess whether the demand for a low-cost measure-
ment device for benzene can be met. A review (Spinelle et
al., 2017b) of the existing sensor technology and its com-
mercially available systems has revealed that only very few
manufacturers are targeting this concentration range and that
it is doubtful whether one of these systems can meet the crite-
ria of detection limit, selectivity and stability (Spinelle et al.,
2017a). Therefore, micro analytical systems and prototype
sensor systems have been included in the tests. The result
of one prototype using metal oxide semiconductor (MOS)
gas sensors with temperature cycle operation (TCO) is re-
ported in this paper. This approach has previously been stud-
ied for the selective detection of volatile organic compounds
(VOCs), e.g. benzene in indoor air (Leidinger et al., 2014;
Schütze et al., 2017). MOS gas sensors are very robust and
sensitive devices (Morrison, 1981; Sasahara et al., 2004) sen-
sitive to a broad variety of reducing gases. The resistance of
the sensor (Eq. 1) is dominated by ionized oxygen at the sur-
face which causes an energy barrier EB and the height of the
barrier depends in a quadratic function on the density of the
ionized oxygen NS .

G=G0 · e
−

EB
kBT with EB ∝N2

S (1)

The reaction of the reducing gas with the reactive surface
oxygen reduces the energy barrier and increases the con-
ductance strongly. For constant temperature and gas concen-
tration the change of surface charge can be described by a
mass action law of chemisorbed species leading to a power
law for the dependence of conductance and gas concentra-
tion (Barsan and Weimar, 2001; Madou and Morrison, 1989).
While in a few cases the selectivity of the sensors can be
increased by special preparation methods for example de-
scribed in Hennemann et al. (2012), Kemmler et al. (2012),
and Leidinger et al. (2016b), typically multi-signal methods
like TCO are used. TCO is a well-known method for the im-
provement of selectivity reported in a multitude of papers,
e.g. Eicker (1977), Gramm and Schütze (2003), and Lee and
Reedy (1999). It is dynamic operation (Nakata et al., 1998a,
b) and in this sense it enables sensor properties that cannot be
found in a sensor at any constant temperature. Following this
line, some of us could prove in the last few years that an op-
timized TCO can increase the sensitivity (Baur et al., 2015)
and the stability (Schultealbert et al., 2017) of the sensor sig-
nal as well. The model-based optimization uses a set of rate
equations for the trapping and release in surface states pro-

posed by Ding et al. (2001). For the quantification of VOC
concentrations at the ppb level, a technique based on the re-
laxation of the conductance at a low temperature phase has
been demonstrated (Baur et al., 2015). The technique utilizes
the fact that the equilibrium surface coverage with ionized
oxygen depends on the sensor temperature. At high tempera-
ture (e.g. at 450 ◦C) the surface coverage and thereby the bar-
rier height are higher than at low temperature (e.g. 200 ◦C)
(Schultealbert et al., 2017). For a fast temperature reduction,
an excess of surface coverage can be obtained (Baur et al.,
2015). At this stage, the reaction at the sensor surface is far
from equilibrium as the ionosorption of oxygen is very un-
likely. The sensor surface is then predominantly reduced by
gases, e.g. benzene, causing a strong increase in sensor re-
sponse compared to isothermal operation. This increase can
be several orders of magnitude in terms of relative conduc-
tance. The reduction of the surface is linear to the applied
gas dosage or gas concentration given that the concentra-
tion is constant over one surface reduction (Baur, 2017). The
change in the logarithmic sensor conductance lnGinit at the
beginning of a low temperature plateau (beginning at t0 = 0)
is linear to the gas concentration cgas.

d lnGinit(t)
dt

∼ const∼ kgas · cgas+ k0 (2)

Please note that Eq. (2) is only valid if the surface charge
is still high above equilibrium; otherwise, the ionosorption
of new surface charge is not negligible anymore. A detailed
discussion can be found in Schultealbert et al. (2017).

Following this line, we could show that the benzene
concentration in the range from 500 ppt to 10 ppb air can
be quantified very accurately in a purified air background,
whereby compensation of the ubiquitous gas background and
interfering gas reduces the accuracy of detection (Leidinger
et al., 2017).

2 Experimental

2.1 Sensor system

The sensor system is equipped with three different commer-
cial MEMS gas sensor elements. Two sensor elements are
integrated in a dual-sensor package (MiCS 4510 from SGX,
Switzerland) and the third sensor is a single-sensor device
(AS-MLV from ams Sensor Solutions, Germany). All sen-
sors are operated in TCO with independent control and read-
out. A block diagram of the sensor system can be found
in the Supplement (Fig. S1). Rapid temperature changes
from a high temperature of 450 ◦C to lower temperatures
(200/250/300 ◦C) are used. The duration of the high temper-
ature plateau is 10 s each, for the 200 and 250 ◦C plateau
the duration is 35 s, and for the 300 ◦C plateau it is 20 s.
The TCO control and the read-out are done using a mod-
ified sensor system (SensorToolbox, 3S GmbH, Germany)
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that can support up to four sensor modules (ToolboxMod-
ule). The sensor signal Slog for each sensor is measured us-
ing a logarithmic amplifier comparing the sensor current Isens
with a reference current Iref = 1 mA. The sensor is oper-
ated at a constant voltage of 0.25 V; hence, the sensor cur-
rent Isens = 0.25 V ·Gsens is directly linear to the sensor con-
ductance. The output of the logarithmic amplifier is divided
by a subsequent voltage divider to match with the voltage
range of the analogue–digital converter of the ToolboxMod-
ule (Eq. 1). Corresponding to this, a virtual reference conduc-
tance Gref can be calculated. The output of the logarithmic
amplifier of ULogAmp = 0.5 V per decade is divided by a sub-
sequent voltage divider to match with the voltage range of the
analogue–digital converter of the ToolboxModule, yielding a
voltage Ulog of 0.25 V per decade.

This output voltage (Eq. 3) is defined as sensor signal Slog
which is linear to the logarithm of the conductance Gsens of
the gas sensing layers.

Slog = 0.25V · log10

(
Iref

Isens

)
= 0.25V · log10

(
Iref

Gsens · 0.25V

)
(3)

This measuring method allows us to cover a large signal
range, as MOS gas sensor resistances can vary within sev-
eral orders of magnitude during rapid temperature changes
(Baur et al., 2015). Please note that this sensor signal is dif-
ferent from the commonly used sensor response, which is
defined as G/G0. A change in the sensor signal 1Slog =

Slog− Slog0 can be easily transformed to a sensor response
by S = 101Slog/0.25 V. However, the definition of Slog allows
a facile calculation of the change surface charge as the time-
derived sensor signal Slog is proportional to the rate constant
k of surface reduction (Eq. 2), which is itself linear depend-
ing on the gas (benzene) concentration (Eq. 4).

dS (t)
dt
∼−

dlnGinit (t)
dt

∼−k ∼−c · kgas− k0

for small (t − t0) (4)

2.2 Data processing

We used our DAV3E toolbox (Bastuck et al., 2016) for the
data processing. The data processing was performed in three
steps: feature extraction, feature selection and quantification.
The feature extraction reduces the dimensionality of the clas-
sification problem.

A set of features of each temperature cycle was extracted
from the signals, which describes the shape of the signal
(mean values and slopes). The slopes correspond in first ap-
proximation to the rate constant (derivative of the sensor sig-
nal Eq. (4)). These features were calculated from several seg-
ments of the cyclic sensor signal, covering all set tempera-
tures. The ranges of the features have been varied to find the

best selection by the feature selection. Feature selection was
performed using a recursive feature elimination support vec-
tor machine (RFESVM) (Schüler et al., 2017) to choose the
best features for classification.

Using these feature sets and the known benzene concentra-
tions, a PLSR model (partial least squares regression) (Bas-
tuck et al., 2015b; Wold et al., 2001) is calculated, which
generates a linear combination of the features to allow an es-
timation of the benzene concentration.

2.3 Gas tests at the Lab for Measurement Technology
(LMT)

In the first laboratory (LMT – Lab for Measurement Tech-
nology, Saarbrücken, Germany) the sensor system has been
tested using a gas mixing apparatus (GMA) operating by the
principle of dynamic dilution. The set-up of this system has
been reported in detail previously (Helwig et al., 2014). A
two-stage dilution system is used to produce the benzene test
gas, starting from a gas cylinder containing 50 ppm benzene
in synthetic air. The benzene is diluted with zero air, gen-
erated from a cascade of two gas purifiers. The first purifier
includes a coarse filter to remove particles and oil. Subse-
quently, humidity and CO2 are removed by two alternating
molar sieves (pressure swing) and hydrocarbons (> C3) are
removed by an active charcoal filter. The second purifier has
an additional pre-filter and pressure swing followed by a cat-
alytic combustion of hydrogen, carbon monoxide and short
chain hydrocarbons (< C4). The catalytic converter is further-
more equipped with a nitrogen oxide scrubber. The pure air is
split into eight gas lines, of which five have been used in this
investigation. In the first line, pure air saturated with humid-
ity is generated at a dew point of 20 ◦C using an isothermal
blubber with HPLC grade water (low organic carbon). The
second line is used for dry air. The third line is a two-step
dilution using a dry stream of purified air and diluted ben-
zene test gas from a cylinder in the first dilution step. The
second dilution step is the combination with the humid and
dry main gas stream from the first two lines. In the fourth
line, toluene is added to the test gas; it uses the same set-up
as the benzene line. The fifth line uses a two-step dilution to
generate a background of 500 ppb hydrogen, 150 ppb carbon
monoxide and 1820 ppb methane from a gas cylinder with a
dilution of these gases in air. These three gases are the main
reducing compounds in pure environmental air (Ehhalt and
Rohrer, 2009; Gilge et al., 2010). This gas background has
a strong impact on the sensor response as well as on the de-
tection limit of the sensor (Leidinger et al., 2017). A mixture
of pure zero air with this background will be defined as stan-
dard air. The sensors have been tested directly in gas flow of
200 sccm in a stainless steel sensor housing.

www.j-sens-sens-syst.net/7/235/2018/ J. Sens. Sens. Syst., 7, 235–243, 2018



 

160 

 

 

  238 T. Sauerwald et al.: Highly sensitive benzene detection

2.4 Gas tests at JRC

For the second laboratory campaign, the evaluation was
carried out using the JRC (Joint Research Center) expo-
sure chamber. This chamber allows the control of numerous
gaseous mixtures including benzene and a set of selected in-
terfering compounds (toluene, m,p-xylene, ethane, propane,
n-butane and n-pentane) plus temperature, relative humid-
ity and wind velocity. The exposure chamber is an “O”-
shaped ring-tube system, covered with dark insulation ma-
terial. The full system has already been described elsewhere
(Spinelle et al., 2014). All gaseous compounds are added to
pure zero air. The micro-sensors in the stainless steel hous-
ing described above were directly placed inside the ring tube.
High concentration cylinders were used to generate specific
levels of pollutants based on the dynamic dilution principle.
A specific LabView software using multiple proportional–
integral–derivative (PID) feedback loops ensured the stabil-
ity of the concentration. The reference value for the feed-
back loop was measured using a PTR-MS (proton-transfer-
reaction mass spectrometer) and the reference values were
measured by a gas chromatograph with a photo ionization
detector (GC-PID 955 from Syntech). The direct input of ref-
erence measurements of gaseous compounds, temperature,
humidity and and wind speed is used to auto-correct the gas
mixture, temperature controlling cryostat and wind velocity
by means of an internal fan. In particular, this set-up allows
one to set independent criteria for the stability of each pa-
rameter and for a defined period of time.

3 Measurement results and data analysis

3.1 Benzene quantification capabilities

The sensor system has been tested in the LMT system in pure
zero air towards benzene at six gas concentrations from 0.5
to 10 ppb and three relative humidities (10, 25, 40 %RH) to
test the quantification and humidity compensation. Due to
the high purity of the zero air, the conductance of the sensors
at the beginning of the low temperature phases is very low.
The sensor response shows a high noise. The derivative of
the sensor response is obviously an even worse signal. Thus,
a feature selection tool as described above has been used in-
stead of using the model-based feature directly. The feature
selection selected only signals from the less noisy parts of the
response curve. To test the quantification of benzene a PLSR
has been calculated using the measurement of 0.5, 3 and
10 ppb benzene at 10 and 40 %RH (Fig. 1a). The PLSR is in
general a regression of the measured values (e.g. sensor sys-
tem output) with the “true” values (or a proper estimate, e.g.
from a reference measurement). Please note that the value of
the concentration set point (x-axis) also adds an additional
uncertainty to the regression. As the LMT gas mixing sys-
tem does not provide continuous reference measurements of
the benzene concentration, an estimate of the real value is de-

rived from the mixing ratio of the gas flows and the certified
concentration of the gas cylinders. The gas flows are continu-
ously measured and recorded by the gas mixing system. The
proper function of the gas mixing system was confirmed as
the error of the recorded flow rates is within the error margin.
As estimates for the true concentration, the set points of the
gas mixing system were used. Figure 1 shows that the PLSR
is very accurate. The sensor system output is obviously a lin-
ear function for benzene concentration and the compensation
of humidity cross-sensitivity is very good. The error of the
predicted response is below 0.2 ppb for all trained concentra-
tions. The PLSR model was applied to untrained concentra-
tions of benzene (1, 2 and 5 ppb) at 10 and 40 %RH and to
the six concentrations of benzene tested at 25 %RH. This test
of the model prediction is shown in Fig. 1b. The full circles
denote the trained data points and open circles denote the
untrained “test” data point. The test data points do not show
any decisive deviation from the trained data points. The in-
terpolation of the benzene concentration and a compensation
of an untrained humidity background are demonstrated by
this result. However, the quantification of benzene in ambi-
ent air at the sub-ppb level cannot be derived from this result
since even clean air contains significant inorganic reducing
gas components as described in Sect. 2. A similar test there-
fore has been made under standard air (cf. Sect. 2.2) instead
of zero air. The quantification properties have been tested
in detail under standard air and other interfering gases in a
previous work (Leidinger et al., 2017) showing the strong
impact of gas background on the accuracy of the detection.
Measurements were made with the dynamic dilution set-up
at LMT. In the first case (Fig. 2a), two sweeps of the ben-
zene concentration are included, one in pure zero air without
interferents and one with a 2 ppb toluene background, at a
constant gas humidity of 25 %RH. The benzene concentra-
tions predicted by the PLSR model still show a very small
error of below 200 ppt with respect to the concentration set
point. The introduction of standard air has a strong impact on
the quantification of benzene. In Fig. 2a the PLSR is shown
in standard air, including a variation of the CO concentra-
tion between 150 ppb (ubiquitous) and 500 ppb (lightly pol-
luted air). Still, the PLSR shows a linearity between the sen-
sor system output and the set-point concentration, but the er-
ror of the prediction is between 1 and 2 ppb depending on
the benzene concentration. The addition of interferents like
toluene between 2 and 20 ppb (Fig. 2c) seems to reduce the
accuracy of the benzene quantification further. However, the
strongest impact comes from the standard air conditions. The
quantification error can be reduced if the data from 10 %RH
are removed from the data set corresponding to a reduction
of interfering complexity. Figure 2d contains only two gas
humidities; the signals recorded at the lowest value are not
taken into account. For this condition the quality of quantifi-
cation of benzene was improved; compared to the scenarios
in Fig. 2b and c, the groups are more compact and error for
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Figure 1. Quantification of benzene in zero air using feature extraction and PLSR. (a) Only training data. (b) Training and test data.

Figure 2. PLSR benzene quantification results for four different background and interferent configurations (Leidinger et al., 2017): (a) ben-
zene in pure zero air and with 2 ppb of toluene added, at 25 %RH. (b) Benzene in standard air and variation of CO background, 10, 25 and
40 %RH. (c) Benzene in standard air and variation of toluene, 10, 25 and 40 %RH. (d) Benzene in standard air and variation of toluene and
CO, 25 and 40 %RH.
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Figure 3. (a) Sensor signals in temperature-cycled operation (temperature ranges: blue arrows). The relaxation constants (slope feature) are
calculated from the grey marked domains. (b) Feature slope over benzene concentration according to the GC955 reference measurement.

the benzene concentration is below 1.8 ppb over the whole
concentration range.

3.2 Lab intercomparison

After the initial calibration at LMT, the system was trans-
ferred to the JRC. During this transfer, the interface of the
read-out electronic of the dual sensor (MiCS4514) was dam-
aged. For the lab intercomparison the remaining sensor (AS-
MLV) has been used and the signal processing has been re-
trained. Only tests with zero air background at various hu-
midity and interferent levels have been compared, as in the
JRC set-up no addition of the inorganic background was
foreseen. The features have been calculated according to
Eq. (4) directly, without selection of the feature ranges us-
ing RFESVM. However, a short time span at the beginning
of the low temperature has been left out manually to reduce
the noise (cf. Fig. 3; the sections for feature extraction are
marked in grey). The sensor signal Slog in the low temper-
ature plateaus has a good linearity over the full temperature
plateau in good agreement with Eq. (4) for all temperature
plateaus at all tested benzene concentrations (Fig. 3). Obvi-
ously, the strongest response of the sensor to benzene can
be found at 300 ◦C (Fig. 3). Using these features a PLSR
model has been trained from the data of the JRC measure-
ment and tested with the data from the LMT measurements.
Please note that only three features can be calculated from the
single sensor and that the impact of the feature at 200 ◦C is
very small, leading to an incomplete compensation compared
to the three-sensor system described in Sect. 3.1. Therefore,
only measurement results with pure benzene have been eval-
uated. For the training of the PLSR, the data of the reference
measurement from the GC-PID 955 were used as estimates
of the true values. We compared the transfer of a PLSR model

obtained by training data of one test system to test data ob-
tained by the other test system (Fig. 4). The transfer of the
model trained with JRC test data to LMT test data is shown
on the left side in Fig. 4. The black circles denote the trained
data points from the JRC lab and the red circles denote the
untrained data points from the LMT lab. The benzene con-
centrations predicted by the PLSR model for the JRC data at
60 %RH still show a very small error of below 200 ppt with
respect to the concentration measured by the GC-PID 955.
We see two different trend lines of the predicted data points
from the LMT lab. Each trend line shows a specific humidity
at 10 %RH and 25 %RH. Both trend lines show a good lin-
earity and the same slope, but also an offset to the optimal
line. The transfer from the model obtained with LMT data is
shown in Fig. 4 on the right. The training was performed with
only a single humidity (25 %RH), as obviously the humidity
compensation of the single sensor system is not sufficient.
The test data from the JRC as well as the test data from the
LMT show a good linearity, but also an offset to the training
data. The offset is probably due to the humidity as the data
with 60 %RH exhibit a negative offset, while the data with
10 %RH exhibit a positive offset.

4 Discussion and conclusion

The presented MOS gas sensor system shows very good per-
formance for benzene quantification, especially in pure air
even with low levels of interfering toluene, including the in-
terpolation of unknown benzene concentrations over the full
humidity range tested. However, at standard air and a real-
istic background level of interferents, especially CO, the er-
ror of quantification is in the range of 1–2 ppb. For the envi-
ronmental monitoring, especially in rural areas, even lower
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Figure 4. Transfer of the PLSR model from training data of one gas mixing system to test data from another gas mixing system. (a) Training
using the JRC measurement (60 %RH black solid circles) and test data from the LMT measurement (10 and 25 %RH open red circles).
(b) Training using LMT measurements (25 %RH black circle) and test using the JRC data (60 %RH) and the LMT data (10 %RH). Both test
data are shown in open red circles.

detection limits are needed to monitor the benzene concen-
tration (Schneidemesser et al., 2010). A possible strategy for
the further reduction of the detection limit are sensor/pre-
concentrator micro systems (Leidinger et al., 2016a) and a
further optimization of the sensor system electronics to re-
duce the noise of the signal (Baur and Schütze, 2017). For
the quantification of benzene, a combination of the DSR
model for feature extraction and a multilinear regression for
the compensation of interferents has been tested successfully.
Within the measured sensor signals all tested benzene con-
centrations were in good agreement with the prediction of
the DSR model. The multilinear regression yields very good
compensation of humidity and even toluene interference. The
regression for all conditions shows a good linearity without
further pre-processing of the signal; this is an advantage of
the system over other TCO modes, which usually does not
yield a linear signal with concentration requiring a special
pre-processing before PLSR (Bastuck et al., 2015a). The sys-
tem can be successfully calibrated at different labs and test-
ing conditions, indicating that the very different methods of
generating benzene yield similar levels of test gas. The trans-
fer of a regression model from the JRC test data to the LMT
test data shows good linearity of the measured benzene con-
centration but an offset of the response curve on the order
of 2 ppb. The observed offset is probably due to the different
humidity as the humidity compensation of the single-sensor
system is not as good as in the three-sensor system. More-
over, a residual contamination of the GMA with VOC can
contribute. Test of the VOC background of the LMT system
showed that it is typically in the range of a few µg m−3 (Hel-
wig et al., 2014), which is in the same range as the benzene
concentration tested. The result demonstrates the need for the
definition of common test standards for trace gas sensor sys-
tems and the high potential of those systems for the quantita-

tive detection even of small levels of pollutants like benzene.
This is an important step for the development of monitoring
grids with high resolution using indicative sensor systems to
increase the number of nodes strongly.
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A B S T R A C T

In this work, we use a gas sensor system consisting of a commercially available gas sensor in temperature cycled
operation. It is trained with an extensive gas profile for detection and quantification of hazardous volatile or-
ganic compounds (VOC) in the ppb range independent of a varying background of other, less harmful VOCs and
inorganic interfering gases like humidity or hydrogen. This training was then validated using a different gas
mixture generation apparatus at an independent lab providing analytical methods as reference. While the
varying background impedes selective detection of benzene and naphthalene at the low concentrations supplied,
both formaldehyde and total VOC can well be quantified, after calibration transfer, by models trained with data
from one system and evaluated with data from the other system. The lowest achievable root mean squared errors
of prediction were 49 ppb for formaldehyde (in a concentration range of 20–200 ppb) and 150 μg/m³ (in a
concentration range of 25–450 μg/m³) for total VOC. The latter uncertainty improves to 13 μg/m³ with a more
confined model range of 220–320 μg/m³. The data from the second lab indicate an interfering gas which cannot
be detected analytically but strongly influences the sensor signal. This demonstrates the need to take into ac-
count all sensor relevant gases, like, e.g., hydrogen and carbon monoxide, in analytical reference measurements.

1. Introduction

Continuous air quality monitoring, and indoor air quality (IAQ)
monitoring in particular, has become more and more important in re-
cent years due to the ever-increasing concern for air pollution [1–3].
Besides compounds like carbon monoxide (CO) and nitrogen oxides
(NOx) which mainly originate from the incoming air, most efforts
concentrate on identification and quantification of volatile organic
compounds (VOCs) with electronic noses [4–9]. Certain VOCs like
benzene and formaldehyde can have a strong negative impact on
human health already in very low concentrations in the lower parts per
billion (ppb) range [1,10], whereas others like ethanol are tolerated in
much higher concentrations without any impact. Therefore, being able
to selectively quantify hazardous VOCs in a constantly varying back-
ground comprised of many non-hazardous compounds is an important
step towards improved indoor air quality.

Electronic noses usually consist of an array of gas sensors, all of
which react differently when exposed to a certain mixture of gases
[11,12]. These different reactions arise either from careful selection of
different sensor types, or simply from variations in the manufacturing

process. The generated patterns are used to train pattern recognition
algorithms like linear discriminant analysis (LDA) or partial least
squares regression (PLSR) [12,13]. However, the training can never
comprise all possible compounds and variations the system will en-
counter in the field, i.e. the initially well-working model will degrade
over time (through sensor drift) and at new locations. Together with a
third issue, transferring a model from one master system to several
slave systems, this class of problems is known as calibration transfer
[4,13–16].

Additionally, there is the question of validity of the initial calibra-
tion. Especially for the required ppb concentrations, carryover or drift
in the calibration equipment can lead to inconsistencies in the results. It
is therefore important to monitor the test gas generation by use of al-
ternative techniques, e.g. chromatography. Furthermore, the test gas
concentration should be chosen in a range around the average values
that can be expected indoors in reality.

In this work, we present the performance of a newly developed
sensor systems, based on a commercial gas sensor in temperature cycled
operation (TCO) [17], especially considering the transfer between two
calibration systems. An exhaustive training data set was acquired at the
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LMT lab (Saarbrücken, Germany), and the resulting models are subse-
quently tested with a data set generated at the BAM lab (Berlin, Ger-
many) with the same sensor systems.

2. Experimental setup and methods

2.1. Transducer and operating mode

A commercial metal-oxide semiconductor (MOS) gas sensor, the AS-
MLV2 (ams Sensor Solutions Germany GmbH), was used in this work. It
consists of a semiconducting, sensitive tin oxide layer on a micro-
mechanical heater. The surface of the tin oxide is covered with iono-
sorbed oxygen increasing its resistivity. To promote this effect, these
sensors typically have a grainy structure. Reducing or oxidizing gases
change the oxygen surface coverage and, thus, change the device’s re-
sistance [18,19].

Both the chemical reactions on the surface as well as the material’s
electrical properties depend strongly on the device temperature. This
insight has led to the development of virtual multisensors [17,20–23], a
technique that simulates a sensor array by operating one physical
sensor at many different temperatures (temperature cycled operation,
TCO). Like a sensor array, TCO improves the selectivity of the sensor
significantly [5,22–25]. Moreover, TCO is a dynamic operation method,
which means that it can lead to states that cannot be obtained with
isothermal operation. This is due to the fact that the equilibrium of the
surface states is temperature-dependent and that the time constant for
the relaxation to equilibrium can by far exceed the time constant for
temperature modulation [26,27]. Based on this concept some of us have
shown in an earlier work that a TCO with strongly increased sensitivity
can be developed [28,29]. It relies on a very sensitive mode due to high
negative surface state coverage right after a temperature drop to a
lower sensing temperature, which is very reactive to reducing gases.
Variation of the temperature step size provides improved selectivity for
the discrimination of gases. In this work, a temperature cycle with a
total duration of two minutes and four sensing temperatures (150, 200,
250, 300 °C) was employed (Fig. 1a).

2.2. Electrical and mechanical setup

We tested six very different sensor systems at the same time. Of
these six systems, only two systems are presented in this paper. From
the other four systems, one system did not run due to a technical failure,
two other systems were not sensitive enough, and the remaining system
was not selective enough to detect or quantify gases in the highly
variable conditions of the training data. These systems were experi-
mental, and a detailed description is out of the scope of this paper.

The presented systems both use an AS-MLV sensor with logarithmic
amplifier and PID temperature control. A detailed description of the
electronics can be found in [30]. The only difference between the two
systems is the type of logarithmic amplifier (LOG114 and LOG112,
Texas Instruments) and variations in sensor chamber geometry. As both
systems are conceptually very similar, only the most promising one is
presented in detail. Results of the other system, especially the calibra-
tion transfer, are shown in the supplementary figures (Figs. S1, S2) for
comparison.

Chaining all these systems in series could have led to crosstalk
where systems upstream influence systems downstream by consuming
gas or injecting reaction products into the gas stream. Therefore, a
parallel setup with six branches was designed using flow restrictions. To
ensure equal flow rates in each branch, the flow resistance of the re-
strictions was chosen much higher than that of the various employed
measurement chambers, making their different resistances negligible.
To this end, 10 cm of 1/16″ tubing was installed in each branch.

The electrical resistances encountered in the described operating
mode of the sensor varies over a large range [28] and can be up to the
magnitude of several gigeohms [31,32]. To measure these resistances
quickly (2 kHz) and reliably, the sensor signal was converted close to
the sensor with a logarithmic amplifier (LOG114, Texas Instruments).

The measurement chamber of the presented system (Fig. 1b) was
designed from stainless steel such that the gas flow is vectored directly
at the sensor instead of relying on slow diffusion. Additionally, the
sensor’s cap was removed for an even quicker response. Signal noise
through flow variations and, thus, changes in sensor temperature, can
be compensated with a PID temperature control [30].

The other, conceptually similar system works with the slower
LOG112 and a larger, diffusion-based measurement chamber.

2.3. Gas mixture generation at LMT

An extensive calibration measurement including variations in target
and background gas concentration as well as relative humidity was
performed at LMT with the system described in [33]. Air from a zero-air
generator (VICI DBS GT Ultra-Zero Air Generator) with catalytic com-
bustion to remove VOCs, CO and H2 was used as carrier gas. After
humidification (see below), this gas was enriched with controlled
amounts of usual environmental concentrations of methane (CH4,
1840 ppb), carbon monoxide (CO, 150 ppb), and hydrogen (H2,
500 ppb) to generate a more realistic baseline. These gases are, except
for CO at higher concentrations, not relevant for human health or air
quality, however, both CO and H2 have strong influence on the signal of
a MOS sensor. A background of VOCs was produced with two per-
meation ovens containing several permeation tubes with pure sub-
stances each, resulting in VOC mixture 1 (acetaldehyde, acetone, n-
decane, hexanal, toluene) and VOC mixture 2 (d-limonene, α -pinene)
which can be independently controlled. A third permeation oven

Fig. 1. (a) Temperature cycle and (b) measurement chamber of the sensor
system.

2 Outdated, its successor is the AS-MLV-P2.
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contained a naphthalene tube, while the other two target gases, ben-
zene and formaldehyde, were taken from gas cylinders and diluted to
reach low ppb concentrations of both gases in the final mixture. Carrier
gas with 100% relative humidity was generated in a bubbler flask and
mixed with the dry carrier to achieve the desired relative humidity in
the final mixture. The total flow was held at 400ml/min, i.e. 67ml/min
per sensor system. The precision of the applied concentrations, i.e. the
noise, is 5% of the target value in the worst case. Typical values are 5%
for the background mixture, 0.4% (30% RH) and 0.8% (50% RH) for
humidity, 0.3% for formaldehyde, and a range between 0.2% for the
largest and 4% for the lowest concentrations of all other compounds
(see also section A in supplementary materials). The measurement gas
profile is summarized in Fig. 2 and Table 1 (L1-L75) and contains data
of 2159 sensor temperature cycles, i.e. observations. These observations
will later be referred to as LMT data.

2.4. Gas mixture generation at BAM

The VOC gas mixture for the comparison measurement at BAM was
generated as described by Richter et al. [34]. It is based on the con-
trolled evaporation of the pure liquid substances of the individual
components filled into stainless steel bottles that are individually kept
at a certain temperature. The substance gas developed in the bottle’s
gas space is taken up by an inert carrier gas (nitrogen), which is in-
troduced into the substance bottle. The carrier gas is then removed
through a stainless-steel capillary and led to a gas mixing chamber fed
with purified and humidified air (50% RH) and equipped with a ven-
tilator to ensure a homogeneous gas distribution. The air is cleaned
with an activated charcoal filter which, however, does not remove all
inorganic gases, e.g. environmental hydrogen.

To be able to adjust different concentration levels of the target
compounds (formaldehyde, benzene, naphthalene) while maintaining
the concentration levels of the background VOCs (toluene, hexanal, n-
decane, limonene, α-pinene, n-dodecane), two mixing chambers were
operated, one for the target compounds (MC1) and the other one for the
background VOC mixture (MC2). Finally, both gas mixtures are united
in a third chamber (MC3) providing the test gas for the sensor test.
From the target substances, formaldehyde was provided from the same
gas cylinder that was used in the LMT measurement. The different
concentration levels of the target compounds were obtained by varia-
tion of the gas flow from MC1 into MC3 by means of a valve. “Zero”
concentration of target compounds was obtained by disconnecting the
respective supply capillary.

Prior to each sensor measurement, the test gas concentrations were
controlled by duplicate air sampling. For the determination of the for-
maldehyde concentration 30 l of the gas mixture in MC3 was sampled
on DNPH cartridges and analyzed with HPLC-DAD (High Performance

Liquid Chromatograpy with a Diode Array Detector) according to ISO
16000-3:2011 [35]. For the other compounds 3 and 5 l of the gas
mixture in MC3 were sampled on Tenax® TA and analyzed with GC-
MSD (Gas Chromatography with Mass Selective Detector) according to
ISO 16000-6:2011 [36]. The detection limit of both analytical proce-
dures is, depending on the components, 1 μg/m³ or below. The preci-
sion was estimated by repeating every analytical measurement, where
the resulting difference was typically below 1 μg/m³ and never ex-
ceeded 5 μg/m³ (see also section A in supplementary materials).

The total flow was held at 240ml/min, i.e. 40ml/min per sensor.
Due to the large volumes and mixing times, random concentration
uncertainties are negligible. The measurement is summarized in Fig. 3
and Table 1 (B1–B5) and consists of 58 cycles, i.e. observations. The
data is later referred to as BAM data. Note that these are analytically
determined values, whereas only set values can be given for the LMT
measurement.

The BAM test data were generated approximately one month before
the LMT training data, and several other measurements were performed
with the presented sensor systems in-between, so that, additionally to a
simulated relocation, also drift over time of the sensor systems is con-
sidered in the data.

2.5. Data evaluation

2.5.1. Feature extraction
In principle, all data points of one cycle could be regarded as in-

dividual features. However, there are two main reasons to favor a more
sophisticated approach in this work. First, there are 12,000 data points
in a cycle, whereas only about 2000 observations are available. A
number of 2000 samples from a feature space with 12,000 dimensions
can only represent a very limited subset of said space which leads to a
poor model – an effect known as curse of dimensionality [12]. Second,
most of these data points are highly correlated, especially those in close
proximity, so that each point contributes very little new information.
The aim of feature extraction is to concentrate this information into as
few, ideally independent, features as possible. This can be achieved by
applying prior knowledge to the data, in this case stemming from the
theoretical model presented in section 2.1 and [28]. The model suggests
that the slope of the logarithmic resistance (“signal”) after a tempera-
ture step is proportional to the reaction rate of a gas on the sensor
surface. As this rate is, in general, different for each gas, the signal slope
in these cycle ranges can be a highly sensitive and selective feature. The
selectivity is further increased by choosing four different sensing tem-
peratures. After some time, when the surface charge approaches ther-
modynamic equilibrium, the signal reaches a plateau, where, obviously,
no more information about gases and concentrations can be gained
from the signal slope. However, the appearance of this plateau depends

Fig. 2. Training gas profile at LMT lab.
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on sensing temperature and gas concentrations. As the latter can,
usually, not be determined beforehand, we chose to extract several
slopes from each of the four sensing plateaus to ensure that the slope
will be represented in some of the features. As the strongest signal
change is seen early after the temperature step, we start here with the
shortest feature range. Their length then increases logarithmically until
the end of the sensing plateau. This results in the 26 features shown in
the upper graph of Fig. 4, extracted from the cycle regions depicted in
the lower graph.

2.5.2. Statistical models
The previous step results in 26 features describing each cycle. Now,

a model shall be found that takes the features as an input and calculates
a concentration of, e.g., formaldehyde. A tool often used for this task in
chemometrics and related areas of research is partial least squares (PLS)
regression (PLSR) [37]. It has one model parameter, the number of PLS

components, or latent variables (LV), that the data is projected on.
Choosing this parameter incorrectly can lead to poor model perfor-
mance: too few LVs produce an underfitted model which omits key
aspects of the relation between input and output, and too many LVs
lead to overfitting where the model does not generalize well to new
data. To determine the optimal number of LVs, we proceed as follows.
First, we compute the root mean squared error of calibration (RMSEC)
and the RMSE of cross-validation (RMSECV) for all possible numbers of
LVs, 1–26, i.e. the number of features. The RMSE is generally computed
as

=
∑ −

=
y y

n
RMSE

( ˆ )
,i

n
i i1

2

where n is the number of observations, yi the i th observed value, and ŷi
the corresponding predicted value. The RMSEC is computed from the
residuals of the training data. Cross-validation is done with a modified

Fig. 3. Evaluated gas exposures from the BAM lab.

Fig. 4. The sensor signal resulting from the tem-
perature cycle (lower graph) with feature ranges
indicated. The slope in these ranges is determined
for all cycles and plotted in the top graph. The
color coding indicates small (light blue) and high
(dark blue) formaldehyde concentrations in-
dependent of other, interfering gases (For inter-
pretation of the references to color in this figure,
the reader is referred to the web version of this
article).
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10-fold cross-validation algorithm, which divides the training dataset
into ten parts, nine of which are then used to train a model which
predicts the tenth part. While the usual algorithm assigns individual
observations to these parts at random, our modified version works with
groups of observations. A group contains all observations recorded at
identical experimental conditions, i.e. concentrations of gases. This
procedure ensures that all the highly correlated observations from a
group are in one set. If individual observations would be chosen at
random, each set would most likely contain points from all exposures,
which, due to their correlation, would lead to overoptimistic validation
results. There are 79 groups in the LMT dataset (75 gas exposures and 4
different background conditions) and 5 groups in the BAM data. There
are 11 observations in each gas exposure group (or 10–14 in case of the
BAM data), and 100–200 observations in the background groups.

The cross-validation performs ten (or, in general, k) iterations, and
each iteration uses a different of the ten parts as “unknown” data. The
RMSE computed from all predicted data is called RMSECV. We compute
the standard error of the mean, SE, for the RMSECV as

=
∑ −

−
=

k k
SE 1 (RMSECV RMSECV)

1
,i

k
i1

2

where RMSECVi is the RMSE from the i th fold, and RMSECV is the
mean of all RMSECVi.

A high RMSEC usually appears for few latent variables and hints to
an underfitted model, i.e. the model is “too simple” to capture the ac-
tual relations between features and target value. In reality, this often
means that the sensor’s cross-sensitivity to other gases cannot be
compensated well. On the other hand, a model can become overfitted
with too many latent variables, which becomes apparent through a
small RMSEC in concurrence with a large RMSECV. Hence, a good
model is one with as few latent variables as possible, a small RMSEC,
and a small difference between RMSEC and RMSECV. Several strategies
exist to choose the optimal number of LVs. In this work, we adapt the
criterion proposed in [37] by adding all up to the last LV that fulfills the
stopping criterion

<
−

RMSECV
RMSEC

0.95a

a 1 (1)

where a is the stopping LV’s index. In [37], a limit “around 0.9” is
proposed, and [38] mentions values between 0.95 and 1.0 as good
practical values. With the present data, the criterion selects reasonable
numbers of LVs where either the change in RMSECV becomes very
small or RMSEC and RMSECV start to drift apart.

The LMT data are used as training data and, with modified 10-fold
cross-validation, as validation data to determine the optimal number of
latent variables. An independent test set is then required to determine
the model’s actual performance. This test set consists of the BAM data,
so that a model trained with data from one lab is used to predict similar
data generated in a different lab. The resulting metric is the RMSE of
prediction (RMSEP), which should be close to RMSEC and RMSECV for
the model to be good.

The evaluation was done in MATLAB using our toolbox for cyclic
data evaluation, DAV³E [39]. It uses, where possible, the MATLAB
implementation of algorithms like PLSR, but provides also custom-
made algorithms like the described modified cross-validation.

3. Results and discussion

3.1. Quantification in highly variable background

Formaldehyde is one of the main target gases in indoor air quality
monitoring. Its exposure limit lies at 80 ppb over 30min [40], which
makes it a considerably easier target than the other hazardous target
gases (naphthalene, 2 ppb, and benzene,< 1 ppb [40]). Especially with
the large variations in interfering gases in the training data set, for-
maldehyde is the only of the three gases for which a statistical model
with good correlation to the actual formaldehyde concentration could
be found. The model for naphthalene shows poor correlation and
widespread groups, and benzene cannot be detected at all within this
environment, so that further evaluation of these models cannot lead to
meaningful results. Indeed, the stopping criterion (Eq. (1)) does not
even select one LV for both models. Selective detection of such low
concentrations in a highly variable background is a challenge in itself,
whereas this paper wants to focus on the issue of the comparability of
two datasets generated with the same sensor system in two different
laboratories. Hence, we will in the following sections only evaluate
models with good correlation, in this case selective formaldehyde
concentration as well as the TVOC value.It should be kept in mind that
there is a distinct, unexplained signal drift in the exposure B3 (Fig. 5).
The best explanation for this is an additional gaseous component that
was neither actively controlled nor seen in the analytical measurements
and which then could have influenced the other exposures in the BAM
measurements as well. A likely candidate is hydrogen, H2. As other
permanent gases, H2 is not removed with the activated carbon filter at
the BAM lab as it does not interfere with analytical systems for VOC
detection. Unfortunately, hydrogen is consequently not covered by the
available reference measurement methods. In general, it is very hard to
detect H2 reliably in low concentrations, a reducing compound photo-
meter being one of few possibilities [41,42]. As H2 is not of any concern
to human health or hazardous in any other way at naturally occurring
concentrations, its detection is actually not necessary for indoor air
quality, but the problem is reversed: many gas sensor types, including
the AS-MLV, are sensitive to H2 [43]. Moreover, the H2 concentration in
a room can vary quite a bit with human presence due to excretion of
hydrogen [44,45]. Hence, it must be calibrated into the sensor model as
a background gas. Since analytical equipment for H2 quantification at
such low levels is rarely available, we claim that the easiest way to
achieve this goal is to first remove H2 from the test and carrier gas, e.g.
through catalytical combustion, and then again add concentrations of
500 ppb hydrogen, reflecting a clean air background [41].

3.2. Quantification of formaldehyde

Fig. 6a shows the training data from LMT (black), and test data from

Fig. 5. The 26 slope features over the course of the BAM measurement (pauses
between exposures not shown). The indices B1-5 refer to Table 1.
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BAM (blue) predicted with the trained model. The RMSECV (red, da-
shed) is 8.8 ppb, while the RMSEP, computed from the blue colored
data points, lies eight times higher, at 76 ppb. This difference arises,
obviously, from the comparatively large deviations of the predicted
data from their true values. Five compact groups can be identified,
which correspond to the five gas exposures in the BAM data (cf. section
2.4). Especially the split of the “0” group into two parts (there are two
gas exposures without formaldehyde in the BAM data) and the apparent
drift of the group with the largest concentration, 80 ppb, suggests that
the model is cross-sensitive to a component, potentially H2, which is not

controlled in the BAM setup. This assumption is supported by the fact
that a model trained with the BAM data can predict the same data with
an RMSECV of only 39 ppb (Fig. 6b). This value was determined with a
modified 5-fold CV which, in this case, is the same as a leave-one-out
CV and is slightly pessimistic because extrapolation is necessary in one
out of five CV iterations. Thus, the model has learned, even with few
training data, to ignore the varying background of the BAM measure-
ment to some extent, just as all other varying background gases are
ignored in the model trained with LMT data (Fig. 6a).

We tried updating the LMT model by training it again with a subset
of the BAM data included in the training. B3, B4 and B5, ca. 35 ob-
servations, were additionally included in the measurement, re-
presenting lowest and highest formaldehyde concentration as well as
some of the unknown drift in the BAM measurement. This led to a
better RMSEP of 49 ppb, while simply ignoring those groups does not
significantly change the RMSEP of 76 ppb of the original model.
However, this result should be validated with more data points in the
future.

3.3. Quantification of TVOC

Although there is no standardized TVOC measurement method that
can easily be applied for sensor systems [46], the total amount of VOCs
(TVOC) is currently used in many consumer systems as an indicator for
air quality. In order to determine the TVOC for IAQ monitoring, dif-
ferent measurement methods need to be used because of the different
physicochemical properties of the broad range of compound classes
appearing in real rooms. The most important ones are described in the
ISO standards 16000-3 (sampling on DNPH cartridges followed by
HPLC measurement) [35] and 16000-6 (sampling on Tenax TA® fol-
lowed by GC measurement) [36]. Depending on the volatility of the
VOC, also different adsorbents and/or chromatography columns need
to be used. Hence, if a system can perform selective quantification of
specific target VOCs and, at the same time, give a reading for the TVOC
value, this can increase trust in the system and lead to quicker im-
plementation and acceptance.

The approach to find a suitable model is as before. First, a model is
trained with LMT data (Fig. 7a). With 4 significant LVs, despite an
RMSEC of 31 μg/m³ and no overfitting, its prediction performance is
very poor (RMSEP: 1017 μg/m³). The predicted baseline seems to be
much higher, which could be caused by the unknown gas component or
the known, but previously not seen n-dodecane in the background of
the BAM measurement. One possible interpretation of this result is that
a model must be sensitive to many non-specific compounds to predict
TVOC, so that unknown or unexpectedly varying components will lead
to much larger errors compared to more specific models, e.g. as for
formaldehyde concentration.

However, a model trained with BAM data (13 L V) which predicts
LMT data in the same range reaches an RMSEP of 13 μg/m³ and an
RMSECV of 16 μg/m³ which must be compared with an RMSEC around
1 μg/m³. We believe that the model is, despite those values, not over-
fitted, and that the relatively large RMSECV arises from the fact that
two out of five CV iterations must extrapolate data. Indeed, any addi-
tion of LMT data for prediction outside the trained range lets the
RMSEP quickly deteriorate. Moreover, it is unlikely that an overfitted
model would show such a good performance on new data. It should be
noted that, while the model was trained only on 50% RH, it was able to
predict observations in both 30 and 50% RH.

With this observation, it seems likely that the large offset in pre-
diction when predicting BAM data with LMT model is caused by fluc-
tuations of permanent gas components like H2. These components are
present in both systems, but in the LMT system the permanent gases H2
and CO are kept constant, whereas in the BAM system these compo-
nents will probably have fluctuations from the incoming zero air as
described above. If the shift were due to the n-dodecance only present
in the BAM measurement, a similar offset in the other direction should

Fig. 6. (a) A PLSR model trained with LMT data (black) showing similar RMSEC
and RMSECV (red, dashed). The RMSEP is considerable higher, but predictions
are in the same range as the training data despite background variations which
were not included in the training. (b) The variations in the BAM data vanish
when they are used as training data (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this
article).
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be observable when predicting LMT data with the BAM model. Instead,
the BAM model was trained to ignore this fluctuating component, while
the LMT model only saw a constant concentration – assuming that this
component is actually H2. Adding any of the five BAM exposures in the
training of the LMT model reduces the RMSEP to at least half its pre-
vious value, and an RMSEP of 150 μg/m³ can be reached with addition
of the highest and lowest TVOC concentration in the BAM measurement
(B3 and B5).

4. Conclusions

In this work, we used two different gas mixture generation strategies
in two independent laboratories to simulate relocation of a gas sensor
system after calibration. PLS regression models for the quantification of
formaldehyde and TVOC were trained with over 2000 observations
from 79 different experimental conditions with background variations
from one system, which were then used to predict data generated in the
second system with a previously unseen gas background. Formaldehyde
prediction was, without changes to the model, possible with an RMSEP
of 76 ppb, which is eight times as high as the model’s RMSECV and very
close to the recommended exposure limit of 80 ppb and, thus, does not
allow reliable detection of said limit. Including three of five states from
the evaluation system in the training improved the uncertainty to
49 ppb. The TVOC model requires calibration transfer strategies to
reach a reasonable prediction accuracy of 150 μg/m³ and otherwise
shows a strong baseline offset. However, a model trained with data
from the evaluation system performs well when predicting data from
the training system. This and other phenomena in the data hint to an
uncontrolled gaseous compound present during the measurements. A
likely candidate is an inorganic gas, potentially hydrogen, which is not
removed in the BAM gas generation system. Hydrogen cannot be de-
tected with standard analytical methods. While it is not relevant to
human health, it has a strong influence on the response of semi-
conductor gas sensors and must, therefore, not be neglected in the
design of gas mixing systems for sensor calibration.
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Supplementary Materials 

A. Uncertainty estimates 

The LMT system provides three different types of gas generation which all feed into the 

400 ml/min gas flow used to test the sensor systems. 

• direct: the mixture from the gas cylinder is fed into the gas stream via an MFC 

• pre-dilution: the mixture from the gas cylinder is diluted using two MFCs, and the 

resulting mixture is fed into the gas stream via a third MFC 

• permeation: a permeation oven is constantly flushed with 200 ml/min air, and the 

resulting mixture is fed into the gas stream via an MFC 

The MFCs in use are “MF-1” manufactured by MKS. They have a repetition error (precision) 

of 0.2 % F.S. (full scale) and a control range of 2 to 100 % F.S. In the system, they are usually 

not opened below 5 % F.S. to provide a safety margin. We use 500 ml/min F.S. for high flows 

like carrier gas, humidity, and dilution, and 20 ml/min F.S. for gas dosage. 

Especially the precision, i.e. the “noise”, of the measurement is of interest. Gas concentration 

is proportional to gas flow, so that the precision can be computed as: 

precision =
0.2 % ⋅ F.S.

current flow
 

This leads to precision values of 4 % to the lowest possible flow (and concentration), and 0.2 % 

for the highest possible flow (and concentration). For most gases, the whole flow range had 

been used, with the exception being the background mix of CH4, CO, and H2, for which the 

MFC was opened slightly below 5 %, resulting in a precision of also 5 %. 

For pre-dilution lines, the mixing stage introduces additional uncertainty in terms of target gas 

concentration 𝑐, generated from the bottle concentration 𝑐0, which can be quantified as: 

𝑐

𝑐0
=

�̇�1

�̇�1 + �̇�2
 

precision = |
𝜕𝑐

𝜕�̇�1
Δ𝑞1| + |

𝜕𝑐

𝜕�̇�2
Δ𝑞2| = |

�̇�2

(�̇�1 + �̇�2)2
Δ�̇�1| + |

�̇�1

(�̇�1 + �̇�2)2
Δ�̇�2| 

Here, �̇�1 is the flow through the 20 ml/min target gas MFC, and �̇�2 is the flow through the 

500 ml/min dilution MFC. With these values, the maximum concentration error is about 0.08 % 

and, thus, mostly negligible. 
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The precision for permeation gas lines is similar to direct gas lines. It should be noted that the 

accuracy for permeation tubes is rather poor with an uncertainty given by the manufacturer of 

up to 50 %. This difference is, however, constant over the whole measurement and adds only 

an (in this case insignificant) systematic error and no random noise. 

The BAM system uses larger gas volumes and mixing times compared to the LMT system, so 

that random errors are mostly cancelled out over time. To estimate the error in the analytical 

measurements, the concentration of each substance was determined twice at each exposure. The 

difference between the two measurements is typically below 1 µg/m³ and never exceeds 

5 µg/m³. The differences are given in Tab. S2. 

In both systems, additional systematic and random errors of around 1 % for RH can arise from 

ambient temperature fluctuations (22 °C ± 1 °C). 

 

Tab. S2. Differences between the results of two repeated analytical measurements for each substance and exposure 

at BAM. 

 
 

Supplied VOC concentration / µg/m³ 

Exposure   Formaldehyde Benzene Naphthalene  Toluene Hexanal n-Decane Limonene α-Pinene n-Dodecane 

#  CAS-No. 50-00-0 71-43-2 91-20-3  108-88-3 66-25-1 124-18-5 138-86-3 80-56-8 112-40-3 

B1   61 ± 2.5 8 ± 0.8 18 ± 0.8  8 ± 0.5 61 ± 5.0 17 ± 0.0 3 ± 0.2 55 ± 2.5 47 ± 1.7 

B2   23 ± 3.0 4 ± 0.3 19 ± 0.2  8 ± 0.1 61 ± 1.4 17 ± 0.4 3 ± 0.0 53 ± 2.3 49 ± 1.2 

B3   96 ± 0.5 0 19 ± 0.2  8 ± 0.2 61 ± 0.8 17 ± 0.3 4 ± 0.3 60 ± 0.7 48 ± 2.3 

B4   0 11 ± 0.2 19 ± 0.2  8 ± 0.0 63 ± 1.3 17 ± 0.3 3 ± 0.2 62 ± 0.3 48 ± 0.7 

B5   0 0 18 ± 0.3  8 ± 0.5 62 ± 1.0 17 ± 0.2 4 ± 0.5 58 ± 0.7 50 ± 1.0 
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B. Results with similar sensor system 

 

Fig. S8. (a) Poor prediction of the test data with the LMT model (formaldehyde quantification) for the sensor 

system with diffusion-based measurement chamber and LOG112. (b) Including B4 and B5 cannot eliminate the 

drift during the B3 exposure, but leads, otherwise, to a significantly improved model with an RMSEP of 458 ppb 

(111 ppb without B3). We chose more components than suggested by the stopping criterion (3) because the 

RMSECV was consistently lowered by including more components. 

 

Fig. S9. (a) Poor prediction of the test data with the LMT model (TVOC) for the sensor system with diffusion-

based measurement chamber and LOG112. (b) Including B5 leads to a much better model with an RMSEP of 

258 µg/m³. We chose more components than suggested by the stopping criterion (3) because the RMSECV was 

consistently lowered by including more components. 
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Abstract: More and more metal oxide semiconductor (MOS) gas sensors with digital interfaces are
entering the market for indoor air quality (IAQ) monitoring. These sensors are intended to measure
volatile organic compounds (VOCs) in indoor air, an important air quality factor. However, their
standard operating mode often does not make full use of their true capabilities. More sophisticated
operation modes, extensive calibration and advanced data evaluation can significantly improve VOC
measurements and, furthermore, achieve selective measurements of single gases or at least types
of VOCs. This study provides an overview of the potential and limits of MOS gas sensors for IAQ
monitoring using temperature cycled operation (TCO), calibration with randomized exposure and
data-based models trained with advanced machine learning. After lab calibration, a commercial
digital gas sensor with four different gas-sensitive layers was tested in the field over several weeks.
In addition to monitoring normal ambient air, release tests were performed with compounds that
were included in the lab calibration, but also with additional VOCs. The tests were accompanied by
different analytical systems (GC-MS with Tenax sampling, mobile GC-PID and GC-RCP). The results
show quantitative agreement between analytical systems and the MOS gas sensor system. The study
shows that MOS sensors are highly suitable for determining the overall VOC concentrations with
high temporal resolution and, with some restrictions, also for selective measurements of individual
components.

Keywords: MOS; metal oxide semiconductor gas sensor; VOC; volatile organic compounds; IAQ;
indoor air quality; randomized gas mixtures; selective; SGP30; quantification

1. Introduction

Air pollution is one of the main environmental concerns in Europe and worldwide
with outside and indoor air contributing similarly to the overall burden of disease according
to the EU project Healthvent [1]. In recent years, indoor air quality has gained increasing
relevance and awareness of its importance is rising [2]. Quality in this context includes
many parameters, from temperature to particles to volatile organic compounds (VOCs) and
others [3]. With technology becoming cheaper and Internet of Things (IoT) devices being
available to a broader public, measurement systems for every parameter are in demand.

For indoor air quality assessment carbon dioxide (CO2) is the de facto standard
because it provides reliable results due to the physical measurement principle. As humans
emit a cocktail of VOCs [4–6], and this is mainly responsible for poor air quality in indoor
situations, a CO2 measurement is often referred to as indirect VOC measurement based on
the studies of Pettenkofer [7]. However, this approach neglects other VOC sources such
as furniture and building materials as well as those coming from human activities like
cleaning or cooking [8]. Furthermore, these sensors are relatively large, power-hungry,
and expensive compared to metal oxide semiconductor (MOS) gas sensors, especially

Atmosphere 2021, 12, 647. https://doi.org/10.3390/atmos12050647 https://www.mdpi.com/journal/atmosphere



 

184 

 

  

Atmosphere 2021, 12, 647 2 of 22

in the context of IoT. MOS sensors provide excellent sensitivity and a broad response
spectrum covering almost all kinds of VOCs [9,10]. Due to their broad sensitivity spectrum,
most commercially available sensors provide a sum signal often designated as total VOC
(TVOC) concentration [11]. However, permanent gases like hydrogen (H2) or carbon
monoxide (CO) could also contribute to this sum signal as MOS sensors often show high
sensitivity towards these gases [12]. Moreover, chemical sensors can change their chemical
properties during operation due to irreversible reactions, so drift is often reported [13].
The latest sensor models offered by different manufacturers are typically smaller than
3 × 3 × 1 mm3, require less than 10 mW of power and include integrated electronics
offering a direct digital interface allowing simple integration in various (IoT) devices. Some
of these sensors [11,14] use multiple gas-sensitive layers to provide an even wider response
spectrum and allow multisensor evaluation. With more sophisticated data treatment and
more complex operation modes, like temperature cycled operation (TCO), it is possible to
improve the selectivity of these sensors [15–17]. This was often shown in lab measurements
and first studies on inter-laboratory comparisons are available [18], but proof concerning
the feasibility of such an approach and its stability in the field is missing. Before a broader
public can use the sensors and benefit from their results, the performance needs to be
ensured in field studies with comparisons to analytical instrumentation.

We present a study on selective VOC measurements with MOS sensors and their
stability in a real-world scenario. A multilayer sensor combined with TCO is used to
achieve good selectivity. The capabilities of this low-cost approach for determining the
overall VOC concentration independent of interference by ambient humidity, CO and H2
and also selective quantification of single gases are evaluated. After calibration in the lab,
the sensors were installed in an office where several release tests of different substances
were conducted to prove the ability to selectively detect and quantify certain VOCs; a
method that could also be used as a simple functionality test for the general public. The
lab calibration was repeated twice after several weeks of operation each to evaluate the
drift of the sensor elements and stability of the model prediction.

2. Materials and Methods
2.1. Experimental Setup

All measurements in this study were performed with sensor hardware designed in-
house. The sensor hardware is based on a microcontroller board (Teensy 4.0, Pjrc.com
LLC, Sherwood, Oregon, USA), which communicates with an SGP30 sensor (Sensirion AG,
Stäfa, Switzerland) via I2C interface. The SGP30 multilayer MOS sensor contains four gas-
sensitive layers on a common MEMS micro hotplate [11]. It is possible to digitally program
the sensor to set the temperature from 100 ◦C to 425 ◦C in 25 ◦C steps and to synchronously
read out the resistance of the four different layers. The commands for temperature control
and resistance readout are not described in the sensor datasheet and were provided by
Sensirion under a non-disclosure agreement. Our sensor hardware allows us to operate the
sensor in TCO mode and readout of the layers’ resistances and transfer the data to a PC
with a sample rate of 20 Hz. The selected temperature cycle (TC) comprises 10 temperature
jumps from high to low temperature [19,20]. Figure 1 shows the TC with 10 steps at 400 ◦C
with a duration of 5 s each are followed by different low-temperature steps, which are set
to 100, 125, 150, 175, 200, 275, 300, 325, 350 and 375 ◦C with a duration of 7 s each resulting
in a total duration of the TC of 120 s. The SGP30 sensors were installed in sensor chambers
(alumina and polytetrafluoroethylene). The sensor systems including electronics were
mounted on a trolly with PC and monitor allowing us to move them from the laboratory to
the field test room and back. The trolly carries a flow-regulated micro pump drawing room
air through the sensor chambers for the field tests, to ensure similar flow conditions over
the sensor in the field as during calibration in the laboratory.
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Figure 1. Temperature cycle of the SGP30.

The calibration measurements were done with our custom-built gas mixing apparatus
(GMA), which is described in detail in [21]. Figure 2 shows a schematic overview of the
GMA and the connection to the sensor hardware. The GMA is based on the principle
of dynamic mass flow injection of different test gases into a carrier gas flow. The carrier
line consists of two 500 mL/min mass flow controllers (MFC), one for dry and one for
humidified zero air, for a dynamic humidity setting. Zero air is generated by a GT PLUS
15000 ULTRA-ZERO Air Generator (Schmidlin Labor + Service GmbH & Co. KG, Dettingen,
Germany) with different filter steps to remove water vapor, carbon mon-/dioxide, VOCs,
nitrogen oxide (NOx), sulfur oxide (SOx) and ozone. For humidification, dry zero air is
passed through a wash bottle filled with HPLC-grade water followed by a filter to remove
particles and droplets. Both the wash bottle and filter are kept at 20 ◦C (thermostat) to
keep the humidity level constant. To achieve reliable low concentrations of the test gases,
we use test gas cylinders with concentrations of at least 100 ppm of the target gas in
synthetic air with a purity of >99.999% and, if required to achieve low concentrations below
1 ppm, add a predilution step before injection into the carrier flow. For the predilution,
the test gas flow from the gas cylinder is diluted once with zero air by two MFCs with
10 or 20 mL/min for the test gas and 500 mL/min for zero air. The test gas from the
gas cylinder or the diluted test gas is injected into the carrier gas with another MFC
(10/20 mL/min). The GMA includes one test gas line for direct injection and five test gas
lines with integrated predilution. The total flow entering the sensor chambers is always
kept constant. Therefore, we can dynamically mix six different test gases and humidity in
one measurement. In addition to the SGP30 described here, further sensor systems were
included in the measurement campaign. To avoid crosstalk between the sensors due to
reactions on the sensor elements, the total volume flow of 300 mL/min was divided into
four parallel flows using restrictions (1/16“, 20 cm), resulting in 75 mL/min per line. The
total flow after the sensor chambers is measured with a mass flow meter (MFM) to ensure
the tightness of the system.
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Figure 2. Schematic overview of the calibration setup with the gas mixing apparatus and the sensor systems.

The field tests are accompanied by three different analytical methods. All three
systems are based on gas chromatic separation with different detectors.

1. Thermo desorption gas chromatography-mass spectrometry (TD-GC-MS, Markes
International Ltd, Llantrisant, Wales, UK, Thermo Fisher Scientific Inc., Waltham, MA,
USA), similar to ISO 16000-6. TENAX® tubes were sampled with room air for 10 min
at 50 mL/min. This system was used to quantify toluene during the release tests.
The TD-GC-MS was calibrated in the same way with known concentrations from the
GMA (7 tubes with 50–500 ppb toluene). The calibration was done 3 days before the
specific release test. LOQ is smaller than 50 ppb, and the uncertainty is estimated to
be 20%, based on the gas cylinder and the sampling method;

2. Peak Performer 1 (Peak Laboratories LLC, Mountain View, CA, USA), a gas chromato-
graph with a reducing compound photometer as detector (GC-RCP), allows selective
quantification of hydrogen with a LOD of 10 ppb and a resolution of 10% of reading
or LOD (whichever is higher). The Peak Performer 1 requires nitrogen or another
inert carrier gas from a pressure cylinder and provides a time resolution of 3.6 min;

3. Dräger X-pid 9500 (Dräger Safety AG & Co KGaA, Lübeck, Germany), a portable
GC-PID offering a broad range of measured gases including acetone (LOQ: 500 ppb,
LOD: 170 ppb), toluene (LOQ: 1000 ppb, LOD: 330 ppb), isopropyl alcohol (LOQ:
3000 ppb, LOD: 1000 ppb), and xylene (LOQ: 3000 ppb, LOD: 1000 ppb). The X-pid
9500 requires a daily function test with a test gas cylinder (10 ppm isobutene and
10 ppm toluene). Depending on the selected gases, a single measurement requires
2–3 min.
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2.2. Calibration and Recalibration in the GMA

The aim of the calibration is to achieve a reliable mathematical model for the prediction
of different VOC, interfering gases, and sum signals, e.g., the sum of all VOCs in indoor air,
in our field tests from the multi-dimensional gas sensor data. Analytic studies of VOCs in
indoor air show that more than 400 different VOCs representing more than 14 chemical
classes can be found in indoor air [22,23]. Studies on other substances besides VOC in
indoor air are less diverse. From previous studies, we learned that hydrogen and carbon
monoxide, which have a strong influence on MOS sensors, both show large variations in
indoor air [24,25]. It is obviously not feasible to include all VOCs or interfering substances
in the calibration, therefore a reduced substance list for the calibration strategy is needed.
For the calibration, we are restricted to six different gases due to the used GMA. The
following criteria were defined to select a reduced list of substances:

1. Divide the list of VOCs found in studies in indoor environments into the most com-
mon chemical classes (also named substance types or groups): alcohols, aldehydes,
alkanes, alkenes, aromatics, esters, glycols and glycol ethers, halocarbons, ketones,
siloxanes, terpenes and organic acids;

2. Sort the chemical classes according to their total concentrations;
3. For each chemical class, select the substance with the highest concentration.

The idea behind this approach is the assumption that most substances of a certain
chemical class react similarly on the sensor surface, therefore one single gas could represent
each class. However, it is difficult to verify this assumption based on reaction similarity
because this would have to be assessed for each sensor model and hundreds of gases. On
the other hand, if the assumption is true, it would mean that compounds are difficult to
quantify selectively. In addition, the substance occurring with the highest concentration
may not be the most reactive on the sensor. This means that substances with lower
concentrations can still generate a higher sensor response. The behavior still needs to be
investigated in more detail. Table 1 shows the 90th and 95th percentile concentration values
determined from the analytical studies for the eight chemical classes with the highest
sum concentration.

Table 1. 90th (P90) and 95th (P95) percentile sum concentration in µg/m3 and ppb (calculated from
the individual substances dominating for each chemical class) for the eight chemical classes with the
highest sum concentrations as determined from analytical studies [22,23] in alphabetical order. The
substance in parentheses is the representative with the highest concentration for this chemical class.

Chemical Class
(Representative) P90 in µg/m3 (ppb) P95 in µg/m3 (ppb)

Alcohols (Ethanol) 320 (~170) 520 (~790)

Aldehydes (Formaldehyde) 340 (~270) 480 (~390)

Alkanes (n-Hexane, n-Heptane) 180 (~50) 350 (~90)

Aromatics (Toluene) 190 (~50) 370 (~90)

Esters (Ethyl acetate) 140 (~30) 280 (~70)

Ketones (Acetone) 250 (~100) 420 (~170)

Terpenes (Limonene, α-Pinene) 170 (~30) 330 (~60)

Organic acid (Acetic acid) 150 (~60) 240 (~100)

The chemical classes with the highest sum concentrations are alcohols, aldehydes, and
ketones, followed by alkanes, aromatics, terpenes, and organic acid in similar magnitude.
We selected ethanol (alcohols), formaldehyde (aldehyde), acetone (ketones) and toluene
(aromatics) as the four VOC representatives for calibration. In addition, we included
hydrogen and carbon monoxide as interfering gases for the calibrations.
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The calibration strategy is based on randomized gas mixing as described in [26]. The
aim of the strategy is to calibrate the sensor with a more realistic measurement including
masking effects and other gas interactions. Therefore, statistically distributed gas profiles
with unique randomized gas mixtures are measured, and not only single gases with
ascending concentrations compared to classical sequential calibration. For the calibration,
a randomized gas mixture profile was generated. The distribution is based on Latin
Hypercube sampling [27] for each target substance, with the aim to achieve low correlation
coefficients between the various target substances. The gas mixture profile was run in the
GMA and each gas mixture was kept constant for 20 min or 10 sensor T-cycles at a total
flow of 300 mL/min.

We defined concentration ranges based on the analytical studies describing VOC
concentrations in empty rooms (background) as well as literature values [28,29] for the
interfering gases, cf. Table 2.

Table 2. Background concentration ranges for different substances in the initial calibration and the
resulting range for VOCsum calculated from the single VOCs (Acetone, Toluene, Formaldehyde
and Ethanol).

Substance Min. Max.

Carbon Monoxide 150 ppb 2000 ppb

Hydrogen 400 ppb 2000 ppb

Humidity 25 %RH 70 %RH

Acetone 14 ppb 300 ppb

Toluene 4 ppb 300 ppb

Formaldehyde 1 ppb 400 ppb

Ethanol 4 ppb 300 ppb

VOCsum 300 ppb 1200 ppb

Note that the analytical studies are based on average measurements (sampling time >1 h)
according to ISO16000-6 in empty rooms. This results in considerable differences between
analytical reference measurements according to the ISO standard and actual real-time mea-
surements with MOS sensors in occupied rooms. Therefore, the concentration ranges are
likely to be underestimated because emissions from people in the room as well as during,
e.g., cooking and cleaning, are not considered. For the field tests, we performed different
release tests to verify the quantification performance and to compare the MOS sensor
system with analytical instruments. To cover the higher concentration range during these
tests, additional calibration with a larger concentration range for a single gas was added
to the calibration scheme, while the range for the remaining gases was kept to the back-
ground concentration. The extended calibration schemes for single gases included acetone
(14–1000 ppb), toluene (4–1000 ppb), ethanol (4–1000 ppb) and hydrogen (400–4000 ppb)
as these four gases were to be used in the release tests.

To test our assumption that a single compound could represent all VOCs of its chemical
class we performed additional measurements substituting some gases; in the first test
we replaced formaldehyde with acetaldehyde and, in a second, we additionally replaced
toluene with benzene for a limited number of gas exposures. At the end of the measurement
campaign, we also tested m/p-xylene as another representative for aromatic compounds
and limonene as an example of a chemical class (terpenes) not previously included in the
calibration. Table 3 gives an overview of the entire measurement campaign with pre-tests,
initial calibration, recalibrations, and field test periods.
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Table 3. Overview of all performed measurements in the laboratory.

Measurement Description Unique Gas Mixtures

Pre-tests
background with acetaldehyde instead of formaldehyde 60

background with acetaldehyde instead of formaldehyde and benzene
instead of toluene 15

Initial calibration

background only 100

background with modified acetone range: 14–1000 ppb 100

background with modified toluene range: 4–1000 ppb 100

background with modified ethanol range: 4–1000 ppb 100

background with modified hydrogen range: 400–4000 ppb 100

1st field test period (4 weeks)

1st Recalibration

background only 100

background with modified acetone range: 14–1000 ppb 100

background with modified toluene range: 4–1000 ppb 100

background with modified ethanol range: 4–1000 ppb 100

background with modified hydrogen range: 400–4000 ppb 100

2nd field test period (3 weeks)

2nd Recalibration

background only without toluene * 100

background only with m/p-xylene instead of toluene 50

background only with limonene instead of toluene 50

* The measurement was performed without toluene due to the delayed delivery of a test gas cylinder.

2.3. Field and Release Tests

The field tests were performed in a regular office in our building (Figure 3). The office
has a floor area of 3.5 m × 6.3 m and a height of 2.8 m, thus a total volume of 61.8 m3

(Room 2.30 in [30]). The room contains one door to a long corridor and, on the opposite
side, one window. The furnishing includes one wall cabinet, three desks, three office chairs
and two shelves. The flooring is carpet and the walls are wallpapered and painted. Due to
the age of the furnishing, flooring and wall coverings of over 20 years, we did not expect
high VOC emissions in this office. After the field tests, VOC analysis according to ISO
16000-6 and very volatile organic compound (VVOC) analyses, evaluated by a certified
laboratory, obtained a TVOC concentration of 130 µg/m3 in the room. The substances
with the highest concentrations were n-hexadecane (25 µg/m3) and acetic acid (9 µg/m3).
Two VVOCs were reported at the highest concentrations: 2-propanol with 66 µg/m3 and
ethanol with 21 µg/m3. Probably due to the current COVID-19 pandemic, an increased
use of disinfectants based on 2-propanol and ethanol contributed to this result. Figure 3
shows a schematic top view of the room indicating the locations of the measurement trolly,
the location for the release tests and a fan to ensure continuous air circulation in the room.

VOC release tests were performed via evaporation of a certain volume of the target
compound liquid at the location marked in Figure 3. The expected increase in concentration
during the evaporation can be estimated with Equation (1):

∆Ctarget = Vtarget,gas/Vroom (1)

Vroom is the volume of the room and Vtarget,gas is the volume of the VOC after evaporation.
Vtarget,gas can be calculated with Equation (2), where n is the amount of substance, R the
gas constant, T the room temperature, p the pressure, M the molar mass, m the released
VOC mass, ρ the density and Vtarget, liquid the volume of the VOC in liquid form:

Vtarget, gas = n · R · T · p−1 with n = m/M and m = ρ/Vtarget, liquid (2)
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Note that the increase of the concentration according to Equation (1) is a theoretical
value assuming homogeneous distribution in a sealed room without air exchange. The
release tests have an estimated uncertainty of 10%, due to the accuracy of the pipette and
the handling of the liquid (e.g., evaporation during the process).

Figure 3. Schematic top view of the field test room, a standard office in our building. The locations of
the trolly containing sensor systems and analytical measurements, release test and a fan are indicated
(modified from [30]).

Furthermore, hydrogen was released at the same location from a pressure cylinder
with a concentration of 2000 ppm in the air at a constant rate of 500 mL/min controlled
by a mass flow controller for different durations. The estimated uncertainty is 4%, due to
the dominating accuracy of the used gas cylinder compared to the accuracy of the MFC
and time measurement. To be more comparable to the analytical studies, the field tests
were performed without human presence as much as possible. However, the room had
to be entered briefly for ventilation after release tests as well as to allow operation of the
analytical systems or to collect samples. Analytical measurements were performed at the
same location as the sensor measurements, cf. Figure 3.

2.4. Data Evaluation

Data evaluation of the gas sensor data is performed with the open-source software
DAV3E [31]. Figure 4 shows the flowchart of the data evaluation. The data evaluation is
divided into two parts. The first part (left) is the calculation of the initial regression model
(IRM) with feature selection and hyperparameter optimization. The second part (right)
is the calculation of a drift compensated regression model (DCRM) with an additional
recalibration dataset.

Both parts of data evaluation start with data preprocessing and feature extraction. We
excluded the first four and the last temperature cycle in each gas exposure in the datasets
to ensure stable gas mixtures, thus each tested gas mixture yields five patterns for data
evaluation. The raw signal of the SGP30 is the sensor resistance of each layer. Based on our
model concept for MOX gas sensors in TCO [19,20], the optimal signal for data evaluation
is the logarithmic sensor conductance. Therefore, the preprocessed data is the common
logarithm of the reciprocal sensor resistance. In the feature extraction, we divide each cycle
into 120 equidistant segments. For each segment, mean and slope is calculated resulting
in 240 features for each gas-sensitive layer of the SGP30 and a total of 960 for the sensor
with 4 layers. Since, in some cases, the measurement range of the SGP30 is exceeded at low
temperatures the features of those segments are excluded.
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Figure 4. Flowchart of the data evaluation for an initial and drift-compensated regression model.

For the initial calibration, the dataset is split into trainings (80%) and testing (20%).
Dimensionality reduction is performed by feature selection. In the feature selection, the
300 highest ranked features are selected with feature ranking. Feature ranking is done
by (ordinary) least squares regression (LSR) with recursive feature elimination (RFE) to
determine the relative weights or the importance of all features. The features are sorted
according to their linear coefficients. A flowchart of the feature ranking can be found
in the Appendix A (Figure A1). In the next step, we use partial least square regression
(PLSR) as a learning algorithm for the regression model. For hyperparameter optimiza-
tion (number of PLSR components nPLSR and number of the features nfeature), 10-fold
group-based cross-validation [32] is performed, where the folds are determined based
on gas exposures and not on individual temperature cycles. This ensures that complete
gas exposures are used as validation data, i.e., the validation does not only check for
overfitting but also for the ability of the model to correctly interpolate between various gas
mixtures. A flowchart of the learning algorithm with k-fold cross-validation and hyper-
parameter optimization can also be found in the Appendix A (Figure A1). Iteratively, for
each combination of (nPLSR, nfeature, ifold) a PLSR model is calculated with 1 to 20 PLSR
components, 1 to 300 features and 10 folds. The root mean square error of validation for
the initial regression model (RMSEVIRM) is calculated as the mean over all folds for each
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combination (nPLSR, nfeature). The optimal combination of PLSR components and features
is determined from the resulting RMSEVIRM matrix with a dimension of 20 × 300 (number
of PLSR components × selected features). Therefore, we defined a criterion to find a stable
and good model with a small number of dimensions: MinOneStd [26]. MinOneStd searches
the absolute minimum of the matrix and adds the standard deviation as the threshold. The
combination with the minimum product of number of features, times PLSR components,
where the RMSEVIRM is smaller than this threshold, is selected as the optimal combina-
tion. With this optimal combination, 20% holdout of the dataset is tested to determine the
root-mean-square error of testing (RMSETIRM).

To compensate for the drift of the sensor, a regression model is calculated with the
additional recalibration dataset (initial calibration and only background of 1st recalibration),
but without new feature ranking and hyperparameter optimization. The data preprocessing
and feature extraction are the same as for the initial calibration. The data is also split in the
training (80%) and testing dataset (20%) for statistics. Features are sorted with the trained
feature ranking from the initial calibration. The PLSR model is trained with an optimized
hyperparameter from the initial calibration and the resulting RMSEVDCRM is calculated.
With the new regression model, 20% holdout of the dataset is tested to determine the
RMSETDCRM.

3. Results

Results for hydrogen calibration and field tests including a comparison to the analyti-
cal instrument were recently published [25]; in this contribution, we focus primarily on
selective VOC quantification and the overall VOC concentration, VOCsum.

3.1. Calibration and Recalibration

For the generation of the prediction models for different targets, we used the dataset
of the initial calibration and first recalibration (background only, i.e., without higher
concentration exposures). One sensitive layer of the SGP30 gas sensor shows a small drift
of the raw signal (logarithmic resistance) over time. Therefore, to compensate for this,
but also other drift effects which are not as obvious, a part of the first recalibration after
four weeks was included in the calibration data to optimize the model for drift stability as
previously reported [33]. Figure 5 shows different prediction models for VOCsum proving
this approach using extended calibration to compensate drift: (a) and (b) trained with
the initial calibration dataset only and (c) trained with extended calibration set (initial
calibration combined with background only of the 1st recalibration). Figure 5a shows
a stable and linear VOCsum prediction model for training data and test data, i.e., 20 %
holdout of the calibration dataset. Prediction of the 1st recalibration dataset reveals good
linear correlation, but with an offset of approx. 200 ppb and a somewhat larger RMSET,
Figure 5b. By extending the training dataset with the first part of the 1st recalibration
(background only, i.e., only low concentrations) the model in Figure 5c is obtained. It yields
comparable prediction results as the initial calibration, Figure 5a, also for the additional gas
exposure with higher concentrations from the 1st recalibration and for the 2nd recalibration.
Compared to Figure 5b, the offset between the training and testing data is eliminated, only
the RMSET is approx. doubled. Thus, the extended calibration provides a stable model
for the VOCsum prediction for the total duration of this study, i.e., at least 11 weeks. The
prediction models of the other target gases reveal similar results. Figure 6 provides an
overview of the RMSE of all prediction models for the 10-fold validation and 20% holdout
testing for the initial and the drift compensated PLSR model. The smallest RMSE values
are achieved for acetone with approx. 10 ppb followed by formaldehyde, ethanol, and
toluene with 20–35 ppb for validation and testing in the initial calibration. The RMSEs for
the models of hydrogen and VOCsum are in the range of 30–40 ppb. The worst prediction is
obtained for carbon monoxide with an RMSE of approximately 80 ppb, because no sensitive
layer of the SGP30 shows a high sensitivity to carbon monoxide. The drift compensated
model compared to the initial PLSR model shows similar RMSE values for acetone, toluene,
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hydrogen, and VOCSUM. Ethanol, formaldehyde, and carbon monoxide show slightly
higher RMSE values. For formaldehyde, it can be probably be explained with the gas
cylinder change between the initial and the 1st re-calibration. The formaldehyde cylinders
have a large systematic uncertainty of nearly 20% and in previous investigations [34] we
saw the same behavior. Compared to the tested target ranges for the single VOCs we
achieved a dynamic range [26] between 10 to 20 even for the low background level with
300–400 ppb; the highest dynamic range (>100) is achieved for hydrogen with an RMSET
of approx. 35 ppb for concentrations up to 4000 ppb. In Table 4 the RMSETDCRM and the
estimated accuracy and precision of the GMA are shown. The accuracy and precision
depend on the MFC opening settings during the measurement. Therefore, the ranges—in
percent of the set concentration and in parts per billion (ppb)—are shown. The GMA
accuracy is dominated by the gas pressure cylinders. The RMSEDCRM is larger compared
to the expected precision of the GMA. This indicates that the uncertainty of the models is
due to cross-sensitivity to the other gases or other sensor effects, but not from the GMA.

Figure 5. PLSR model for quantification of VOCsum for (a) training and testing with data from the initial calibration (initial
regression model), (b) training with initial calibration, testing with 1st recalibration, (c) the drift compensated regression
model (training with initial calibration plus background only of the 1st recalibration), testing with extended range data
from 1st recalibration as well as 2nd recalibration. Dashed lines indicate the root-mean-square-error of validation (RMSEV)
based on the training data set and of testing (RMSET), respectively.

Figure 6. RMSE of the models for different target VOCs for the initial (RMSEVIRM, RMSETIRM) and the drift compensated
regression model (RMSEVDCRM, RMSETDCRM). For each model RMSEV for 10-fold validation during training (error bars
indicate the standard deviation of the RMSEV for the different folds) and testing (20% holdout).
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Table 4. RMSETDCRM for different prediction models and the accuracy and precision of the calibration measurements. The
accuracy and precision depend on the MFC settings during the measurement. The accuracy is dominated by the used gas
pressure cylinders, which have an accuracy of between 3 and 20%.

Substance RMSEDCRM in ppb GMA Accuracy 1 in % (ppb) GMA Precision 1 in % (ppb)

Acetone 13.6 5.0–6.5 (1–50) 0.7–4.1 (1–6)

Toluene 25.5 2.1–2.8 (0.1–23) 0.5–1.8 (0.1–10)

Formaldehyde 31.3 20.0–20.3 (0.3–82) 0.6–3.5 (0.1–10)

Ethanol 29.6 3.1–4.7 (0.2–35) 0.6–3.5 (0.2–17)

VOCsum 32.5 1.8–15 (8–93) 0.6–1.8 (2–19)

Carbon Monoxide 83.6 2.2–4.2 (6–49) 0.9–3.7 (6–20)

Hydrogen 37.0 2.1–3.9 (16–85) 0.5–3.3 (14–23)
1 Accuracy and precision are calculated by the propagation of uncertainty from the accuracy and precision of the MFCs and gas cylinder
used for the calibration measurements.

3.2. Field Tests

During the time in the field, we performed 17 release tests, mostly by evaporation of
VOCs, but also using test gas bottles and MFCs as well as burning a tea candle. Table 5
provides an overview of all release tests giving the start time, substance, type of release and
the idealized concentration increase in the room calculated using Equation (1). A complete
list of all events, including persons entering the room, ventilation etc. is given in Table A1.

Table 5. Overview of calibration, recalibration, and all release tests. The complete list of all events is given in Table A1.

Release Event Time Substance (Type of Release) Released Amount of Substance (Approx.
Increase in Room Conc.)

Pre-tests and Initial calibration

1 11 06 October, 17:42 Hydrogen (MFC, gas cylinder) 2000 ppm @ 500 mL/min for 62 min
(~1 ppm ± 4%)

2 12 07 October, 16:01 Hydrogen (MFC, gas cylinder) 2000 ppm @ 500 mL/min for 124 min
(~2 ppm ± 4%)

3 16 13 October, 15:00 Toluene (MFC, gas cylinder) 100 ppm @ 500 mL/min for 497 min
(~300 ppb ± 10%)

5 22 16 October, 14:50 Acetone (evaporation)
Toluene (evaporation)

0.114 mL (~600 ppb ± 10%)
0.164 mL (~600 ppb ± 10%)

6 23 16 October, 18:00 Acetone (evaporation)
Toluene (evaporation)

0.114 mL (~600 ppb ± 10%)
0.164 mL (~600 ppb ± 10%)

1st Recalibration

7 28 02 November, 16:50 Toluene (evaporation) 0.164 mL (~600 ppb ± 10%)

9 32 04 November, 16:22 Acetone (evaporation) 0.114 mL (~600 ppb ± 10%)

10 34 05 November, 15:10 Acetone (evaporation)
Toluene (evaporation)

0.114 mL (~600 ppb ± 10%)
0.164 mL (~600 ppb ± 10%)

11 36 06 November, 10:03 Limonene (evaporation) 0.251 mL (~600 ppb ± 10%)

12 39 09 November, 18:00 Ethanol (evaporation) 0.1 mL (~664 ± 10%)

13 41 10 November, 14:30 Isopropyl alcohol
(evaporation) 0.12 mL (~600 ppb ± 10%)

14 43 11 November, 15:49 m/p-Xylene (evaporation) 0.189 mL (~600 ppb ± 10%)

15 45 12 November, 15:08 Toluene (evaporation)
m/p-Xylene (evaporation)

0.164 mL (~600 ppb ± 10%)
0.189 mL (~600 ppb ± 10%)
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Table 5. Cont.

Release Event Time Substance (Type of Release) Released Amount of Substance (Approx.
Increase in Room Conc.)

16 47 13 November, 14:30
Acetone (evaporation)
Toluene (evaporation)
Ethanol (evaporation)

0.114 mL (~600 ppb ± 10%)
0.164 mL (~600 ppb ± 10%)
0.1 mL (~664 ppb ± 10%)

17 50 16 November, 17:06 Hydrogen (MFC, gas cylinder) 2000 ppm @ 500 mL/min for 134 min
(~2 ppm ± 4%)

18 52 17 November, 18:24 Ethanol (evaporation) 0.1 mL (~664 ppb ± 10%)

19 54 19 November, 12:02 Carbon monoxide etc. (tea
candle) 4 h burn time

2nd Recalibration

The presented signals are based on the drift compensated PLSR model (DCRM). Note,
that with this model, we are using the future to predict the past for the first field tests
(release #1–#6). The release tests in the second field test (release #7–#19) were all conducted
after the 1st recalibration.

Figure 7 shows results recorded during release tests for toluene (release test #7),
acetone (#9), ethanol (#10), and the simultaneous release of all three (#16). In a sealed
room with homogeneous distribution, the release of 0.164 mL toluene should lead to an
increase of the toluene concentration of approx. 600 ppb ± 10 %. Since the amount released
and the homogeneous distribution in the room may vary, there may be deviations in
the level of the expected concentration. With the start of the toluene release, the MOS
sensor model for toluene indicates a quick increase from nearly zero to 620 ppb. After full
evaporation of the toluene, the model prediction slowly decreases again over several hours.
The X-pid 9500 shows a similar course of the toluene signal as the MOS sensor model, but
~150 ppb higher; the increase vs. the base level before release is approx. 700 ppb. Note
that the manufacturer gives a limit of quantification (LOQ) for toluene of 1000 ppb. The
model predictions for the other target gases show only small changes with the onset of the
evaporation and nearly constant results afterward. Only the VOCsum model indicates an
increase of approximately 600 ppb, thus a consistent prediction. Note that calculating the
sum of the four individual VOC model predictions (dashed line) yields a similar increase
with a small offset of approx. 50 ppb. No statement can be made about the true absolute
concentration since these releases were not accompanied by any analytical reference for
this concentration range. However, the MOS sensor model and X-pid 9500 show similar
signals in the same order of magnitude of the expected concentration for the release tests.

Similarly, the release of acetone and ethanol show an increase in the corresponding
prediction models. The acetone model with a higher base level of approximately 120 ppb
indicates an increase of 350 ppb to a peak value of 570 ppb. The same increase can be
observed in the VOCsum model as well as the calculated sum of the individual VOC signals.
Again, the other model does not show a reaction and remains nearly constant, except for
carbon monoxide and hydrogen. Carbon monoxide shows an increase of nearly 150 ppb
after the start of evaporation and hydrogen increases during the acetone signal decrease.
Note that, during the field tests, the hydrogen signal shows more variations than all other
models [25]. Similar to toluene, the acetone signal of the X-pid 9500 shows a higher increase
of the concentration but confirms the course vs. time.
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Figure 7. Results recorded during four release tests with toluene (a), acetone (b), ethanol (c), and the simultaneous release
of toluene, acetone, and ethanol (d). The upper graphs show the PLSR prediction of the MOS sensor model for the released
gases and, if available, reference data (dots); all other signals are shown in the lower graphs. The signals are smoothed over
five points (10 min). Numbers in parenthesis behind the released substances refer to the release tests, cf. Table 4.

The ethanol release test shows an increase of 660 ppb (expected 664 ppb ± 10%). At
the start of the evaporation, the hydrogen signal decreases by nearly 100 ppb, while all
other single target signals remain constant. The VOCsum signal increases from 830 ppb to
1455 ppb, corresponding to an increase of 625 ppb, again very similar to the ethanol signal
itself. The sum of the four single VOC signals is lower with an offset of approx. 180 ppb.

In release test #16 we tested the simultaneous evaporation of all three substances:
toluene (~600 ppb ± 10%), acetone (~600 ppb ± 10%) and ethanol (~664 ppb ± 10%).
The toluene model shows an increase of 380 ppb, acetone of 430 ppb, and ethanol of
530 ppb. All three VOC models yield consistently lower concentrations compared to the
individual release tests. This might be because during calibration only one gas at a time
had higher concentrations and, thus, the models have to extrapolate the prediction beyond
the calibrated range. The VOCsum model prediction as well as the sum of the four single
VOC models shows similar increases.

In Figure 8 two release tests with hydrogen and two with acetone and toluene are
shown. The hydrogen releases were designed to yield an increase of approx. 2 ppm in the
room. Because the hydrogen molecule is very small and has a high diffusion constant, we
expect a somewhat faster diffusion out of the room and, thus, a smaller peak. The first
hydrogen release (2) yields an increase of the model prediction of 1440 ppb, the second
(17) of 1500 ppb. The second release was also monitored with the hydrogen measurement
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system (GC-RCP). A high correlation between analytical and MOS sensor model prediction
can be observed. Compared to the MOS model prediction the GC-RCP indicates a nearly
identical increase of 1490 ppb, but with a constant offset of 150 ppb. Other signals show
minimal changes except for Carbon monoxide wherein both releases a small change can be
observed. The ethanol model shows an inverse effect during the second release, but no
reaction during the first release.

Figure 8. Results recorded during three release tests with hydrogen (a,b) and the simultaneous release of toluene and
acetone (c). The upper graphs show the PLSR prediction of the MOS sensor model for the released gases and, if available,
reference data (dots indicate distinct sampling times); all other signals are shown in the lower graphs. The signals are
smoothed over five points (10 min). Numbers in parenthesis behind the released substances refer to the release tests, cf.
Table 4.

Figure 8c shows two release tests with acetone (~600 ppb ± 10%) and toluene
(~600 ppb ± 10%). The first toluene peak shows an increase of 600 ppb above the baseline
level, similar to the result shown in Figure 7 for the same amount of substance released.
During the first release in Figure 8c samples were taken with Tenax sampling tubes for
analysis by GC-MS in addition to the X-pid 9500 measurements. The X-pid 9500 indicates
an increase of 920 ppb, thus slightly higher compared to release #7, cf. Figure 7. The GC-MS
analysis, on the other hand, yields an increase of 560 ppb. Thus, comparing the MOS sensor
with X-pid 9500 and GC-MS, the toluene concentration predicted by the model is much
closer to the GC-MS. Note that the GC-MS and the MOS sensor are calibrated with gas
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mixtures from the GMA with the same gas cylinders, and therefore, the accuracy of the gas
cylinder (which brings along the highest uncertainty) has no influence on the comparison.

All three signals show the same time temporal development. The first acetone release
in Figure 8c yields an increase of 570 ppb, again comparable to release #9 in Figure 7. The
X-pid 9500 again yields a higher absolute acetone signal. The second release shows the
same trends as before, only the toluene evaporation is slower in comparison to the first
release. The reason for the different evaporation and diffusion speed can be a lower ambient
temperature, because of the experiment being performed later in the day. The increase of
both signals is nearly the same as during the first release. The VOCsum model prediction
also indicates an increase due to the release of acetone and toluene and corresponds to the
sum of the four single VOC signals. Other than as observed during the release of the triple
mixture (toluene, acetone, and ethanol), cf. Figure 7, the model signals during the release
of the double mixture (toluene and acetone) are higher and comparable to the release tests
with single gases.

3.3. Uncalibrated Substances

In Section 2.2 we described the general idea of the calibration scheme based on the
selection of representatives for different chemical classes to simplify the VOC composition.
One assumption is that the substances of a certain class react similarly on MOS sensor
surfaces yielding a similar response patterns in the TCO and thus all VOCs of a type can
be represented by one specific compound. In order to test this assumption, additional
substances of chemical classes previously included and also not included in the calibration
were tested. Figure 9 shows release tests with two substances not included in the cali-
bration: m/p-xylene (aromatic) and isopropyl alcohol. The chemical class aromatics was
represented in the calibration by toluene. Indeed, the m/p-xylene release, Figure 9b, results
in an increase of the toluene signal, i.e., the MOS sensor model trained for toluene. The
corresponding toluene signal indicates an increase of only 460 ppb, compared to 630 ppb
for the same amount of toluene #7. In addition, the carbon monoxide signal shows a slight
increase and the same trend as the toluene signal. Thus, for m/p-xylene and toluene as
two aromatic compounds our assumption is confirmed, but with different response factors
and an additional interference with the carbon monoxide signal. Note that this approach is
similar to quantifying unknown substances with the response factor of toluene in GC-MS
analysis (ISO16000-6). The simultaneous release of toluene and m/p-xylene (#15) results in
an increase of the MOS sensor model of 910 ppb.

For the chemical class alcohol, only ethanol was contained in the calibration. A release
test with isopropyl alcohol was performed to check the reaction of the various model to
this second alcohol. While the X-pid 9500 confirms the release, Figure 9d, the MOS sensor
models for ethanol and all other targets stay constant, although we observe a reaction to
isopropyl alcohol in the raw sensor data. This means that the sensor does react to isopropyl
alcohol but that the models, especially the model for ethanol, compensates for this reaction.
Thus, the assumption of similar reaction patterns is not valid in this case and ethanol is not
suitable to represent the chemical class of alcohol, at least not alone.
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Figure 9. Results recorded during four release tests with toluene (a), m/p-xylene (b), simultaneous release of toluene and
m/p-xylene (c), and isopropyl alcohol (d). The upper graphs show the PLSR prediction of the MOS sensor model for the
same types of VOC and, if available, reference data (dots); all other signals are shown in the lower graphs. The signals are
smoothed over five points (10 min). Numbers in parenthesis behind the released substances refer to the release tests, cf.
Table 4.

4. Discussion

In this study, a SGP30 sensor in TCO was successfully calibrated for VOC quantifica-
tion, both for the overall sum and selective signals, using a randomized calibration scheme
in the laboratory. The randomized calibration scheme was based on our previous study [26]
with an improved randomized gas mixture generation based on Latin Hypercube sampling.
The calculated models yield low RMSE values for different VOC targets based on the lab
measurements. The performance of the models is similar to those achieved previously
with other MOS sensor types (AS-MLV and AS-MLV-P2, ScioSense B.V., Eindhoven, The
Netherlands) [26]. Both studies are not completely identical due to some different gases
being used but the results indicate that the SGP30 achieves lower RMSE values for all gases
except carbon monoxide. This can be attributed to the higher information obtained from
the four different gas-sensitive layers of the SGP30, all of which show only low sensitivity
to carbon monoxide. For VOC measurements in indoor air, this might be beneficial, because
large variations of the carbon monoxide concentration are possible in room air. Sensor drift,
which was especially obvious for one layer off the SGP30, could be effectively eliminated
from the models by extended calibration based on two GMA measurements spread over a
period of several weeks.
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The field tests show quantitative and repeatable results for VOC release tests which
were performed by the evaporation of different substances. This method has proven to
also be a reliable option for simple verification of the sensor performance. Release tests
with substances included in the calibration (toluene, acetone, ethanol, and hydrogen) show
concentration increases close to theoretically expected values. Analytical measurements
with GC-MS, GC-PID and GC-RCP show the same temporal course during the release tests.
Absolute concentrations obtained from the MOS sensor model prediction and the analytical
systems are similar but reveal some offsets, also between the different analytical systems.
However, these offsets are not higher than normally expected for trace gas measurements
even using high-cost lab analysis. Compared to GC-MS, the X-pid 9500 provides better
temporal resolution but has a high LOQ, higher than the concentrations tested here. For
an exact time-resolved quantification, further analytical measurements with optimized
sampling methods for the GC-MS or other analytical measurement systems, like PTR-
MS, are required. The difference between the MOS sensor toluene model and the GC-
MS, which is the gold standard in VOC analysis, is small (<100 ppb) and similar to the
RMSE value determined during calibration. One reason can be that the GC-MS and the
MOS sensor are calibrated with gas mixtures from the GMA and the same gas cylinders.
Therefore, the accuracy of the gas cylinder (with the highest uncertainty) has no influence
on the comparison.

During the release test of hydrogen, the GC-RCP consistently indicated approx.
150 ppb lower concentrations than the hydrogen model of the SGP30. In fact, during
ventilation of the room, the GC-RCP indicated a concentration of less than 500 ppb, i.e.,
below the atmospheric background, indicating that the GC-RCP is underestimating the
actual hydrogen concentration. The difference of the two systems is within the error range
of the two systems; the RCP has an accuracy of 10% and the MOS sensor system at least
3–5% (uncertainty of the gas mixtures for calibration; model, stability and drift of the
system are not considered).

We tested the assumption that substances of the same chemical class react similarly
on the sensor surface and can therefore be represented by one single compound. Release
tests with m/p-xylene and a laboratory test with benzene indeed showed a reaction of
the toluene sensor model, indicating that this model does indeed represent all aromatic
compounds, although with different response factors. On the other hand, this means
that selectively measuring individual aromatics independent of each other needs further
investigation and will at least require more comprehensive calibration. The second chemical
class-tested was alcohols where calibration was based on ethanol and a release test was
performed with isopropyl alcohol. However, other than for the three aromatics, the ethanol
model does not respond to isopropyl alcohol. In the raw sensor signals, a reaction towards
isopropyl alcohol was observed but the gases obviously have different reaction processes
leading to different sensor response patterns. The approach with a single representative is
not valid for this type of VOC, which means that at least two alcohols will be needed for a
valid calibration.

5. Conclusions

In this study, we have demonstrated that using MOS gas sensor systems can provide
quantitative and selective results not only in the laboratory but also in field measurements
as demonstrated by release tests accompanied by analytical measurements. TCO dynamic
operation, randomized calibration, and optimized model training are suggested as neces-
sary and practical tools for achieving this performance with commercially available sensor
elements. We were able to successfully demonstrate that the sensor can measure calibrated
substances in real-time selectively and quantitatively while being released in a room. Also,
further investigations about the metrological accuracy or precision and long-term stability
of the sensor system are required. Two contrary behaviors concerning the approach of
detecting VOC by type were observed, so further work on this approach is required to
simplify calibration for complex environments. Even more important for industrial appli-
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cation of the demonstrated elaborate calibration, as presented in this manuscript, is the
optimization of the model stability without the need for a 2nd calibration after some time
in the field. While the approach using extended calibration yields excellent results, this is a
very inefficient approach, at least for the calibration of high volumes. Therefore, a study
and optimization of long-term stable features and models is necessary. Also, the transfer
of the feature selection and of full evaluation models between sensors of the same type
should be investigated.
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Appendix A

Figure A1. Flowchart of different data evaluation steps. Indices i: number of features, j: number of PLSR components and k:
current fold during 10-fold cross validation.
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Table A1. Overview of all release tests and events during the field tests.

Number Time Type of Event

1 29 September, 09:35–09:48 Door opened

2 30 September, 09:24–09:58 Window opened

3 01 October, 09:10–09:30 Window opened

4 01 October, 11:47–12:05 Door and window opened

5 01 October, 18:30–02 October, 06:30 No specifiable event

6 2 October, 09:00–09:30 Door and window opened

7 02 October, 14:00–05 October, 10:00 Days without events and human presence

8 05 October, 10:10–10:30 Door and window opened

9 05 October and 05 October Several short periods of human presence

10 06 October, 13:08–16:51 Door and window opened

11 06 October, 17:42–18:44 Release test: 1 ppm H2

12 07 October, 16:01–18:05 Release test: 2 ppm H2

13 08 October, 10:46–11:00 Door and window opened

14 08 October to 13 October Days without events and human presence

15 13 October, 09:25–14:00 Door and window opened, human presence

16 13 October, 15:00 Release test: toluene

17 14 October, 09:30–10:05 Door and window opened

18 08 October to 13 October Sporadic human presence, no specifiable events

19 15 October, 09:00–09:30 Door and window opened

20 15 October, 15:00 Release test: acetone

21 16 October, 09:40–10:10 Door and window opened

22 16 October, 14:50 Release test: acetone and toluene

23 16 October, 18:00 Release test: acetone and toluene

24 17 October to 19 October Days without events and human presence

25 29 October, 12:55–13:10 Door and window opened

26 29 October to 02 November Days without events and human presence

27 02 November, 12:40–12:55 Door and window opened

28 02 November, 16:50 Release test: toluene

29 03 November, 10:55–11:10 Door and window opened

30 03 November, 15:30 Release test: acetone followed by defect of the pump,
human presence during fixing

31 04 November, 09:00–09:15 Door and window opened

32 04 November, 16:22 Release test: acetone

33 05 November, 09:26–09:41 Door and window opened

34 05 November, 15:10 Release test: acetone and toluene. Unidentified event
due to construction inside the building

35 05 November, 18:30–18:50 Door and window opened

36 06 November, 10:03 Release test: limonene

37 06 November to 09 November Days without events and human presence

38 09 November, 12:21–13:01 Door and window opened
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Table A1. Cont.

Number Time Type of Event

39 09 November, 18:00 Release test: ethanol

40 10 November, 09:10–09:25 Door and window opened

41 10 November, 14:30 Release test: isopropyl alcohol

42 11 November, 09:28–09:48 Door and window opened

43 11 November, 15:49 Release test: m/p-xylene

44 12 November, 09:15–09:30 Door and window opened

45 12 November, 15:08 Release test: toluene and m/p-xylene

46 13 November, 09:28–11:06 Door and window opened

47 13 November, 14:30 Release test: acetone, toluene, and ethanol

48 13 November–16 November Days without events and human presence

49 16 November, 11:55–12:20 Door and window opened

50 16 November, 17:06–19:20 Release test: 2 ppm H2

51 17 November, 09:54–10:24 Door and window opened

52 17 November, 18:24 Release test: ethanol

53 18 November, 09:36–09:56 Door and window opened

54 19 November, 12:02–16:02 Release test: carbon monoxide (tea candle)
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Abstract: Hydrogen is a ubiquitous but often neglected gas. In analytical measurements hydrogen—as
a harmless gas—often is not considered so no studies on hydrogen in indoor air can be found. For
metal oxide semiconductor (MOS) gas sensors that are increasingly pushed into the application
as TVOC (total volatile organic compounds) sensors, hydrogen is a severe disturbance. On the
other hand, hydrogen can be an intentional choice as indicator for human presence similar to carbon
dioxide. We present a field-study on hydrogen in indoor air using selective MOS sensors accompanied
by an analytical reference device for hydrogen with an accuracy of 10 ppb. Selectivity is achieved by
siloxane treatment combined with temperature cycled operation and training with a complex lab
calibration using randomized gas mixtures, yielding an uncertainty of 40–60 ppb. The feasibility is
demonstrated by release tests with several gases inside a room and by comparison to the reference
device. The results show that selective MOS sensors can function as cheap and available hydrogen
detectors. Fluctuations in hydrogen concentration without human presence are measured over
several days to gain insight in this highly relevant parameter for indoor air quality. The results
indicate that the topic needs further attention and that the usage of hydrogen as indicator for human
presence might be precluded by other sources and fluctuations.

Keywords: hydrogen; indoor air; human presence; metal oxide semiconductor gas sensors; indoor
air quality

1. Introduction

Indoor air quality (IAQ) is a general term comprising a multitude of parameters like
temperature, humidity, air flow or the concentration of many trace gases [1]. The term
is known since 1970 and of increasing interest during the last decades [2]. Among these
trace gases are specific harmful pollutants like nitrogen dioxide (NO2); formaldehyde or
benzene [3,4]; carbon dioxide (CO2), which is often used as indicator for human pres-
ence [5,6]; many organic compounds, often simply referred to as VOCs (volatile organic
compounds) [7]; and others. Despite this high complexity inexpensive sensors are wanted
for the purpose of IAQ monitoring. Nondispersive infrared sensors (NDIR) for CO2 mon-
itoring are state of the art for demand-controlled ventilation if concentrations are above
1000 ppm, although this level is not harmful: Pettenkofer, who introduced this guideline
value, already stated in 1858 that CO2 is only an indicator for other harmful and smelly
organic substances emitted by human beings [5] and recent results from aerospace research
support this assessment [8]. In today’s world VOCs are not only emitted by humans but
also from other sources like furniture, personal care products or cleaning agents, so this
approach of indirect VOC measurement might be erroneous [9].

Up-and-coming for real-time and direct VOC measurements are metal oxide semi-
conductor (MOS) gas sensors, which can already be found in many available IAQ moni-
tors. These sensors show high sensitivity towards a wide range of reducing gases. Their
selectivity—e.g., to a group of gases like VOCs—can be optimized by cyclically changing
the temperature of the sensing layer (TCO, temperature cycled operation) [10,11]. This type
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of operation has been known for a long time [12], but is still often only used in research.
Commercially available devices are typically operated at constant temperature yielding a
simple sum signal for reducing gases.

Another trace gas that is not directly linked to IAQ, because it does not have a specific
health effect, is hydrogen (H2), which can be found in the atmosphere at a concentration
of 500 ppb [13]. MOS sensors are very sensitive to this gas especially at higher operating
temperatures, where the sensors are generally operated. Since H2 in this concentration
range (500 ppb and above) is not covered by typical analytical measurement techniques in
gas measurement science (gas chromatography, sorption tubes, mass spectrometry, infrared
spectrometry, photoionization detectors, etc.) little is known on the presence and dynamic
of this gas in indoor air. For outdoor and atmospheric concentrations some studies can be
found, indicating that H2 is a product of chemical industry and emitted from cars and other
traffic [14], but also from the photochemical oxidation of methane (CH4) and VOCs [15,16].
An annual cycle with an amplitude of approximately 40 ppb and a diurnal cycle with an
amplitude of approximately 3 ppb can be observed [14,15]. Therefore, even in outdoor
air significant variations of the H2 concentration are expected in industrial and residential
areas [17] and therefore also some variations are likely in indoor air. Therefore, when using
MOS sensors as VOC or TVOC (total volatile organic compounds) monitors H2 needs to be
considered as interferent gas because MOS sensors are normally very sensitive to this gas.

Additionally, human beings emit significant amounts of H2 as a product of diges-
tion via breath and flatus [18–22] and other sources might exist (photochemical reactions,
metabolism of plants and microorganisms [23,24]). Assuming that humans are the domi-
nant source, H2 could be used as an indicator for human presence similar to CO2, including
the same drawback of other VOC sources than humans. Sensirion AG claims to measure
a CO2-equivalent with their SGP30 MOS sensor by measuring H2 as a substitute [25]. A
proof for this correlation is missing. Moreover, the correlation between emitted (harmful
and smelly) VOCs and both H2 and CO2 excretion is of high relevance to assess the best
IAQ indicator for indoor air quality. Due to the mentioned lack of reference data for H2 no
such studies can be found so far.

Since MOS sensors are excellent detectors for H2 they can help closing this gap in
knowledge. In 2018, we presented a first and short field test on the role of H2 in indoor
air and found a concentration increase of up to 2.5 ppm H2 inside a meeting room with
13 persons over 1 h [26]. In this manuscript we present an extended field-study over two
months inside an office at the university with a focus on H2 to get a better overall idea on
the topic of H2 in indoor air—as interferent and as target gas. Two approaches for achieving
selective H2 quantification were combined: TCO followed by pattern analysis with machine
learning (ML) algorithms [10,11] and a pre-treatment of the sensitive layer with siloxane,
which in other circumstances is called poisoning since it deteriorates all sensitivities except
for H2 [27–31]. The performance of the sensor signals is validated by release tests and a GC
with reducing compound photometer (RCP) detector (Peak Performer 1, Peak Laboratories
Inc., Mountain View, CA, USA), which to our knowledge is the only analytical device for
online measurement of hydrogen with ppb-level resolution.

2. Experiments

SGP30 multilayer MOS sensors (four sensitive layers on one hotplate, Sensirion AG,
Stäfa, Switzerland) were used for this study. One sensor device was installed as delivered
and another one was pre-treated with Octamethylcyclotetrasiloxane at 2 ppm over 18 h
yielding a H2 selective sensor (compare [26,28]). The temperature cycle is specifically
designed to achieve high sensitivity and selectivity by using the differential surface reduc-
tion (DSR) method, which is described in detail in previous publications [32–34]. For this
purpose, the temperature cycle of the untreated sensor consists of several steps from high
to low temperature, always starting for 5 s at 400 ◦C followed by 7 s each at 100, 125, . . . ,
325 ◦C resulting in a total cycle duration of 120 s. For the pre-treated sensor, this cycle
was adjusted as the sensor reaction is slower after siloxane treatment. Longer temperature
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plateaus and increased temperatures are required to compensate this effect: 10 s at 400 ◦C
are here followed by 20 s each at 275, 300, 325, and 350 ◦C again resulting in a total duration
of 120 s. Temperature control and sensor read-out are done using the SGP30′s integrated
ASIC. Via a tiny 4.0 microcontroller board the temperatures from the TCO are controlled
and the data is transferred to a computer. The sampling rate is 25 Hz.

The machine learning is performed with our open source toolbox DAV3E [35]. The
sensor cycles are divided into 120 sections of 1 s duration and in each of these sections
the linear slope of the logarithm of the sensor conductance is computed. Due to the four
layers in each sensor 480 features are obtained from every individual sensor. For each
sensor, feature selection is performed by recursive feature elimination and PLSR (partial
least squares regression) models predicting the concentration of H2 are trained [36]. Each
model is validated by 10-fold cross-validation to define an appropriate number of PLSR
components yielding the root mean squared error for validation (RMSEV) [37]. During
hold-out all cycles of one random gas mixture are always left out from the training to avoid
vulnerability to over-fitting [37]. Moreover, 20% of the data is held out during the ML
optimization process and applied as test data in the end yielding RMSET as a final step to
guarantee proper model functionality [37].

In a first step, the sensors were lab-calibrated inside a gas mixing system [38,39]
using randomized gas mixtures [40], which means that all gases connected to the system,
in this case six, are applied at once and their concentrations are randomly chosen from
defined ranges (acetone 17–1000 ppb, carbon monoxide 150–2000 ppb, ethanol 4–1000 ppb,
formaldehyde 1–400 ppb, hydrogen 400–4000 ppb, and toluene 4–1000 ppb). For the
generation of this randomized mixtures Latin hypercube sampling is performed to ensure
proper scanning of the full measurement range and the obtained concentration values are
stored for training of the sensor models [41]. This method yields perfectly suited data for
the training of machine learning algorithms as described before [40]. Each gas exposure
has a duration of 20 min, 400 independent mixtures were measured during the calibration.

The sensors were then brought to the field—a normal office—where they were installed
for two months interrupted by an additional lab measurement after four weeks. This
measurement has the identical structure as the initial calibration and is used to identify
and compensate drift in the sensor signals. For this purpose, both measurements—initial
and repeated lab-calibration—were used to determine the ML models and evaluate the
data presented in this manuscript.

During this time in the field several release tests were conducted inside the room:
acetone, ethanol, isopropanol, limonene, and toluene were released by evaporating liquid
in the middle of the room (the full amount of liquid of 0.1 to 0.16 mL—depending on the
substance—inside a petri dish that was placed on a desk). Carbon monoxide was released
by burning a tea candle. Hydrogen was released from a pressure cylinder with a concen-
tration of 2000 ppm in air at a rate of 500 mL/min using a mass flow controller. During
several days, a gas chromatograph with a reducing compound photometer as detector
(Peak Performer 1, PeakLaboratories Inc., Mountain View, California, USA, detection limit
and accuracy 10 ppb H2) was installed in the room in parallel to the sensor systems as
reference for the H2 concentration. The instrument was provided on free loan and in that
short period of time we were not be able to perform a proper recalibration which would
have been needed according to the manual.

A plan of the field test room is shown in Figure 1. The area is 21.91 m2, the total
volume of the room is 61.35 m3. The releases were performed close to the centre of the
room and a fan from the corner was installed to produce some air flow and improve the
(ideally uniform) distribution of released substances. From a CO2 release and the decay
curve measured by NDIR CO2 sensors (SCD40, Sensirion AG, Stäfa, Switzerland) the air
exchange rate with closed window and door is approximately 0.17 h−1.
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Figure 1. Field test room and positions of the measurement devices, release tests, and a fan for
improved distribution of the evaporated substances inside the room.

3. Results
3.1. Lab Calibration

From the lab calibration the PLSR models shown in Figure 2 were obtained for both
sensors. Each data point represents one cycle. The obtained values from the calibration are
RMSEV = 44.8 ppb and RMSET = 40.5 ppb for the untreated sensor and RMSEV = 56.0 ppb
and RMSET = 60.0 ppb for the pre-treated sensor. Since the pre-treatment enhances se-
lectivity by reducing the sensitivity towards other gases more than towards H2, it is not
surprising that quantification is somewhat worse for the pre-treated sensor. On the other
hand, this sensor is chemically selective, whereas the untreated sensor might fail if gas
compounds occur which were not part of the calibration dataset. Therefore, in the following
we will always show both sensors, to check for synchronicity.

3.2. Validation in the Field

To check the functionality of the calibrated PLSR models directly in the field, we per-
formed several H2 release tests. During the first two release tests no reference was available.
Two consecutive releases were performed, the first one with a calculated concentration
increase of 1 ppm inside the room and the second one with a calculated concentration
increase of 2 ppm. These concentrations would be obtained if the gas released from the
cylinder is evenly distributed inside the room and if there is no loss through ventilation,
adsorption, or reaction; on average, somewhat lower values due to unavoidable losses are
expected.

Figure 3a,b show the recorded concentration predictions based on the PLSR model
during the first (1 ppm) and second release test (2 ppm), respectively; the start and end
points of the releases are marked. The untreated sensor shows slightly (100–200 ppb) lower
absolute values than the pre-treated sensor over the whole course. The H2 concentration
increase during the first release is 900 ppb for the untreated sensor and 890 ppb for the
pre-treated sensor. During the second H2 release the predicted increases are 1430 ppb and
1240 ppb for the untreated and pre-treated sensor, respectively.
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Figure 3. PLSR model predictions for H2 for both sensors (untreated and pre-treated) during two release tests of H2 supplied
from a pressure cylinder with constant rate provided by a mass flow controller: (a) first release with calculated increase of
1 ppm; (b) second release with calculated increase of 2 ppm.

During two periods a reference instrument (Peak Performer 1) was available. Figure 4a
shows the first of these periods, where data from the reference instrument was recorded in
parallel with both sensors over one weekend. While only minimal concentration changes
were observed during that period, good correlation between all three signals is nevertheless
evident. The untreated sensor shows an offset of approximately 200 ppb and only slightly
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higher noise than the analytical reference instrument. The pre-treated sensor shows an
even higher offset of 500 ppb and, in accordance with the calibration results, a significantly
higher noise level with almost double amplitude.
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Figure 4. PLSR model predictions for H2 for both sensors (untreated and pre-treated) compared to an analytical reference
instrument (Peak Performer 1): (a) a weekend without additional events, the reference instrument was not connected to the
pump for a short period of time and indicates 0 ppb during that period; (b) during a weekend followed by a release test
with a calculated concentration increase of 2 ppm H2.

The second test period including the reference instrument is shown in Figure 4b.
Again, we measured over one weekend, but this time some significant changes in H2
concentration were observed. Both sensor signals show a very good correlation to the
reference device. On the final day a release test with a calculated concentration of 2 ppm
H2 was performed. The room was thoroughly ventilated through open window and door
before this release test. The reference instrument indicated a concentration increase during
the release of 1465 ppb. The two sensors indicate an increase of 1650 ppb (untreated sensor)
and 1365 ppb (pre-treated sensor). Despite the higher offset, the relative PLSR signal of
the chemically selective MOS sensor correlates better with the analytical measurement
(7% deviation vs. 13% deviation in the observed concentration increase).

A correlation analysis over the whole period when the reference device was measuring
in parallel was performed. Due to the different sampling rates (2 min for the sensors and
3.6 min for the Peak Performer 1) the data were resampled to obtain data points every
minute using linear interpolation, Figure 5. From the 9560 data points per device (covering
160 h) Pearson correlation coefficients between the Peak Performer 1 and the PLSR model
predictions from the untreated sensor and the pre-treated sensor were obtained of 0.97 and
0.95, respectively.

In field measurements it is impossible to gain uncertainty levels from noise calculation
that are free of doubt because one cannot distinguish between changes in concentration
and pure signal noise. However, we chose a 2 h window on 1 November with tolerably
constant concentration level. A Lilliefors test was applied to the data points of all devices
indicating they are normally distributed (5% significance level for rejection of the null
hypothesis) so the assumption of constant concentration is reasonable [42]. The standard
deviation of the Peak Performer 1 on that time scale is 15.9 ppb, which is close to the given
accuracy of the instrument of 10 ppb. The untreated sensor shows a standard deviation of
29.8 ppb and the pre-treated sensor 36.1 ppb.
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Figure 5. Concentrations obtained from the PLSR model predictions of both sensors vs. concentration
indicated by the Peak Performer 1.

To judge the absolute accuracy of all three devices the ventilation event before
the release test can be used. The atmosphere contains 500 ppb of H2 so lower levels
are unrealistic—higher levels might be possible due to sources nearby (traffic or indus-
try) [13,14]. The Peak Performer 1 shows a minimum concentration of 380 ppb during
this ventilation, the untreated sensor 465 ppb and the pre-treated sensor 560 ppb. Thus,
in this case the offset for the analytical reference device is at least −120 ppb and for the
untreated sensor at least −35 ppb, the absolute accuracy of the pre-treated sensor cannot
be determined.

3.3. Results during Field Tests

The first 25 days of the field test before the interim calibration is shown in Figure 6, the
second part after that calibration spanning 22 days in Figure 7. Indicated H2 concentrations
are between 450 ppb and 2300 ppb. During most of the time, the indicated concentration
inside the room is around 1000 ppb, which is high compared to the atmospheric background
level of 500 ppb. Numbers along the line mark events or periods, a detailed description of
these in given in Appendix A, Table A1. All events labelled below the traces of the PLSR
model predictions indicate ventilation events, i.e., the window and/or door of the room
were opened, and the room thoroughly ventilated to achieve a clean baseline before and
after the conducted release tests.

Events 11 and 12 indicate the H2 release tests shown in Figure 3a,b, #25 indicates the
weekend with the data of the reference instrument recorded in parallel (cf. Figure 4a),
and #47–49 the weekend and H2 release test with the second recording of the reference
instrument in parallel (cf. Figure 4b).

Weekends are indicated by #7, 14, 23, 25, 36, and 47. During these days no one
entered the room, and no release tests were conducted. Nevertheless, ascending as well
as descending concentrations are observed, especially at #14, where oscillating values
indicate a diurnal cycle. The maxima of these cycles are typically reached in the morning
around 6–8 a.m., the corresponding minima in the evening around 6–8 p.m. During other
weekends, this clear correlation with time is less obvious, but in general descending values
are more likely in the afternoon.

During the field tests, release tests were also performed with different VOCs. The
amount of evaporated liquid was always chosen to theoretically reach 600 ppb inside the
room assuming ideal uniform distribution and no ventilation, corresponding to 0.1 to
0.16 mL. Here, an increase of the H2 concentration 2–6 h after the VOC release is observed.
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This increase often starts around 6 p.m., which is the same time at which the minimum
in the diurnal cycle is observed. Looking at those days with release tests, during which
a higher H2 concentration is observed than on the day before (#16, 20, 22, 27, 29, 31, 40,
42, and 46) a correlation to the substances acetone, isopropanol, toluene and xylene is
found. Release of limonene (#35) results in an immediate increase of the PLSR output of
the chemically selective pre-treated sensor, while the signal of the untreated sensor shows
a less pronounced increase after 5–6 h.
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Figure 6. PLSR model predictions for H2 from both sensors (untreated and pre-treated) over several days. Descriptions of
the labelled events and periods can be found in Appendix A, Table A1.
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Event 5 shows a strong increase in H2 concentration overnight after a day without any
identified events or tests during that day. Event 33 shows a very strong increase of the H2
concentration prediction only from the untreated sensor while the signal obtained from
the pre-treated sensor stays nearly constant. After ventilation (34) on the next day again a
milder increase is observed with the same pattern. We were able to attribute these events
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to construction work inside the building using a binding agent, which was done on the
same floor as the field test room on the first day and on the floor below on the second day.

Due to the Covid-19 pandemic no systematic investigation of the effect of human pres-
ence was possible. Only on some days (#9, 15, 29, and 45) individual persons sporadically
entered the room and for every release test one person entered the room. However, in none
of these cases could the human presence be observed from the H2 signal.

4. Discussion

Two questions arising from the results need to be discussed in more detail: (1) can
MOS sensors function as reliable H2 detectors also in further research, and (2) what do we
learn from the results concerning H2 in indoor environments?

Especially Figure 4—the PLSR predictions obtained from the MOS sensors recorded
in parallel with an analytical reference instrument—strongly suggests, that the calibrated
sensors can correctly measure relative fluctuations. For absolute measurements, an in-field
one-point calibration might be sufficient to eliminate the observed but constant offset
between the three devices. Similar to low-cost CO2 sensors, this could be realized with
an automatic baseline correction, i.e., setting the lowest value over a longer period to
the atmospheric background concentration. It is remarkable, that applying this approach
during a ventilation event yields, that the analytical reference shows the highest offset from
the baseline level of 500 ppb. Keeping in mind that the analytical device is three orders of
magnitude more expensive than MOS sensors the performance of the sensors is very good
with approximately doubled noise level compared to the analytical device and correlation
coefficients of 0.95 and 0.97, respectively.

As the sensors are running parallel in almost all situations and given the very different
methods of achieving the selective H2 signal, this also strongly implies the capability of
MOS sensors to reliably measure H2 at least at ppm and sub-ppm concentrations. There
are two events where significant deviations between both models occur: #33, where an
emission during construction work was classified as H2 by the untreated sensor. In this
situation, the chemically selective pre-treated sensor proves to be more reliable when
untrained and unusual gases occur. During the release tests of limonene (#35), the opposite
effect is observed: the model of the pre-treated sensor indicates an increase of H2, while
the model of the untreated sensor remains at a constant value during the release and only
indicates increasing values several hours after the release test. Since in contrast to all the
other released gases we do not see any sensor reaction in the raw sensor data, we assume
that the sealing membrane on the sensor prevents the large limonene molecules reaching
the sensor surface. For the pre-treatment this membrane was removed, thus limonene can
reach the hot sensor surface of the pre-treated sensor. We assume that limonene reacts
on the hot surface releasing H2 (cf. [43]), resulting in a sensor response and an increase
of the PLSR model prediction. Reapplying the sealing membrane would help to resolve
this issue. Thus, in terms of selectivity the pre-treated sensor would be more reliable. In
return a lower signal to noise ratio needs to be accepted. In contrast to a pre-treated sensor
at constant temperature, which can be found in literature and suffers from low response
times [30,44], the DSR mode overcomes this issue.

From the field tests we observe that releasing VOCs like toluene and acetone is
followed by an increase in H2 concentration hours later. This might be due to decomposition
processes such as photochemical oxidation [15]. However, this effect is also overlaid by
the observed diurnal cycle with minimum H2 concentrations in the evening. This diurnal
cycle is not fully correlated with the time of day, because we do not observe it every
day. Probably also incident solar radiation, which is higher in the afternoon because the
window is directed westwards, or temperature play a role. Therefore, high VOC levels
probably also cause high H2 levels. During the field tests Tenax samples were drawn
and analyzed by GC-MS, but no unusually high concentrations of any substance were
found. Thus, the observed H2 base level inside the room, which was confirmed by the
reference instrument to be significantly higher than atmospheric level, cannot be explained
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and is not fully understood. It seems that an unknown H2 source is inside the room
as only lower concentrations were found in neighboring rooms and outside using the
same sensors. Perhaps this high base level is caused by some unknown VOC source [16],
e.g., from building materials or furniture, or by microorganisms, which can emit H2 from
their metabolism (in fact, they are the cause for human H2 emissions).

Unfortunately, the observed changes of the H2 concentration overshadow all moments
with human presence, which were short and only included one person. Thus, it was
not possible to detect any effect of human presence against this background. In former
experiments we found an increase of 2500 ppb over a span of 1 h in a room of similar size
while 13 people were inside (same building, same floor). This correlates to an increase
of approximately 200 ppb per person and hour. In a normal indoor air environment this
can represent a valid indicator for human presence, but effects of VOC release, i.e., from
cleaning agents would have to be considered. In any case, further experiments to determine
H2 concentrations and fluctuations in different rooms under normal use (e.g., cooking,
cleaning etc.) are required.

5. Conclusions

Two important conclusions can be drawn from the presented field test results: first,
MOS sensors can reliably detect and quantify H2 in indoor environments; second, H2
is a dynamic parameter that needs more attention. More research is required on many
open questions: Does H2 emitted by humans dominate in normal rooms so that it can
be used as indicator for human presence? Does H2 represent a good indicator for other
relevant and potentially harmful situations, e.g., high VOC values or microbial issues such
as mold? Do many TVOC monitors based on MOS sensors, especially when driven at
constant temperature, mainly measure H2?
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Appendix A

Table A1. List of all events (release tests, ventilation and other) during the field tests and the observed sensor behavior
during that time.

Number Time Type of event Observation

1 29 September, 09:35–09:48 Door opened Lower H2 concentration due to ventilation effect
2 30 September, 09:24–09:58 Window opened Lower H2 concentration due to ventilation effect
3 1 October, 09:10–09:30 Window opened Lower H2 concentration due to ventilation effect
4 1 October, 11:47–12:05 Door and window opened Lower H2 concentration due to ventilation effect

5 1 October, 18:30–2 October,
06:30 No specifiable event Strong increase of H2 concentration over night

6 2 October, 09:00–09:30 Door and window opened Lower H2 concentration due to ventilation effect
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Table A1. Cont.

Number Time Type of event Observation

7 2 October, 14:00–5
October, 10:00 Days without events and human presence Maximum of H2 concentration at 3 October, 13:00

8 5 October, 10:10–10:30 Door and window opened Lower H2 concentration due to ventilation effect

9 5 October and 6 October Several short periods of human presence No increasing H2 concentration for short presence of
one person

10 6 October, 13:08–16:51 Door and window opened Lower H2 concentration due to ventilation effect
11 6 October, 17:42–18:44 Release test: 1 ppm H2 Compare Figure 3a
12 7 October, 16:01–18:05 Release test: 2 ppm H2 Compare Figure 3b
13 8 October, 10:46–11:00 Door and window opened Lower H2 concentration due to ventilation effect

14 8 October to 13 October Days without events and human presence
Oscillating H2 concentration with maximums

typically around 06:00–08:00 and minimums typically
around 18:00–20:00

15 13 October, 09:25–14:00 Door and window opened, human presence Lower H2 concentration due to ventilation effect
16 13 October, 15:00 Release test: toluene Increase of H2 concentration 3 h after release (18:00)
17 14 October, 09:30–10:05 Door and window opened Lower H2 concentration due to ventilation effect
18 8 October to 13 October Sporadic human presence, no specifiable events Slow increase of H2 concentration over day and night
19 15 October, 09:00–09:30 Door and window opened Lower H2 concentration due to ventilation effect

20 15 October, 15:00 Release test: acetone

Untreated sensor reacts to acetone release with a short
peak and displays lower concentration afterwards.

Three hours after release both sensors indicate
increasing H2 concentration

21 16 October, 09:40–10:10 Door and window opened Lower H2 concentration due to ventilation effect

22 16 October, 14:50 and 18:00 Release test: acetone and toluene

Untreated sensor reacts to release with a short peak
and displays lower concentration afterwards. Five

hours after first release both sensors indicate
increasing H2 concentration

23 17 October to 19 October Days without events and human presence Almost constant H2 concentration
24 29 October, 12:55–13:10 Door and window opened Lower H2 concentration due to ventilation effect
25 29 October to 2 November Days without events and human presence Almost constant H2 concentration
26 2 November, 12:40–12:55 Door and window opened Lower H2 concentration due to ventilation effect

27 2 November, 16:50 Release test: toluene
Short reaction of untreated sensor upon release,
constant increase of H2 concentration over day

and night
28 3 November, 10:55–11:10 Door and window opened Lower H2 concentration due to ventilation effect

29 3 November, 15:30 Release test: acetone followed by defect of the pump,
human presence during fixing

Three hours after release test increase of H2
concentration (coincides with present person for

pump fixing)
30 4 November, 09:00–09:15 Door and window opened Lower H2 concentration due to ventilation effect

31 4 November, 16:22 Release test: acetone Untreated sensor signal drops again upon release,
increase of H2 concentration 2 h after release

32 5 November, 09:26–09:41 Door and window opened Lower H2 concentration due to ventilation effect

33 5 November, 15:10 Release test: acetone and toluene. Unidentified event due
to construction inside the building

Very strong increase in signal of the untreated sensor
long before the release tests. Release then again

causes a drop in the untreated sensor’s signal, and
2.5 h after release also the pre-treated sensor signal

increases slightly.
34 5 November, 18:30–18:50 Door and window opened Lower H2 concentration due to ventilation effect

35 6 November, 10:03 Release test: limonene

Pre-treated sensor detects limonene release
immediately, untreated sensor shows increasing H2

concentration after 5–6 h, after 10 h signals go
parallel again

36 6 November to 9 November Days without events and human presence
Almost constant H2 concentration, slight oscillation

with maximum at 06:30 and minimums at 15:00
and 16:30

37 9 November, 12:21–13:01 Door and window opened Lower H2 concentration due to ventilation effect

38 9 November, 18:00 Release test: ethanol
One outlier towards higher concentration for

untreated sensor upon release, almost constant
H2 concentration

39 10 November, 09:10–09:25 Door and window opened Lower H2 concentration due to ventilation effect

40 10 November, 14:30 Release test: isopopanol Four hours after first release both sensors indicate
increasing H2 concentration

41 11 November, 09:28–09:48 Door and window opened Lower H2 concentration due to ventilation effect

42 11 November, 15:49 Release test: xylene Increase of H2 concentration until release test,
constant concentration afterwards

43 12 November, 09:15–09:30 Door and window opened Lower H2 concentration due to ventilation effect

44 12 November, 15:08 Release test: toluene and xylene
Increase of the H2 concentration over the day

(independent from release) and constant value
after 19:00

45 13 November, 09:28–11:06 Door and window opened Lower H2 concentration due to ventilation effect

46 13 November, 14:30 Release test: acetone and ethanol Small drop in sensor signal for untreated sensor,
ascending H2 concentration over day and night
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Table A1. Cont.

Number Time Type of event Observation

47 13 November–16 November Days without events and human presence
Decreasing H2 concentration between 13:30 and 17:00
on first day and after 11:30 over the whole night on

second day
48 16 November, 11:55–12:20 Door and window opened Lower H2 concentration due to ventilation effect
49 16 November, 17:06–19:20 Release test: 2 ppm H2 Compare Figure 4b
50 17 November, 09:54–10:24 Door and window opened Lower H2 concentration due to ventilation effect

51 17 November, 18:24 Release test: ethanol

Maximum in H2 concentration at 16:30, outlier in
pre-treated signal due to pump switching, no signal

change upon release, increasing H2 concentration
after 06:30

52 18 November, 09:36–09:56 Door and window opened Lower H2 concentration due to ventilation effect

53 19 November, 12:02–16:02 Release test: carbon monoxide (tea candle) Pre-treated sensor signal shows slight increase of H2
concentration during burning candle
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5 Discussion 

The presented thesis describes the evaluation of commercial MOS gas sensors with 

model-based and statistical methods. This chapter does not provide a basic summary and 

discussion of each paper because each individual paper contains its own discussion. 

Instead, individual important topics are discussed across all papers. 

5.1 Model for MOS Gas Sensor in TCO 

Different models for MOS gas sensors are presented in several publications [72; 81; 

84]. They usually use self-fabricated, non-commercial sensors in static operation. Ding et 

al. [94] introduce a model of micro-hotplate MOS gas sensors in TCO. The model 

assumes the main contribution to be grain-grain boundaries in the polycrystalline layer, 

as in the previous models. Therefore, the logarithmic sensor conductance is proportional 

to the energy barrier between the grain-grain boundaries divided by the sensor 

temperature.  

In this thesis, the sensor response in TCO with fast temperature changes between high 

and low temperature steps on micro-hotplates is described. The description of the 

conductance shortly after a temperature change is specifically considered. The sensitivity 

in this phase is up to 800 higher than in static operation. The model is based on the 

publication of Ding et al. [94] and provides an extension for the phase after a fast 

temperature change. The simple model for a commercial MOS gas sensor, the AS-MLV, 

in TCO has been successfully demonstrated. Some simplifying assumptions are made for 

the model to be applicable: 

• One oxygen species dominates on the surface of the semiconductor and is 

involved in the reaction. 

• The temperature change is so fast that the coverage of the previous equilibrium 

is maintained and can be taken as the initial state after the jump. 

• A one-step reaction with the surrounding reducing gas takes place, and there 

are no other reactions taking place that affect the sensor signal. 

• The concentration of the reducing gas is small. 

Seconds to minutes after the temperature step the logarithmic sensor conductance can be 

approximated linearly. The duration of this linear phase depends on the surrounding 

atmosphere and the sensor temperature. During this phase the surface is strongly occupied 

with oxygen due to the previous high temperature phase. As a result, the energy barrier is 

high. To achieve equilibrium at low temperature, the excess oxygen must be removed, 

decreasing the energy barrier. The change of the energy barrier can be described by a 

differential equation with a first term for the adsorption of oxygen and a second term for 

the desorption of oxygen due to the reaction with reducing gases. The term for adsorption 

of new oxygen is negligible due to the high oxygen coverage. Only the term for the 

reaction with the surrounding reducing gas leads to a change of the energy barrier. The 

solution of the reduced differential equation can be simplified to the linear term using a 

Taylor expansion. The resulting slope of the energy barrier change is proportional to the 

rate constant of the reaction with the reducing gases.  

The rate constant is dependent on temperature, substance and concentration and, 

therefore, a good parameter for the discrimination of gases. This is demonstrated for 
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benzene and ethanol from 1 to 1000 ppb in Paper A (Section 4.1). The rate constant 

corresponds in the form of a linear or power function to the concentration, as shown in 

Paper B, 1 and C (Section 4.1). Gases can also be discriminated with the time constant of 

relaxation for higher concentrations and over a wide concentration range. It is 

demonstrated in Paper C (Section 4.1) that this parameter also follows a linear or power 

law with concentration. Paper 1 (Section 4.1) shows a dose effect of the rate constant. 

That is, the logarithmic conductance signal after a temperature change is proportional to 

the integrated rate constant. An important property is the superposition of the rate 

constants (for low concentrations), which makes the background compensation in 

Paper B (Section 4.1) possible. 

The appropriateness of the model-based evaluation can not only be demonstrated for 

a micro-heater sensor, but also for the sensor GGS 1530T from UST 

Umweltsensortechnik GmbH with a ceramic heater [266]. The quantification of acetone 

from 100 to 5000 ppb for breath analysis was demonstrated. This indicates that the model 

is not only applicable to the AS-MLV, but also to other SnO2-based sensors. Further 

commercial sensors were successfully investigated [263]. This thesis shows that the 

evaluation of model-based parameters works for many of the commercially available 

sensors. However, overlaid effects, e.g. multi-step reactions or faster intrinsic effects can 

be observed for some of them. Other limiting effects of the model are described in Paper 

1 and C (Section 4.1). The linear dosing effect is limited and applies only to a maximum 

dose, for example <1000 ppb s ethanol in Paper 1 (Section 4.1). Above, the correlation 

signal curve no longer follows a linear but power function. The same can be seen when 

calculating the slope for gas exposures with constant concentration. For higher 

concentrations, the time frame where the linear approximation is suitable is reduced. 

Automatic parameter determination can be helpful. Different automatic methods for slope 

calculations are shown in [263]. 

The limitations of the model, as well as the optimization of sensor layers for TCO, 

need further investigation, preferably together with sensor manufacturers. The model 

should be further developed. Schultealbert describes the behavior of the sensor at high 

temperature and the readsorption of oxygen as a measure of surface reactivity [263]. This 

can be used to compensate poisoning effects due to siloxane exposure on the sensor [263]. 

5.2 Model-based Data Evaluation 

In Paper B (Section 4.1), a novel approach towards calibrated measurement of trace 

gases using MOS gas sensors with model-based data evaluation is presented. Evaluating 

the linear rate constant allows to measure toluene at least from 10 ppb to 10 ppm. With 

the rate constant and its superposition property, the compensation of background and 

therefore also quantitative measurements in pure and ambient air are possible. The 

quantitative compensation of different backgrounds in Paper B (Section 4.1) is only 

possible through the model. The results illustrate that the rate constant is less affected by 

short- or long-term sensor drifts than the sensor conductance. As a result, a quantitative 

measurement can be performed with the first cycle after a gas change and is independent 

of run-in effects. 

Schultealbert et al. [267] demonstrate for example the selective quantification of 

hydrogen sulfide between 50 and 400 ppb in a varied background of hydrogen and 
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methane with the model-based evaluation of the rate constant at 150 °C. The rate constant 

is linear to the hydrogen sulfide concentration and independent of hydrogen and methane 

concentration. The evaluation of the conductance at 150 °C, on the other hand, provides 

an unstable, non-linear signal. With model-based data evaluation, Joppich et al. [268] 

show for example the interpolation between models for different gases to create a new 

model for mixtures of these gases, which is made possible by superposition of the rate 

constants.  

Schultealbert et al. [263; 269] investigate the change of model-based features due to 

siloxane exposure on the sensor. An irreversible decrease (poisoning) in the rate constant 

with increasing siloxane exposure is observed. With a second model-based feature, the 

time constant of the readsorption of oxygen at high temperature, a successful detection 

and compensation of poisoning effects are achievable.  

A second important model-based evaluation is the detection of short trace gas pulses 

in Paper 1 (Section 4.1). For the measurement of short gas pulses, a sufficient duration is 

necessary where the linear approximation is applicable. For this, the low temperature is 

reduced to 100 °C. As a result, a linear approximation with a duration of more than 10 min 

is achieved. At the very low temperature of 100 °C the sensor shows high reactivity to 

ethanol. The detection of benzene and toluene gas pulses is also tested [270]. The sensor 

signal is found to be lower by a factor of 10 for benzene and toluene. Experimental results 

show for ethanol (Paper B, Section 4.1), benzene and toluene [270] a linear behavior 

between the integrated rate constant and the dose over 3 orders of magnitude. The 

baseline-return of the sensor signal after the gas pulse takes longer for benzene and 

toluene compared to ethanol. Less reactive reducing gases, like toluene or benzene, a 

higher sensor temperature might be required (Paper A, Section 4.1), which also reduces 

the duration of the linear phase. This is likely to produce higher sensor signals as well as 

faster baseline-return due to the faster desorption of the products after full reaction.  

Reproducible and fast measurements of short trace gas pulses require that the gas peak 

has to reach the sensor without peak broadening. The reduction of the dead volume in the 

sensor chamber enables to measure these short gas pulses. The sensor consumption is 

estimated (FEM simulation) to be 1.6 % of the injected gas quantity. If the reaction would 

be optimized to 100 % efficiency, the theoretical detection limit is 47 fg for ethanol. There 

is still a dead volume due to the round area of the sensor mount with a diameter of approx. 

8 mm compared to the sensor chip size of approx. 2 x 2 mm. For gas exposures that are 

not exposed as peak, the dead volume also has a major impact on the time needed to reach 

a stable signal and should be generally considered [271]. 

Small and inexpensive detectors for GC systems can be realized with this method 

which shows a dose effect and is linear to the dose in a certain range. The combination of 

MOS gas sensor with GC is used for example in [30; 272; 273]. In all these publications, 

the sensor is operated with constant temperature and the signal follows the eluting 

concentration, so that an additional integration is needed. With the model-based 

evaluation, the result is obtained directly and a lower limit of detection can be achieved 

due to the improved sensitivity in this operation mode. However, the method is limited to 

a maximum dose that the sensor can detect linearly. Beyond that, the signal would have 

to be compensated, or a second sensor would have to be used alternately. The demand for 

mobile gas analysis systems for selective detection of trace gases, for example outdoor 

[10; 112; 274], indoor [275; 276] or medical diagnostics [4], has increased over the past 
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few years. The miniaturization of GC and its components [277–280] are investigated. A 

MOS gas sensor is easier and less expensive to miniaturize compared to a flame ionization 

detector (FID), mass spectrometer (MS) or photoionization detector (PID). Other 

applications also require the detection of gas pulses. For example, the combination of a 

MOS gas sensor with a preconcentrator is presented [31; 281]. The preconcentrator at 

room temperature is a sorbent material like TENAX or MOF. The preconcentrator on a 

micro-heater can be heated up quickly, releasing the accumulated gas as a gas pulse. With 

the model-based data evaluation, these gas pulses can be quantified [282]. Another 

example is leak detection of supposedly gas-tight parts in industrial environments. A test 

part is filled with forming gas (containing 5 % hydrogen and 95 % nitrogen) and placed 

in a measurement chamber. The measurement chamber is gas-tight and during a first 

accumulation phase the hydrogen flows out of the leakage. During this time, a gas sensor 

is operated at high temperature and in clean air. After the accumulation phase the sensor 

temperature jumps to a low temperature and the atmosphere in the measurement chamber 

is flushed to the sensor. This gas pulse can be measured with the presented method for 

the detection of gas pulses which is included in a Patent i. 

5.3 Calibration and Field Testing 

Calibration and field testing are necessary for successful development of gas sensor 

systems for specific applications. The model-based evaluation works for quantifying 

individual gases, such as the detection of gas pulses after a separation in GC or in leakage 

detection. For other applications with more complex gas compositions, more 

sophisticated methods and calibration procedures are needed to achieve reliable target 

value output. For example, cost-effective VOC measurements in indoor or outdoor air, 

odor monitoring or disease analysis are among such applications. Two thematically 

different but strongly linked areas have to be considered during calibration: design of 

experiment with data generation and data evaluation. 

5.3.1 Design of Experiment 

Design of Experiment (DoE) is an important point in data generation. For a successful 

DoE, the application must be fully defined. Target gases, interfering gases, concentration 

ranges and other influencing factors must be known. In the interlaboratory tests with the 

JRC (Paper 5, Section 4.3), for example, calibration is performed in different humidity 

ranges at LMT compared to JRC. In the interlaboratory tests with BAM, hydrogen and 

carbon monoxide which are present in the BAM lab’s background air are not included in 

the calibration at LMT because it is removed during carrier gas processing. DoE also 

includes the sequence of a calibration measurement. The DoE in Paper A or 1 

(Section 4.1) consists of single gases which does not reveal any masking effects or other 

gas interactions altering the sensor response for complex applications. Calibration in 

Paper 5 and E (Section 4.3) is done with the classical sequential DoE, like in other 

publications [39; 48; 51; 52; 55–59]. These studies define between three and five fixed 

concentration levels for each gas. Restriction to a few fixed points can lead to the fact that 

the correct operating point is not covered properly, for example the wrong humidity in 

Paper 5 (Section 4.3). A second problem is the influence on the data evaluation. Too few 

levels for the quantization of a continuous quantity or classification of different 
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substances easily lead to overfitting, which is illustrated for regression models with 

artificial neural networks (ANN) and partial least squares regression (PLSR) in [55] or 

for classification in [60]. For successful calibration of complex applications, a more 

realistic design of experiments is necessary. Therefore, a DoE based on random excitation 

[283] is demonstrated in Paper 3 (Section 4.2). This calibration is based on randomized 

gas mixtures which scans the parameter space much more efficiently than permutations 

of a few fixed gas concentrations. Comparing sequential and randomized calibration, the 

sequential measurement can be predicted with randomized calibration, but not vice versa. 

The calibration is successfully tested in the field tests in Paper 6 and F (Section 4.3).  

However, there are still some points that need to be examined in more detail. Paper 3 

(Section 4.2) uses for the creation of the gas mixture composition a complex scheme with 

several uniform distributions for atmospheric background (carbon monoxide, hydrogen 

and relative humidity) and selected VOCs. Paper 6 (Section 4.3) relies on a gas mixture 

composition based on Latin hypercube sampling (LHS) [284]. It has to be investigated 

which distribution for the composition of gas mixtures is most successful and how reality 

can be represented best. However, data evaluation must also be considered to ensure that 

the distribution results in an optimal model. 

The number of gas exposures and the reduction of measurement points per gas 

exposure needs to be studied to save calibration time. Bastuck [124] was able to 

demonstrate during the analysis of the data from Paper 3 (Section 4.2) that the number of 

gas exposures can be reduced to fewer than 40 while maintaining good results. However, 

this is only tested with laboratory measurements and the same should be investigated 

based on the field tests from Paper 6 (Section 4.3). Robin et al. [285] show machine-

learning-based calibration time reduction for the dataset from Paper 3 (Section 4.2). 

Field tests should also be included in the DoE. Field testing can assist in obtaining 

more stable and better models. In addition, it can also reveal limits. In this context, the 

presented release tests are a simple type of connecting lab to field measurements. 

Background fluctuations and undefined events, such as the hydrogen fluctuations and the 

event due to construction, would be better revealed by continuous all-encompassing 

analytical monitoring – which is almost impossible to achieve. For hydrogen, it was 

possible to have a reference device monitoring in parallel for several days (Paper F, 

Section 4.3). For VOCs a PTR-MS would be a possibility for continuous 

monitoring [247]. Only in combination with analytical systems are annotated and 

traceable field testing possible. For outdoor air, calibration in real environments is 

possible. Several parameters are measured on site with reference measurement systems 

today, which was for example presented for benzene [111] or ozone [113]. However, it 

must be kept in mind that different gases can occur in combination and have correlations. 

For example, carbon monoxide and hydrogen have such a correlation [286] or nitrogen 

dioxide and ozone [287]. This means that the measurement data are not statistically 

independent. The resulting models might fully or partially rely on the correlation. 

Therefore, field tests should always be combined with statistically independent laboratory 

tests. Additional aspects must be considered when moving from the laboratory to the 

field. For example, VOC emissions from the housing or PCB are possible. The sensor in 

the gas flow is shielded from housing or PCB in the lab but not in the real application. 

Hence, the emissions can increase the VOC concentrations and influence the 

measurement results [288].  
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5.3.2 Data Evaluation 

Calibration always requires data evaluation. Machine learning algorithms and artificial 

neural networks usually play an important role in this process. Paper 3 (Section 4.2) 

presents a data evaluation chain with two-stage dimensionality reduction and a PLSR for 

regression. The first dimensionality reduction is done by the calculation of mean and 

slope of 120 equidistant ranges in each cycle. The second dimensionality reduction is 

done by calculating the first 20 PCA components based on the features. The models 

reached good results for all gases and groups. Amann [289] studied different feature 

selection methods on this dataset and achieved the lowest errors for all targets with RFE-

LSR. He used the same data evaluation chain but replaced the second dimensional 

reduction with a feature selection, which is called feature extraction selection regression 

(FESR). This chain is used to evaluate the field tests in Paper 6 and F (Section 4.3) and 

produced impressive results. Robin et al. in Paper v [290] present an advanced data 

evaluation on these field tests with 10-layer deep convolutional neural network 

(TCOCNN). The net uses the raw data as input without any feature extraction. With the 

same validation and testing data, the TCOCNN outperformed FESR data evaluation with 

a 10 to 51 % lower error for the different models. Higher accuracy and lower noise can 

be achieved at the same temporal resolution, especially in real application environments. 

The TCOCNN was originally developed for formaldehyde prediction which explains that 

the error for this gas improves the most and halves in relation to the previous result. 

Further advancements for other gases could result from specific optimizations of similar 

kind. However, the higher computational effort for the training of the TCOCNN has to 

be considered. Also, the FESR model was optimized for highest dimension reduction and 

minimal error. If the minimum error is weighted higher in the optimization, the RMSE 

could probably be improved. 

This illustrates that further data evaluation methods and combinations need to be 

investigated and further improvements are always possible. In particular, the data 

generated from random gas mixtures can leverage the strengths of neural networks for 

gas sensing. Due to the statistically independent data, the risk of overfitting is reduced 

and even deep neural networks are applicable. An advantage of gas sensor technology is 

the fast, flexible and parallel generation of measurement data. This can create a huge 

database with almost infinite variations. For example, each calibration in Paper 3 

(Section 4.2) and Paper 6 and F (Section 4.3) contains more than 1,000 different 

annotated groups (gas mixtures) and over 10,000 testing points (temperature cycles).  

However, some points are still unresolved. Drift compensation performed, for 

example in Paper 6 (Section 4.3), must be taken into consideration. Transfer of the 

models to other sensors or re-calibration of the sensors (i.e. expanding the model with 

preferably little new training data) needs to be investigated [54; 291]. Neural networks 

with the concept of transfer learning offer good conditions for this [292–294]. Robin et 

al. [295] demonstrated that transfer learning reduces the calibration time to 30 % of the 

initial calibration. It was possible to transfer a model for xylene (RMSE of approx. 

13 ppb) calibrated with 500 unique gas mixtures from one sensor to two others (RMSE 

of approx. 16.5) with only minor adaptations. 

Long-term stability needs to be investigated further. The system in Paper 6 

(Section 4.3) shows reasonable results for more than one year [296]. The statistical 
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evaluation and determination of properties, for example the limit of detection, has to be 

defined and studied [297; 298]. Above all, data evaluation must be considered as part of 

the calibration process and thus also in the design of experiment. 

5.4 Measurement of VOCs 

“VOC measurement” has no clear definition. This starts with the fact that there is no 

clear definition of VOC, as presented in Subsection 3.3.2. For a few VOCs there are 

guideline, guide or limit values as shown in Table 3. For example, the carcinogenic gases 

benzene and formaldehyde have such limits. But is formaldehyde a VOC? Not according 

to the definition of analytics in ISO16000-6, where formaldehyde belongs to the VVOCs. 

Assessment values for total VOC (TVOC) are also oriented along this definition which 

accordingly means that formaldehyde is not part of this. All substances eluting between 

n-hexane and n-hexadecane after GC separation are VOCs and included in the TVOC 

value. However, this does not mean that the organic substances released before or after 

have less influence on humans. But there is no standardized analytical method for these. 

This also leads to the fact that the sum of VVOCs, VOCs and SVOCs according to 

ISO16000-6 does not correspond to the sum of all VOCs. Salthammer described the 

VVOC as an understudied class of indoor air pollutants and criticizes that there is no clear 

definition for it [239]. 

 This lack of knowledge is not caused by the lack of interest for broader VOC 

measurements, but the lack of fully comprehensive analytical methods. This is also 

obvious in the available studies where only VOCs according to the standardized analytical 

procedure are measured. In the case of VVOCs, if at all, only a small selection is 

measured, usually aldehydes. Alcohols, for example, are seldom considered [21; 198; 

256]. The health effects of many VOCs on humans are also unclear [23]. In most studies, 

humans are exposed to only a few VOCs and the effects are examined [26]. Assessing the 

human exposure to organic pollutants is complicated due to the variety of substances, the 

evaluation on humans and measurement methodology [27]. Therefore, the assessment 

values for TVOCs are derived from statistical analytical VOC analysis and such health 

studies [200; 299]. However, the TVOC concept is viewed critically [23; 300] and 

concepts to focus on the biologic relevance of organic compounds in indoor air are 

proposed [301].  

As described in Section 3.3.2, the personal exposure is higher than typical indoor air 

concentration in standardized measurements, which are in turn greater than outdoor 

concentrations [255]. That means that personal activities like cooking, cleaning or 

smoking account for a large part of the total exposure. Such short time events and human 

influence are normally not considered in most analytical measurements, which, however, 

would be necessary for a comprehensive analysis of indoor air quality and its influence 

on human health. Only a few studies are done in single homes with PTR-MS for a short 

time in real life [247] or with scripted experiments (e.g. cooking, cleaning) [246]. Both 

studies find, e.g. high concentrations of ethanol, acetic acid, methanol and formic acid 

during cooking or high siloxane emissions from personal care products. COVID-19 has 

also greatly changed the VOC composition in the interior due to intensive use of 

disinfectant sprays and emissions of ethanol, monoterpenes and monoterpenoids, but also 

nano-sized particles [250]. PTR-MS or other currently available analytical methods are 
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not feasible for large-scale cohort studies as they are expensive. Low-cost VOC sensors 

can support such studies with continuous monitoring [28]. However, it is essential that 

these sensor systems are stable and comparable to obtain a proper data basis for analysis. 

Low-cost sensors like MOS gas sensors, however, detect more than the VOCs in the 

analytical definition. They also detect VVOCs and other interferent gases such as 

hydrogen or carbon monoxide. Therefore, a common test standard must be created for the 

multitude of sensors so that comparability and traceability is ensured. Moreover, a clear 

definition for VOCs, adapted for low-cost sensors, is needed. The comparison with 

analytics still must be possible. For this purpose, a draft standard VDI/VDE 3518 Blatt 4 

is currently being prepared in the technical committee VDI/VDE-GMA FA 2.62 [302]. 

The draft is accompanied by the research project VOC4IAQ at LMT [303]. Through a 

comparable measurement of VOCs and further studies on the effects of VOCs on humans, 

these VOC monitors can be used in future for optimal ventilation control and improved 

air quality. 

One difficulty in calibrating and testing of sensor-based VOC monitors is the variety 

of different VOCs. It is not feasible to test the sensors for all possible indoor VOCs. One 

assumption reducing the test space is that sensors react similarly to similar VOCs or 

substance groups. This hypothesis was tested during the mentioned field tests in Paper 6 

(Section 4.3) for a few substances with mixed results for gases not included in the 

calibration. Benzene and m/p-xylene cause a response on the calibrated toluene and 

VOCsum signal. This shows that the gases tested that belong to the aromatics react very 

similar for the specific sensor type (SGP30) and calibration with toluene produces an 

aromatic signal. Isopropanol, on the other hand, caused no response in the calibrated 

ethanol signal, although the release was detectable in the raw sensor data. Hence, the 

similarity in the reactions of the three aromatics is not easily transferable to other 

substance groups. The investigation of further substances and substance groups, their 

reaction patterns and optimal calibration are part of VOC4IAQ [303] and other future 

projects. A few improvements should be considered for upcoming calibration and release 

tests. The VOCsum and also single VOC baselines in the room could not be validated 

because no analytical reference measurement was performed. A PTR-MS could be a 

suitable reference instrument for continuous and time-resolved monitoring of release 

tests [247]. The sorption measurement over >10 min and the analysis in the laboratory is 

not feasible on a continuous basis. Additional substances should be investigated and 

included in the calibration. A new GMA with more lines is available now at LMT for this 

purpose [123]. Also enhanced DoE, data evaluation, long term tests and so on, as 

discussed in Subsections 5.3.1 and 5.3.2, should be considered. 

In the following, two VOCs, benzene and formaldehyde, will be discussed more 

deeply. These two VOCs are relevant target gases for interlaboratory tests in this thesis 

due to their carcinogenicity.  

The aim of the first interlaboratory test is the selective measurement of benzene. 

Benzene is a carcinogenic gas [24] and the limit values are therefore very low. The 

preliminary guideline value of the UBA is 4.5 μg/m3 or 1.4 ppb [223] and the limit value 

in the European Union is 5 µg/m3 or 1.5 ppb in mean over one year [210; 218].  

The interlaboratory test in Paper 5 (Section 4.3) was performed at JRC. The tested 

system achieves an error in the range of 1 to 2 ppb after calibration with the LMT-GMA. 

In the GMA at JRC an offset of nearly 2-3 ppb due to different humidity conditions is 
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observed. During additional tests at JRC [10] the sensor system (marked as MOS+TCO) 

was tested for different interfering gases (toluene, xylene, ethane, propane, butane and 

pentane). Compared with other low-cost benzene sensors or sensor systems, our sensor 

system together with a mini-GC shows a good sensitivity to benzene and the lowest 

confounding effects10 [10]. All other sensors like PID, other MOS, electrochemical or 

silicon carbide field effect transistor gas sensors exhibit strong cross-sensitivity to 

interferents [10]. With an increasing amount of interfering gases, a higher error is to be 

expected. For environmental monitoring even lower detection limits (<1 ppb) and 

resolutions are necessary to be able to monitor the benzene concentration [304]. One 

study shows a level below 4 µg/m3 in 95 % of the investigated German buildings 

(3647) [198]. A decrease is seen in all percentiles between 2002 and 2012. For example, 

the P95 value decreased from 7 µg/m3 in 2002 to 3 µg/m3 in 2021 [198]. However, these 

are spot measurements and not annual averages. The Kinder-Umwelt-Survey of the UBA 

[256] in 2003 found in more than 10 % (P90 = 5.7 µg/m3) of the investigated rooms an 

annual average of benzene above the limit value. Significantly higher concentrations of 

benzene were found in households where smokers lived [256].  

An improvement can be the combination of a preconcentrator with a MOS gas sensor. 

Leidinger et al. [305] show for a preconcentrator based on MOFs a preconcentration 

factor of almost 10. The preconcentration effect also applies to toluene [305], which could 

lead to problems due to the higher indoor concentration of toluene compared to 

benzene [21]. One possibility for mitigation of the toluene reaction would be different 

adsorption and desorption temperatures or a temperature ramp to implement thermal 

desorption. Winter et al. [306] describe a thermal desorption with temperature ramp for a 

nanoporous silica preconcentrator. The relation between the temperature at the desorption 

peak and the boiling point of the compound is linear. A separation similar to a GC can be 

achieved. Another possibility is the filtering of interfering gases. Weber et al. [307] 

present the combination of a MOS gas sensor with a catalytic filter made from WO3. 

Heated to 240 °C, the filter removes gases like xylene, toluene, acetone, ethanol and 

others. The relatively poor reported detection limit of only 12 ppb could be improved 

through a preconcentrator or TCO. A non-low-cost solution is a miniaturized GC which 

provides reliable separation of BTEX and very low limits of detection. Zampolli et 

al. [30] show the combination of a preconcentration column, a separation column and a 

MOS gas sensor array as detector. With this setup they can achieve measurements in the 

sup-ppb range. They studied the detection of each compound of BTEX down to 100 ppt. 

The aim of the second interlaboratory test in Paper E (Section 4.3) was, among other 

things, the selective measurement of formaldehyde. Formaldehyde is classified as 

carcinogenic [25]. The guide value I of the UBA [224] and the guideline value of the 

WHO [217] is 0.1 mg/m3 or 80 ppb at 20 °C. In German buildings formaldehyde is 

ubiquitous and can be measured in almost every investigated building (446 [21], 2035 

[198]) above the limit of quantification (LOQ). In more than 5 % of the buildings the 

levels are above 80 ppb.  

In the laboratory comparison test, no satisfactory result is achieved for the detection 

of formaldehyde with the tested system. With calibration at LMT a validation error of 

10 ppb is observed, but the prediction of the BAM measurement results in an error of 

 
10 This paper only shows correlation of signals to the measurand. Thus, it only shows whether the sensor can be calibrated. A 

quantitative study was not carried out. 
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77 ppb. However, as discussed in Paper E (Section 4.3), this can be explained by the 

parameter space not being fully covered. Good results can be achieved with the SGP30 

and randomized gas exposures of VOC gas mixtures and other interferents in different 

GMA measurements in Paper 3 (Section 4.2) and Paper 6 (Section 4.3). With this 

complex calibration, an RMSE of 30 ppb is achieved with the FESR model in Paper 6 

(Section 4.3) and even reduced to 15 ppb with the enhanced TCOCNN model in 

Paper v [290]. However, we were unable to validate the model in the field. Due to the 

carcinogenic properties, no release tests were performed and there was no reference 

instrument available. Therefore, further investigations need to be conducted.  

The ideas discussed for improving benzene measurement cannot simply be applied to 

formaldehyde. It is not possible to use a preconcentrator due to the high volatility of 

formaldehyde. Therefore, more selective sensors or other sensor principles need to be 

used. A review over different sensor principles for formaldehyde is given in [308]. Van 

den Broek [32] shows the measurement of formaldehyde with a MOS gas sensor (PD-

doped SnO2) in combinations with a compact packed bed column of nanoporous polymer 

sorbent (TENAX) for separation. Also, some commercial formaldehyde electrochemical 

cells from Sensirion AG [309] or EC Sense GmbH [310] are today available on the market 

and should be tested.  

5.5 Interfering Gases 

Interfering gases are the main challenge in many applications. Their concentrations 

are often in the order of magnitude of the target gas concentration or even much higher. 

For example, hydrogen and carbon monoxide are ubiquitous background gases. The 

atmosphere median background of hydrogen is 500 ppb [223] and of carbon monoxide 

between 100 and 300 ppb [219]. However, in most applications, hydrogen and carbon 

monoxide are not constant and can be emitted by anthropogenic sources. Carbon 

monoxide can vary by up to several ppm due to various combustion events indoor and 

outdoor [217]. There is no literature for hydrogen variation in indoor air.  

We see large fluctuations indoors due to human activities [311]. Levitt [312] and 

Tomlin et al. [313] study the emission of hydrogen by humans. Paper F (Section 4.3) 

shows hydrogen variations over several ppm measured with two MOS gas sensors and a 

reference system in field tests that are not due to the presence of humans. Two effects can 

be observed. First, an increase of hydrogen is observed after the release of some VOCs 

such as toluene and acetone. This is probably due to decomposition processes such as 

photochemical oxidation [314]. Second, there is a diurnal hydrogen concentration cycle 

with its lowest point in the evening (6–8 pm) and highest in the morning (6–8 am).  

Barnes et al. [315] study hydrogen in the atmosphere and took one measurement every 

24 minutes for three years in a Harvard Forest. They observe a diurnal cycle with the 

highest concentrations in the afternoon (2–8 pm) and lowest in the morning (6–7 pm). 

The diurnal cycle is inversely in time compared to the results in Paper F (Section 4.3). 

However, they measured only a small variation of less than 10 ppb. A main cause for the 

variation is the removal of hydrogen due to the uptake by forest soils and oxidation by 

hydroxyl group [315; 316]. They mention additional factors contributing to the hydrogen 

variation. Sources are for example fossil fuel combustion from motor traffic, oxidation of 

methane and VOCs and other urban or industrial emissions of hydrogen [315].  
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Schmidt and Seiler [317] recorded in the 1970s hydrogen concentrations ranging from 

400 to 1300 ppb close to a road outside of Mainz. Grant et al. [318], at the Weybourne 

atmospheric observatory (UK), observe during atmospheric hydrogen monitoring some 

events where the hydrogen level increases by 1000 ppb. They attribute these events to 

unusual wind directions from the Benelux countries, where many hydrogen-emitting 

(petrochemical) companies operate. Patterson et al. [319] describe the increase of 

hydrogen concentration in the atmosphere during the last 150 years in 2021. A 70 % 

increase between 1852 and 2003 was reconstructed based on atmospheric air taken from 

firn11. In the mid to late 19th century, the atmospheric value was nearly constant at 

300 ppb and increased to 550 ppb during the 20th century. They explain the large increase 

by increased methane oxidation and more anthropogenic sources.  

This illustrates that there is a large variation of hydrogen in the atmosphere and 

probably even stronger indoors. Hydrogen fluctuations and the relationship between 

VOCs and hydrogen need further study, not only in the atmosphere but also indoors. The 

example of hydrogen shows how difficult it is to obtain reliable studies on some 

background gases.  

Table 5 lists some ubiquitous background gases in the atmosphere. Methane and 

nitrous oxide create negligible sensor response compared to hydrogen and carbon 

monoxide for the used MOS gas sensors. Ozone and nitric oxide are oxidizing gases and 

are expected to create measurable sensor responses. The concentration of ozone and nitric 

oxide indoors correlates with the outdoor concentrations. Main source is the motor 

traffic [320]. Therefore, the influence of these and other background gases and their 

variation in the indoor environment needs to be investigated further. Not all interferent 

gases have to be calibrated if their influence is negligible. But this needs to be checked 

first for every possible interferent. 

5.6 Gas Mixing Apparatus 

Gas mixing apparatuses are necessary for reproducible characterization of gas sensor 

systems. Reproducible gas mixtures are a prerequisite for testing, validation and 

comparing different systems. This is especially important when measuring trace gases in 

a complex atmosphere, such as VOCs indoors. When setting low concentrations in the 

ppb range, the construction of such systems plays an essential role. Therefore, the GMA 

at LMT works with two-stage dilutions of gas from pressurized gas cylinders. This is 

necessary because of the contamination in pressurized gas cylinders, even when produced 

with synthetic air 5.0 or 6.0. Such synthetic air contains for example up to 1 ppm carbon 

monoxide and up to 50 ppb hydrocarbons [321]. Therefore, a high concentration of the 

target gas inside the bottle is diluted with the background gas of the measurement. As a 

result, the contamination in the bottle plays less of a role and can almost be neglected. 

With the use of various filters, the background residual concentration can be reduced as 

far as possible, e.g. with a zero air generator for carrier gas. All experiments presented in 

this thesis are measuring offset concentrations on a (very low) unknown background 

concentration.  

 
11 A type of snow that has been left over from past seasons, which is the intermediate stage between snow 

and glacial ice 
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The use of different carrier gases in the interlaboratory tests shows problems that can 

occur when contamination exist that only occur in one GMA. The carrier gas at BAM is 

active-charcoal-purified compressed air. The carrier gas at LMT is produced by a zero air 

generator with catalytic purification, which also removes for example hydrogen and 

carbon monoxide. 

The atmospheric hydrogen level is 500 ppb [223] and shows a sensor response in TCO 

of one order of magnitude. Hence, with MOS gas sensors, gases can become important 

that do not play a role in classic VOC analysis, such as hydrogen or carbon monoxide as 

discussed in Section 5.5. 

Additionally, contamination with VOCs must be taken into consideration. Tests in a 

GMA at LMT typically have contamination of a few µg/m3 [42], which is in the same 

order of magnitude as targeted benzene concentrations. The components of a GMA must 

be carefully selected according to their material and shape. Leidinger et al. [43] studied 

different materials for tubing and observed that the glass, stainless-steel tubing with and 

without silica coating suffer less from sticking effects of VOC compared to aluminum or 

PFA (perfluoroalkoxy alkane). If additional gases, such as ozone or nitrogen dioxide, are 

to be analyzed in the future, the material selection of the GMA must be revisited. Inert 

materials such as glass or vitrified stainless steel can be tested, as in the GMA at the 

JRC [125; 126]. Analytical measurements of the gas stream might be necessary, due to 

interaction of different gases [117; 125; 126]. 

The GMAs used for the studies in this thesis can provide a maximum of six gases plus 

humidity as a gas mixture. If more background gases and VOCs are to be considered, this 

number is not sufficient. A GMA with more than six gases could be used, such as the 

latest GMA at the LMT [123] which allows a total of 18 gases to be combined 

independently. Another possibility is the use of gas mixtures in pressurized gas cylinders 

or the calibration with fewer gases and change of a pressurized gas cylinder during the 

measurement. All possibilities are currently being investigated in VOC4IAQ [303]. 

5.7 Electronics 

For the use of semiconductor gas sensors in TCO, an electronic platform for analog 

and digital MOS gas sensors – the Sensor Control – was developed in the scope of this 

dissertation presented in Paper 2 and Paper vii which was used for the measurements in 

Paper 3, 6 and F.  

Currently, there are no such universal electronics commercially available for MOS 

gas sensors in TCO. For analog sensors and early papers included in this thesis, the 

Toolbox of 3S GmbH as mentioned in Paper D was used. Due to the limitation of the 

measurement range, this was improved with a logarithmic read-out circuit based on the 

logarithmic amplifier LOG112 (Texas Instruments) at LMT. By the using the LOG114 

from Texas Instruments, a faster measurement can be achieved (Paper D, Figure 3). 

Through the direct connection of the Log-Board (Paper 2 and Paper vii with the sensor 

boards and due to the optimization of the circuit design a low-noise and faster 

measurement of the sensor resistance is achieved by Sensor Control (Paper 2, Figure 5). 

Compared to the MOXstick [322] and the GIGAstick [323] (JLM Innovation GmbH) 

which have a measurement range of 3.5 decades up to 10 MΩ and 1 TΩ, respectively, the 

Sensor Control includes a much higher range of 8 decades. With both sticks, temperature 
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cycling is principally possible but only over voltage control and no resistance closed-loop 

control is included.  

For the measurement of higher resistances in the TΩ range, there is new electronics 

available that could be tested which is able to measure even lower currents down to 

fA [324]. Especially when used for the detection of short gas pulses, for example in GC, 

such electronics can improve the performance. 

The combination of sensor elements with the electronics in a sensor with integrated 

ASIC that are nowadays available enables new possibilities [6; 8; 9; 76]. Advantages of 

miniaturizing and integrating the electronics include energy-efficiency, possibility of fast 

temperature changes in TCO and facile integration into systems. There is no commercial 

hardware on the market yet to run full TCO with these sensors. The electronics Sensor 

Control Digital presented in Paper vii enables TCO in analogy to the analog sensors, 

through extended access to the communication protocol and interface. In addition, other 

digital sensors can easily be integrated for sensor fusion. 

However, the disadvantage is that electronics and sensor layer cannot be examined 

independently in this case. This means that no statements can be made about the accuracy, 

linearity and noise behavior of the electronics. In addition, most ASICs are limited in 

terms of measurement range, temperature setting and flexibility, which can lead to 

limitations, especially in research. Through collaboration with manufacturers and closer 

collaboration between universities with different focuses (sensor manufacturing, 

electronics design and sensor fusion) the development of enhanced sensors and sensor 

operation modes can be promoted. 

5.8 Interlaboratory Tests 

Interlaboratory tests or round-robin tests are a standard procedure in chemical analysis 

and necessary for standardized measurements [325]. The tests can involve multiple 

scientists or laboratories with the same method but different equipment or a variety of 

equipment and methods. Such tests are also necessary for ensuring reproducibility and 

reliable comparison of MOS gas sensor systems. Two things need to be distinguished 

here: Is the GMA or the sensor system being compared or tested? In the field of MOS gas 

sensors, virtually no interlaboratory tests can be found in literature. Buttner et al. [326] 

did some interlaboratory tests with three hydrogen safety sensor types (thermal 

conductivity sensor, combustible gas sensor and a palladium thin-film sensor) at JRC and 

the U.S. Department of Energy, National Renewable Energy Laboratory (NREL).  

Two interlaboratory tests were performed during this thesis. The aim of both 

interlaboratory tests was to compare a sensor system in different laboratories.  

The interlaboratory test with the JRC in Ispra showed good results and comparable 

sensor signals in Paper 5 (Section 4.3). The GMA concepts at both sites are entirely 

different. However, in both cases the target gas benzene at ppb level was diluted with the 

carrier gas zero air and the only additional background was humidity. The humidity range 

was not coordinated, as described in Paper 5 (Section 4.3). This difference had the 

greatest impact on the outcome. Nevertheless, the linearity of the model could be 

maintained, and the calibration had a pure offset.  

In the second interlaboratory test at BAM in Paper E (Section 4.3), the sensor system 

should also be compared. The setting for this one was more complex and in addition to 
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benzene, formaldehyde concentrations were to be quantified. In addition to humidity, a 

low-level VOC background was varied. However, the VOC background had different 

compositions at BAM and LMT. The GMAs were also structured quite differently. 

However, the most considerable difference was the used carrier gas. Hydrogen and carbon 

monoxide that were not filtered at BAM (Section 5.6) thus probably made the most 

considerable difference. The results were difficult to compare due to the different carrier 

gas and background VOC mixtures. Finally, the main outcome was the comparison of 

two GMAs. 

Therefore, it must be distinguished whether an interlaboratory test is performed for 

sensor systems or GMAs. The system with material, purity, carrier gas, accuracy, etc. 

must be clearly defined beforehand. In the same way, the measurement task, which is 

very multifaceted in the case of VOC measurement, must be defined. This is the first 

challenge for comparability. Bringing MOS gas sensors out of the lab to the field and 

application requires successful interlaboratory tests. More interlaboratory tests are 

planned in context of VOC4IAQ [303]. 
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6 Conclusion and Outlook 

In this thesis, challenges for successful integration of MOS gas sensors in an 

application-specific gas measurement system were illustrated and solutions were 

proposed and tested. The importance of a physical and chemical understanding of a 

semiconductor gas sensor in TCO for the optimized development of operation modes and 

data evaluation was presented. This does not require a full physical and chemical 

description of every single aspect of the sensor’s behavior, but rather the relevant 

information required for targeted development activities. With the model-based 

description, the generation of more stable signals, the tailored detection of short gas pulses 

or leakage detection are possible. Besides this, it was shown that the system consists of 

more than just the sensor. When developing a sensor system, several points must be 

considered, e.g. the sensor itself, the mode of operation, the electronics and the 

calibration. The application and measurement target must be clearly defined and the most 

important influencing factors must be known. Optimized operation, calibration and data 

evaluation of semiconductor gas sensors enable the exploitation of new applications in 

gas sensing technology. For the measurement of VOCs, the feasibility, the possibilities 

and the challenges were outlined. Interlaboratory tests with two independent laboratories 

were conducted successfully, revealing the importance and challenges of gas mixture 

generation. The calibration of different VOCs in the laboratory was successfully 

demonstrated in the laboratory and field using the proposed techniques of model-based 

feature extraction, randomized DoE and data evaluation with machine learning methods. 

The calibrated models were able to successfully predict different release tests in the field. 

Compared to the analytical methods used, the MOS gas sensor system achieved 

comparable results, which is unique in current research.  

In future research, different aspects of the complete sensor system can and should be 

further improved. The model and the model-based data evaluation can be extended and 

improved, especially concerning harsh environments. An extension concerning the 

description of the high-temperature stage and the influence of siloxane on the model-

based parameters given in [263] is only a first step. The extension to other sensors or even 

sensing materials and the integration of the method for detecting short gas pulses as 

detector for a GC can be tested. The TCO optimization should be improved further, for 

example by automated evaluation, which can speed up the application development. Due 

to the superposition property, it might be even feasible to build up a database covering 

the sensor response to a huge number of different gases to obtain a first guess for an 

application-specific operation mode without doing a single measurement. 

The design of experiment still offers enormous potential for optimization. For the 

successful commercial application of the randomized method, the calibration time must 

be shortened. The gas exposures must be optimally exploited so that more measuring 

points are used for evaluation. First approaches with automatic detection of outliers by 

applying novelty detection were already presented [285]. Optimized gas mixing in multi-

stage dilution systems, short gas exchange times and realistic fluidic sensor connections 

with low dead volume play important roles in optimizing calibration duration. The use of 

even more gases for more complex applications and more realistic calibration is made 

possible by new GMAs [123]. The concentration composition of the randomized gas 

mixtures in DoE was demonstrated with two different distributions. The concentration 
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distribution in the gas mixture composition among each other plays an essential role for 

successful calibration. It needs to be investigated further and improved. Should this 

distribution preferably represent the application as much as possible, or is it better to tune 

the model’s accuracy in distinct directions? 

The data evaluation can be improved with new or combined methods. First promising 

approaches with deep learning, neural networks and transfer learning are already ongoing 

and first results were published [290; 295]. There are many other methods in the field of 

feature extraction and selection, regression or hyperparameter optimization that can be 

tested and used. The training of global models over several sensors, the transfer of models 

to other sensors or the recalibration of sensors must be considered. These methods could 

significantly reduce calibration time and be used efficiently for high-volume applications 

which cannot be addressed by systems that need to be individually calibrated over days. 

In the case of VOC measurement, some key facts are still unknown or have not yet 

been investigated. Even the sum of VOC is not clearly defined. The test standard draft, 

the accompanying research project VOC4IAQ [303] and other projects will make a 

difference and clarify aspects. Studies on the impact of VOCs on humans needs further 

attention especially beyond the analytical definition of VOCs. This allows new and clear 

measurands to be identified. The influence of oxidizing gases such as ozone or nitrogen 

dioxide or other interfering gases on the sensor response and on the calibrated model must 

be studied. For selective measurement of VOC, a combination of MOS gas sensors with 

other technologies as described in the discussion can be used to enhance such sensor 

systems and make them more similar to analytical instruments. The use of a MOS gas 

sensor with preconcentrator, different sensitive materials, filter or with a micro column 

are several ideas.  

Interlaboratory tests and field tests, especially for VOC measurements, should be 

considered as indispensable methods for successful and reproducible sensor systems. This 

will help those systems to gain importance also in studies and applications, where the 

importance of traceable measurement is high such as health studies. 

The model, methods, tools and ideas for efficient and realistic MOS gas sensor 

calibration and testing in this thesis enable the realization of advanced sensor systems 

development. The methods can also be applied to other applications such as outdoor air 

quality, breath analysis or odor monitoring to make significant progress in measurement 

quality. The highlighted challenges and developed methods can be applied to many other 

gas sensor-based systems. The randomized calibration and data evaluation methods can 

be applied to all sensor systems with multiple raw signals. The combination of several 

sensor principles or sensors in dynamic mode of operation such as electrochemical cells 

(EC) with cyclic voltammetry are examples of an application of these methods. The 

shown challenges for interlaboratory tests and for the application of VOC measurements 

do not only concern MOS gas sensors but also apply to other gas sensors like PID or EC 

sensors. Because all these methods and tools can be connected and interfaces were 

developed, a very fast workflow from identification of an application to detection 

algorithm has been successfully established. 
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