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Research Article 

INTRODUCTION 

The leaves and fruits of a plant are an important part of 

a plant. Crop fruit and leaf surfaces are the major areas 

for plant diseases. Plant infections always reduce crop 

production and lower the fruit's quality. An expert can 

frequently find the plant's sickness in the leaf or fruit 

regions. But from a farmer's perspective, it is difficult to 

identify the plant problem. Farmers can occasionally 

identify a plant's disease with their unaided eyes. Look-

ing at the plant leaves and fruits, they are unsure about 

the disease's class. Thus, they frequently struggle with 

the issue of spotting plant illness. Experts can identify a 

plant's sickness using a laboratory technique or their 

knowledge of the subject. The laboratory procedures 

need a lot of labour and time. Yet, computer automa-

tion enables humans to develop the difficult problem's 

most error-free solution(Barman et al., 2020; Barman 
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and Choudhury, 2021). Therefore, creating a digital 

system to identify plant diseases using automation and 

computers is crucial. The Support Vector Machine 

(SVM) with the kernel is used in this study to categorize 

the various citrus diseases using a digital image-based 

disease classification method. 

Recent research has concentrated on computerized 

systems for identifying and diagnosing plant diseases. 

Sharif et al. (2018) reported a method for diagnosing 

citrus illness that uses multiclass SVM and better-

weighted segmentation. They used this technique on 

three different datasets, including the Plant Village, the 

Citrus Disease Photo Gallery Dataset(Citrus Dataset, 

2021 (n.d.). www.idtools.org), and the Database of 

gathered photographs. They had a classification accu-

racy of 97% on the dataset from the citrus disease pho-

to gallery dataset, 89% on the total dataset, and 90.4% 

on our local dataset. 

A review study on citrus plants disease identification 

and categorization using techniques for image pro-

cessing was forwarded by Iqbal et al. (2018). They dis-

cussed several citrus diseases, diverse image-

processing methods, picture segmentation, feature ex-

traction, and possible measures for categorizing citrus 

diseases. After segmenting the leaves picture using K-

Mean (Devi et al., 2018) reported a plant disease detec-

tion and classification system utilizing an SVM classifi-

er. For the classification, they had an accuracy rate of 

98.3%. Using the expectation-maximization approach, 

Zhang et al. (2019) presented the classification system 

for diseases of cucumber leaves. They used superpixel 

clustering to segment the photos. A cost-SVM-based 

method for detecting citrus greening disease was pre-

sented by Deng et al. (2016). After taking them under 

the visible spectrum, they used the Hue Saturation Val-

ue (HSV) histogram and the Gray histogram to extract 

the features of the photographs. Compared to the other 

SVM kernels, they had the highest accuracy (87.52%) 

using the RBF kernel.  

A disease detection retrieval system for the soybean 

plant employing low-level image features was examined 

by Patil and Kumar (2017). They analyzed the color 

feature using the HSV histogram, the shape feature 

using the scale-invariant feature transform, and the tex-

ture feature using the local grey Gabor pattern. For 

three distinct kinds of soybean disease, they integrated 

all three techniques and attained retrieval efficiencies of 

96%, 68%, and 76%, respectively. A deep convolution 

network-based plant leaf disease classification system 

was presented by Sladojevic et al. (2016). The created 

model is capable of identifying 13 various plant diseas-

es kinds. During separate class tests, they received 

91% and 98% accuracy scores. Khirade and Patil 

(2015) demonstrated a method for detecting plant dis-

eases using an image processing technique. For pic-

ture segmentation, they used the K mean approach, for 

feature extraction, they used a grey-level co-

occurrence matrix; and for disease classification, they 

used an artificial neural network.  

Citrus scab and citrus anthracnose disease classifica-

tion using SVM with the aid of RBF and polynomial ker-

nel was presented by Gavhale et al. (2014). Using Ra-

dial Based Function (RBF) based SVM, they reached a 

maximum acceptance rate of 96%. Arivazhagan et al. 

(2013) demonstrated a system for detecting leaf illness 

using a textural feature. They used the green pixel 

masking method to segment the previously processed 

images, and the Gray Level Co-occurrence Matrix 

(GLCM) was used to determine the characteristics of 

the images. The classification of the many diseases 

affecting the various species makes use of artificial 

neural networks, which have an accuracy rate of 

87.66% for identifying leaf disorders. Asraf et al. (2012) 

used SVM with the linear kernel to classify palm leaf 

disease and achieved 95% accuracy. Al-Hiary et al. 

(2011) gave a disease detection and classification sys-

tem employing K Mean clustering, green pixel masking 

for picture segmentation, a co-occurrence approach for 

texture feature analysis, and an artificial neural net-

work. They have an illness detection accuracy of 83% 

and a disease classification system accuracy of 94%. 

Zhang and Meng (2011) presented an autonomous 

Citrus leaf canker detection system employing an up-

graded AdaBoost Algorithm and lesson descriptor. The 

classification system for plant diseases based on Artifi-

cial Neural Network (ANN) and SVM was presented by 

Pujari et al. (2016). They calculated the input photos' 

colour and texture attributes, and their categorization 

accuracy peaked at 92%. 

The yield and quality of citrus fruits are constantly de-

clining due to several illnesses that affect citrus. A few 

different types of research have been identified in cit-

rus, although several image processing and machine 

learning approaches have been created to detect and 

classify the many plant diseases. From the research 

above, an image's color and textural properties can be 

used to identify and categorize various plant diseases. 

In the present study, citrus leaves and fruit photos were 

taken from a public dataset, namely, Citrus ID (Citrus 

Dataset, 2021) database. Then, the disease section of 

the images was separated from the other parts of the 

images using hue-based image segmentation tech-

niques. Finally, the study aimed to categorize citrus 

diseases using SVM, and the effectiveness of SVM 

was examined using Linear, RBF, and Polynomial ker-

nels. 

MATERIALS AND METHODS 

This study proposed a citrus disease classification sys-

tem using HSV thresholding-based segmentation, 

GLCM-based feature extraction, and SVM for citrus 



 

854 

Barman, U. et al. / J. Appl. & Nat. Sci. 15(2), 852 - 859 (2023) 

disease classification. Fig. 1 represents the block dia-

gram of the proposed method. 

 

Dataset for citrus images 

Citrus leaves and fruits were gathered from a public 

dataset called Citrus ID (Citrus Dataset, 2021) dataset 

(Fig. 2). As seen in Fig. 2, the dataset image was made 

up of 96 dpi fruit and leaf images with a dimension of 

100x150. Alternaria, Anthracnose, CCDV disease, Chi-

mera, Citrus Blackspot, Canker, Scab, Citrus Subburn, 

Melanose, Leprosy, and a few more groups of citrus 

diseases were among those present in the dataset 

(Citrus Dataset, 2021 (n.d.). www.idtools.org). 

Citrus Black Spot, Citrus Scab, and Citrus Leprosis 

were three separate kinds of citrus diseases classified 

using SVM. There are 101 photos of citrus leaves and 

fruit in the Citrus Black Spot Class. Leprosis class only 

had 43 photos of citrus, compared to Citrus Scab's 78 

varied citrus images. 

 

Image pre-processing and segmentation 

The process of improving the quality of an image by 

size adjustment, contrast improvement, noise reduc-

tion, etc., is image pre-processing. The contrast of the 

photos needs to be improved because it varies from 

image to image in the dataset. With the help of MatLab 

2015's built-in function (stretch), the citrus image con-

trasts were improved. The contrast enhancement of 

citrus scab disease is shown in Fig. 3. 

The segmentation of the citrus image is the next pro-

cess. Segmentation in computer vision refers to divid-

ing a picture into smaller pieces that can be more easi-

ly understood and analyzed (Sunny and Gandhi, 2018; 

Zhang et al., 2019). The present study created a mask 

Fig. 1. Block diagram of the citrus disease classification system 

Fig. 2. Different sample images of citrus disease (Citrus Dataset, 2021) 
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that segmented the images using the input image's 

color threshold as a reference point. The input images' 

Red, Green, and Blue (RGB) colors were converted 

into Hue Saturation Value (HSV) color images during 

the process, and the color histogram was used to de-

termine the threshold for each HSV color space chan-

nel. In the experiment, the threshold values for the hue, 

saturation, and value channels ranged from 0.056 to 

0.136 for hue, 0.128 to 1.000 for saturation, and 0.087 

to 0.913 for value. The segmented images of the citrus 

leprosy disease are shown in Fig. 4. 

 

Feature extraction for images 

In the realm of image processing, visual feature extrac-

tion is crucial. Even though each citrus image has a 

unique form, dimension, color, and texture (Khirade and 

Patil, 2015) extracting various citrus image characteris-

tics was essential. While categorizing a citrus image, 

colors and textures were crucial. Table 1 illustrates the 

different colors and textures of citrus. 

Enhanced segmented images were taken into account 

for classification in the present work. For feature extrac-

Fig. 3. Contrast enhancement of citrus scab disease 

Fig. 4. Segmented images of citrus leprosies disease 

Color feature Texture feature Texture feature 

Color Histogram Entropy Skewness 

Color Mean Root Mean Square Inverse Difference Moment 

Color Moment Variance Contrast 

Standard Deviation Smoothness Correlation 

  Kurtosis Energy 

  Dissimilarity Homogeneity 

Table 1. Different color and texture features of the citrus image 
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tion, both color and texture features were chosen. The 

colors and textures of an image were identified using 

the GLCM (Barman et al., 2023; Sladojevic et al., 2016; 

Sunny and Gandhi, 2018; S. Zhang et al., 2019). The 

frequency with which one gray-level value appears hor-

izontally next to another gray-level value was used to 

calculate GLCM. 18 different statistics of an image 

were provided by a single grey-level co-occurrence 

matrix(Poojary and Shabari, 2018; Zhang and Meng, 

2011). However, the segmented image in the grayscale 

domain was used to construct four statistics of the 

GLCM features. These were contrast, correlation, ener-

gy, and homogeneity. Again, the color was determined 

using nine additional features, including Mean (M), 

Standard Deviation (SD), Entropy(E), RMS, Variance 

(V), Smoothness(S), Kurtosis (K), Skewness (SKW), 

and Inverse Difference Movement (IDM). 

A single image was used to determine a total of 13 

characteristics. The final feature vector of the three 

classes was 222x13 in size, while the size of the fea-

ture vector for a single image was 1x13. As fewer pho-

tos were in each class in the dataset, fivefold cross-

validation was used to assess the SVM's accuracy. 

Fig.5 shows the flow chart for feature extraction. 

 

Disease classification using SVM 

A binary supervised classification algorithm is a support 

vector machine. A hyperplane was used in support vec-

tor machines to divide classes. Support vectors were 

the values closest to this hyperplane (Poojary and Sha-

bari, 2018). However, it was later expanded to provide 

multi-class classification. The support vector machine 

for binary classification is depicted in Fig. 6. 

Thirteen distinct traits were included in nonseparable 

form in the feature vector of the suggested technique. 

For dealing with nonseparable data, SVM was used 

with a kernel. SVM uses linear, polynomial, RBF, and 

sigmoid kernels. In this study, the accuracy of SVM 

was assessed using linear, polynomial, and RBF ker-

nels. Using Matlab2015a, the SVM was implemented 

individually with the kernels. Each citrus class has a 

label displayed in Table 2. 

RESULTS AND DISCUSSION 

In Matlab 2015a, SVM was implemented using linear, 

Gaussian, and polynomial kernels. Apart from the linear 

kernel, the RBF and polynomial SVM kernels were use-

ful for non-separable data. The kernel scale parameter 

was used to train the SVM model. The model's kernel 

scale parameter was 1. There were fewer photos in the 

dataset for citrus illness. Fig. 7 shows the scatter plot of 

the feature together with the appropriate contrast and 

Fig. 5. Feature extraction of citrus images 

Fig. 6. SVM for binary classification 

Vector 

position 

Class 

labelled 
Assigned result 

1-43 0 Leprosis 

44-144 1 Citrus Black Spot 

145-222 2 Citrus Scab 

Table 2. Label vector of different citrus disease class 
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correlation aspects of the image. Leprosy, citrus black 

spot, and citrus scab were each represented by the 

colors red, green, and blue, respectively. It demonstrat-

ed that the features of the two classes may be linearly 

separated, but the features of the three classes cannot. 

The model's accuracy was assessed using five-fold 

cross-validation. The data was divided into five equal 

folds by the five-fold, and SVM was trained for each 

fold using data from outside the fold. All of the data that 

was within the fold was used for testing. The confusion 

matrix was used to assess how well the model was 

working. The confusion matrix is a table that displays 

the SVM's performance and contains correctly and in-

correctly classified data. Fig. 8 depicts the SVM's con-

fusion matrix. 

Each confusion matrix (Barman et al., 2023) contains 

the value of the True Positive Rate(TPR) and False 

Negative Rate(FNR). TPR means the truly classified 

citrus rate and FNR means the falsely classified citrus 

rate. This ratio defined the percentage of correctly clas-

sified data to not classified data. The linear kernel of 

SVM classified 10 images as Class 0, whereas 5 and 

28 images were misclassified as Class 1 and Class 2, 

respectively. So, the TPR for Class 0 was 23.3% and 

the FNR was 76.7%. The TPR of Class 0 was 44.2% in 

the Gaussian kernel, whereas the TPR of Class 0 was 

62.8% and 60.5% for the polynomial kernel with order 2 

and 3, respectively. The Gaussian kernel reported 

91.1% and 84.6% TPR for Class 1 and Class 2, re-

spectively. Doh et al. (2019) reported a 91% TPR rate 

for citrus fruit disease classification and Deng et al. 

(2016) reported 88% accuracy for citrus greening dis-

ease classification using cost SVM. 

The overall accuracy, error, TPR, and FNR values of 

three classes of citrus disease concerning the kernel 

are represented in Table 3. 

Sunny and Gandhi (2018) reported one vs. all methods 

to evaluate the SVM in their study with adaptive histo-

gram equalization enhancement techniques. The one 

vs all SVM model was used in the present study for 

each of the three kernels. For SVM's three-class classi-

fication, the Gaussian kernel and Polynomial kernel of 

degree 3 produced the highest accuracy (79.7%). All 

three SVM kernels showed lower model accuracy for 

Class 0 (Leprosy). However, the Polynomial kernel with 

degree 3 responded well to Class 0 compared to the 

other SVM kernels. For all three SVM kernels, the true 

positive rate of the other two classes (Class 1 and 

Class 2) was favorable.  

The results of the present study were compared to 

some of the earlier research in Table 4. To detect citrus 

diseases, the SVM was compared to its many forms of 

the kernel. The degree 2 polynomial kernels showed 

the best accuracy. The raw citrus images were seg-

mented using a threshold-based segmentation algo-

rithm, which was demonstrated.  

Conclusion 

This study demonstrated a categorization method that 

combined machine learning with image processing. 

The model's overall accuracy for the three classes was 

Fig. 7. Scatter plot of the features of the citrus dataset 

Kernel Class TRP  FNR Accuracy Error 

 Linear 

0 23.3 76.7 
  
78.8 

  
21.2 

1 89.1 10.1 

2 96.2 3.8 

 Gaussain RBF 

0 44.2 55.8 
  
79.7 

  
20.3 

1 91.1 8.9 

2 84.6 15.4 

 Polynomial with degree 2 

0 62.8 37.2 
  
79.3 

20.7 1 90.1 9.9 

2 75.6 24.4 

 Polynomial with degree 3 

0 60.5 39.5 
  
79.7 

  
20.3 
  

1 89.1 10.9 

2 76.9 23.1 

Table 3. Result analysis of citrus disease class 
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Fig. 8. Confusion matrix of SVM with linear kernel for citrus disease classification 

Paper Dataset Segmentation Feature Algorithm Accuracy 

Dhiman et al., 
(2022) 

Citrus Fruit NA Deep Feature VGG 96% 

Barman & 
Choudhury, (2021) 

Own Citrus Da-
taset 

NA GLCM DNN 99% 

Deng et al., (2016) Citrus Greening NA 
Color Feature 
With PCA 

C SVC 88.20% 

Dananjayan et al., 
(2022) 

CCL’20 Citrus 
dataset 

NA Deep Feature YOLO 96% 

Sharif et al., 
(2018) 

Citrus ID NA Hybrid Feature Multi-SVM 89% 

Proposed System Citrus ID Yes Color and GLCM SVM 79.7% 

Table 4. Comparison of the present study with the previous study for citrus disease detection  
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79.7%. Following pre-processing, the citrus image was 

segmented using HSV color histogram masking and 

thresholding. GLCM is used to compute citrus pictures' 

features. The GLCM approach effectively removed the 

image's color and texture components. SVM was used 

for the classification. Except for citrus leprosy, SVM 

with RBF provided good accuracy for citrus scab and 

citrus black spot illnesses. Future research is needed to 

classify other citrus diseases in conjunction with lepro-

sy and attempt to increase the leprosy disease's accu-

racy by expanding the sample size. 
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