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Abstract
Security risk analysis (SRA) is a key activity in software engineering but requires heavy
manual effort. Community knowledge in the form of security patterns or security catalogs can
be used to support the identification of threats and security controls. However, no evidence-
based theory exists about the effectiveness of security catalogs when used for security risk
analysis. We adopt a grounded theory approach to propose a conceptual, revised and refined
theory of SRA knowledge reuse. The theory refinement is backed by evidence gathered from
conducting interviews with experts (20) and controlled experiments with both experts (15)
and novice analysts (18).We conclude the paper by providing insights into the use of catalogs
and managerial implications.
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1 Introduction

Systematic knowledge reuse improves organizational effectiveness and competitiveness
(O’Dell and Grayson 1998; Markus 2001; Dixon 2002). This is particularly critical for
knowledge that is difficult to acquire such as security knowledge (Souag et al. 2015).

In this respect, several approaches exists towards reuse of existing security knowledge
(e.g., security patterns Schumacher et al. (2006), CAPEC Barnum (2008), weaknesses
CWEMITRE (2020b), automatedprogram repair for vulnerabilitiesMITRE (2020a), ISO27x
security controls, to name a few). In the design space, several studies have proposed security
risk and threat analysis of software design representations (Abe et al. 2013; Almorsy et al.
2013; Berger et al. 2016; Shostack 2014; Deng et al. 2011) for example by using security
knowledge bases with catalogues of security patterns to address specific threats (Riaz et al.
2017, 2016). In the professional practice, security knowledge reuse for security risk anal-
ysis takes the form of detailed structured methods (e.g. (Publicas 2012; of Standards and
Technology 2012)) coupled with catalogues of security patterns matching threats to security
controls (e.g. (Group 2021; of Standards and Technology 2020)). Yet due to the challenges
of automating security risk analysis procedures Tuma et al. (2018) security experts still
leverage knowledge bases during manual analyses Tuma et al. (2021).

A key aspect that is still missing is a general, empirically validated theory onwhich aspects
are important in reusing security knowledge and for which kind of re-users.

For example, in the general domain of software patterns, it is taken for granted that
software patterns help Gamma et al. (1995) but empirical evidence showed that the “Gang
of Four” patterns have limited usability and do not help novices to learn about design Zhang
and Budgen (2012). For security patterns, empirical studies were not able to demonstrate
that security patterns improve the productivity of the software designers or the security of
the design Yskout et al. (2015). In general, security patters trying to capture tacit knowledge
exhibit varying degree of success Riaz et al. (2017).

The goal of this work is to propose and empirically evaluate a conceptual theory of
knowledge reuse for security risk analysis (SRA for short). An important dimension of the
work is to understand whether such knowledge can be equally used by novices and domain
experts alike.

Towards a principled approach, Markus Markus (2001) has studied the theory of knowl-
edge reuse and found that effective knowledge reuse requires both the transfer of explicit (i.e.,
captured, structured and disseminated) knowledge and the internalisation of tacit (experts’
personal knowledge that has not yet been captured) knowledge. Yet, such knowledge bases
have meaning only when they are processed by an “interpreter” Newell (1982) which must
share the knowledge base (i.e. the security catalogue) but also the mental process that has
been used to build it (i.e. the methodology).

Therefore capturing and packaging SRA knowledge bases requires careful consideration
and is by no means a trivial process. In security, if the structure of a security catalog is not
of high quality, it may end up introducing new security problems rather than eliminating
them Markus (2001).

To achieve the goal of this study, we first aim to identify the key success factors:
RQ1:What are the success factors in SRA knowledge reuse?
Markus’ theory on knowledge reuseMarkus (2001) goes a step further and investigates the

relation between knowledge repositories’ features and different types of knowledge reusers.
In particular, Markus emphasizes that different knowledge reusers (shared work producers,
shared work practitioners, expertise seeking novices, and secondary knowledge miners) face
different challenges in using knowledge repositories and therefore need different support.
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For instance, shared work producers work in teams to produce knowledge for their own later
reuse. The main difficulty that they experience is looking for information that is specific to
their context (especially, when it is not available). In contrast, expertise seeking novices are
people with an occasional need for expert knowledge (with no need to retain it in the long
term). They have great difficulties in locating the knowledge they need, selecting the relevant
information and apply them to their context.

In our scenario, an additional challenge is the cross-cutting nature of security, which
means that different profiles of employees may need to be involved in both creating and
using the catalogue of security patterns: one could be security expert but not domain expert
or viceversa. Having both domain and security expertise might be hard and costly to get.
Despite the common belief that security catalogs can facilitate the job of practitioners with
little or no security expertise, there is little if none research about the types of SRA knowledge-
base reusers and which knowledge base features support them in effective reuse of security
knowledge. We measure effectiveness of SRA knowledge reuse with measures of actual
efficacy and perceived efficacy (for details see Section 6.2). To achieve the main goal of the
study, we propose to empirically measure the performance of different knowledge reusers
(novices and domain experts):

RQ2:What are the differences (in terms of use and effectiveness) between different types
of security knowledge reusers?

Past studies have shown that threat analysis requires a highmanual effort Scandariato et al.
(2015), demands the involvement of security and domain experts Cruzes et al. (2018), and
has been proven time and again difficult to automate Tuma et al. (2020). As the landscape
of security threats evolves, there is an increasing need to perform security risk analysis
(e.g., latest BSIMM study reports an increased investment by more than 65% Group (2021))
but threat analysis practices are set back by a globally recorded shortage of the security
workforce (CyberSeek 2019; Blažič 2021).

A question with a significant practical impact is whether a satisficing solution to this
void of security expertise could be having domain experts that are not also security experts,
performing a security assessment with a reasonable levels of quality when supported by
security knowledge reuse such as a cataologue. For instance, in Tuma et al. (2021), security
novices with no prior knowledge of threat analysis performed it with 70-80% precision,
where as security experts achieved nearly perfect precision. However, compared to security
experts, the intellectual demands for security novices (albeit potentially domain expert) to
navigate and effectively use a very large catalog of security threats is surely greater. This
may even be true for security experts that have never used a similar catalog. Intellectual
demands are defined as normal cognitive load perceived by individuals in performing their
work Gray and Meister (2004). Consistent with Knowles’ Knowles (1970) ideas, highly
demandingwork produces a greater need for knowledge and triggers learning behaviors. Gray
et al. Gray and Meister (2004) hypothesise (hyp. 3) that the impact on knowledge sourcing
is stronger under condition of higher intellectual demands, which our study puts to the
test.

To achieve the main goal of the study, we propose to empirically compare the performance
of domain experts reusers on a challenging scenarios that they ahve not seen before, possibly
supported or not supported by a security catalogue:

RQ3: What is the impact of security knowledge reuse under various conditions of intel-
lectual demands?

To this aimwe have adopted a grounded theory approach (Jedlitschka et al. 2014) to gather
key success factors of security knowledge reuse from the trenches and validated their effects
with controlled experiments.
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1.1 Contributions

After introducing some general background to security risk analysis and general knowledge
reuse (Section 2) we propose a first theory of knowledge reuse for security risk analysis
(Section 3). The theory is based on three key ideas: knowledge reuse can be re-used in
three dimension: for finding information, for validating one’s own findings, and finally for
identifying a common terminology for communicating findings between analyses.

Building upon evidence gathered in the EMFASE project Labunets et al. (2014a), we
report a qualitative study (interviews and focus groups) with 20 experts that shows that these
three claims are supported (Section 4).

However, the deep analysis of the qualitative study also shows that not all types of re-
users seek the same reuse. Therefore we propose a revised theory (Section 5) in which we
explicitly distinguish between novice users of codified SRA knowledge (who mostly benefit
for finding information and for communicating information) and expert users (whomostly use
it to communicate information in a consistent form and to validate their ideas that nothing
is forgotten). In this respect, the use of domain specific catalogues vs general catalogues
would seem to be more favorable as it would diminish the level of intellectual demands by
the reusers.

A further empirical analysis at first with 18 Msc students as representatives of novices
and 15 industry experts in the Air Traffic Management Domain is the reported to validate
the revised theory (Section 6). While the claim for novices is at least partly supported the
claim for domain experts are not supported and more analysis is needed. We have thus found
some evidence supporting hyp. 3 of Gray and Meister (2004) that the impact on knowledge
sourcing will be stronger under conditions of higher intellectual demands.

Further qualitative analysis of the feedback by the industry experts particpating to the
experiments helped us to come with a final refined theory that we propose for further studies
(Section 7) and a discussion of possible implications for research and practice (Section 8).

The remaining sections discuss threats to validity (Section 9) and related works
(Section 10), and conclude the paper (Section 11).

2 Background

In this section we provide an introduction to security risk assessment and the Markus’ the-
ory on knowledge reuse that are the building blocks of the proposed conceptual theory on
knowledge reuse in security risk assessment.

2.1 Security Risk Assessment

Risk management is the means for an organization to define a security strategy that addresses
the threats to which the organization is exposed. The cornerstone of risk management is
security risk assessment (SRA) that allows to identify, analyze and evaluate security risks
and select security controls that mitigate the risks to an acceptable level.

Several methods and standards for security risk assessment are available, for exam-
ple EBIOS la Sécurité Des Systèmes D’information (ANSSI) (2019), MAGERIT Publicas
(2012), OCTAVE Caralli et al. (2007), IT-Grundschutz BSI (2017), CORAS Fredriksen et al.
(2002) andNIST 800-30 of Standards and Technology (2012) are some of the widely adopted
methods. They differ in one ormore of the following components: the risk model specifies the
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factors tomeasure risks and the relationships among the factors; the risk assessment approach
specifies the range of values those risk factors can assume and how they can be functionally
combined to evaluate risk; the analysis approach describes how combinations of risk factors
are identified/analyzed. However, the process to conduct a risk assessment is similar for all
the methods and standards for security risk assessment and consists of the following phases:
framing/scoping the process, identifying threats sources, vulnerabilities, and threat events,
determining likelihood of occurrence of threat events, determine the impact of threat events,
determine their risk level, communicate the risks, andmaintain the assessment (Gritzalis et al.
2018). The process is conducted by a team which includes the risk analyst who guides the
analysis and employees that have knowledge of the organization but may not have security
knowledge like IT-staff who knows the network and infrastructure, and executives who have
knowledge of the core business functions and processes. Each step of the risk assessment
process requires the teammembers to identify relevant information for the assessment, being
able to share this information with each other and validate the timeliness, the specificity,
relevance and completeness of the identified information for the system under analysis. To
complete these three key tasks, the team relies upon different knowledge bases that can be
internal or external to the organization. Internal knowledge bases can include previous risk
assessment reports, incident reports, and security logs. External knowledge basesmay include
cross-organizations and sector advisories on the latest threats and vulnerabilities like the one
published by CISA Agency (2023), national CERTs, the SANS Institute SANS (2011), and
CVE MITRE (2020a), catalogs of threats like the OWASP Top Ten for web applications
OWASP (2021), the IT-Grundschutz catalog BSI (2017), MITRE Att&ck matrix of attack
tactics and techniques (MITRE 2022), and catalogs of security controls like the SP NIST
800-53 of Standards and Technology (2020), the CIS Critical Security Controls for Inter-
net Security (2023), the NIST Cyber Security Framework of Standards and Technologies
(2023), and the UK NCSC’s 10 Steps to Cyber Security Center (2021).

For example, during the threat identification step, the team members can start by iden-
tifying from a catalog of threats, generic threat categories and then identify concrete threat
scenarios using theMITREEnterpriseAtt&ckmatrix, recent security advisories, and security
incidents reports, then present the scenarios to the other members of the team and determine
whether the threats are relevant for the organization.

In the next section we will introduce a theory of knowledge reuse that links the key tasks
performed by a security risk assessment team - identifying information, sharing information
and validating information - with the features that the knowledge base used by the team
should have to produce effective risk assessment results.

2.2 Theory of Knowledge Reuse

The importance of knowledge and its management is well understood in traditional Informa-
tionSystems (IS) fromboth theoretical and empirical perspectives. For example, the survey by
Schultze and Leidner (2002) analyzed 94 knowledge management papers published between
1990 and 2000 in six IS journals and showed that knowledge in organizations is generally
considered an asset.

Knowledge can be divided into personal and community knowledge (Wasko and Faraj
2000). Personal knowledge is tacit knowledge that people create by themselves or learn
from their own experience. Based on personal knowledge people make decisions in their
future projects. If people lack necessary knowledge they turn to community knowledge.
Community knowledge is “personal knowledge” shared between members—for example, in
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documented form (the catalogue being just one of such form). A theory of knowledge reuse
by Markus (2001) suggests that the work of experts addressing problems in a new context
can be facilitated by providing knowledge about proven solutions or best practices.

Schultze and Stabell (2004) extended the previous work and proposed a theoretical frame-
work whereby knowledge can be considered as an asset that can be owned and transferred
with the purpose of advancing both individuals and organizations. Garicano and Wu (2012)
also argued that knowledge is a fundamental component for organizational processes, and that
organization structure should be designed to facilitate knowledge communication between
workers. This idea is also supported in Software Engineering by Rus and Lindvall (2002) and
by Pilat and Kaindl (2011) who emphasized the importance of knowledge-sharing practice.

Boh (2008) proposed the research model explaining the factors affecting how individuals
benefit from reuse of knowledge assets.which are “a key aspect of firm’s intangible resources”
as admitted by Bharadwaj (2000). The model shows that combination of electronic knowl-
edge repositories and communication with the author of the knowledge asset can facilitate
knowledge sharing process. Indeed, sharing knowledge and transferring best practice between
teams and organizations is important for improving their performance. As shown by Raman
and Bharadwaj (2010), the deviations from the standard process based on objective evidences
(i.e. knowledge-based performative deviations) lead to positive outcomes from practice trans-
fer in comparison to the agent-based performative deviations where the changes are made
due to personal preferences of participants of the process. Also user motivation, perceived
value of knowledge (Kankanhalli et al. 2011), and perceived cost of knowledge source adop-
tion Boh (2014) are important aspects which impact the knowledge reuse. Recently, Arora
et al. (2015) investigated knowledge sharing practice in alliances where competitors may be
affected from knowledge misappropriation and asymmetric learning problems. The authors
extended learningmodel of alliances with a knowledge sharing component and demonstrated
its importance for alliance management and partner selection processes.

Raman and Bharadwaj (2010) empirically investigated the practice transfer routines in
evidence-based practice transfer in healthcare. They found out that the deviations from the
standard process based on objective evidences (i.e. knowledge-based performative devia-
tions) lead to positive outcomes from practice transfer in comparison to the agent-based
performative deviations where the changes are made due to personal preferences of par-
ticipants of the process. Later, Kankanhalli et al. (2011) investigated how user motivation
and perception of the value of knowledge repositories impact knowledge reuse and user’s
performance. Similarly, Boh (2014) studied how perceived cost of using different sources of
knowledge (knowledge repositories and online discussion forums) affect knowledge sharing
practice in professional communities. Arora et al. (2015) investigated knowledge sharing
practice in alliances where competitors may be affected from knowledge misappropriation
and asymmetric learning problems. This work incorporated a knowledge sharing component
into a learning model of alliances and demonstrated its importance for alliance management
and partner selection processes.

Another example of knowledge re-use is medical evidence-based practice (EBP) where
“most forms of knowledge could be considered evidence […] the evidence used to guide
practice should be ‘…subjected to historic or scientific evaluation’.” Leach (2006). See
Raman and Bharadwaj (2010) for a discussion. SRA is similar to EBP as a security analyst
also needs to evaluate practical relevance of threats and effectiveness of security controls and
can benefit from reusing security knowledge in form of catalogues.
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3 Conceptual Theory of Knowledge Reuse in Security Risk Analysis

To investigate RQ1 we observe the success factors for the key tasks of security risk analysis.
Figure 1 shows the conceptual theory of knowledge reuse in security risk analysis. Based
on the theory by Markus (2001) we assume that security analysts leverage both personal
knowledge and community knowledge. Second, we assume three key tasks that are at the core
of security risk analysis. Finally, we postulate there exist certain characteristics (or features)
of the catalog that have ameasurable effect on the success of a security risk analysis outcomes.
Following the existing literature on SRA (see related work in Section 10), we consider the
quality of analysis outcomes as measurable by actual and perceived efficacy of threats and
security controls producedby the subjects. Tomeasure the actual efficacy, independent experts
from industry can assess the quality of threats and security controls (as ‘Bad’, ‘Poof’, ‘Fair’,
‘Good’, and ‘Excellent’) by following prescribed guidelines. Perceived efficacy is instead
typically measured with a post-task questionnaire including 5-point Likert scale questions
(see Section 6.2 for details). In the following we present our hypotheses regarding the key
success factors for the core tasks of SRA.

Finding Information Finding the right information during SRA is very challenging,
especially in multinational organization operating globally, with extremely complex sys-
tems (Tuma and Widman 2021). Analysts must at first find relevant information about how
system component actually work (see domain expertise in Fig. 2), which are the actual secu-
rity threats (security expertise is needed), and which is the risk (likelihood and impact) of the
threats. Then, to mitigate the highest risks, appropriate security controls have to be selected
(specific controls). Therefore, finding information is a core task of the security risk analysis
process because it is essential for activities that go beyond the identification of specific threats
and controls.

H1a: A key factor for the success of security knowledge reuse, in particular finding
information, is a knowledge representation that facilitate the retrieval of information.

Presenting Information Organizations perform risk analysis in teams (of different
experts) for particular subsystems or components of the global product. For example, in
the automotive sector, a risk analysis session may investigate a single Electronic Computing
Unit (ECU) type. The outcomes of such analyses must be communicated to the expert teams
assessing the interacting subsystems (because the in-vehicle architecture is composed of sev-
eral hundred ECUs). Therefore, comparability of the results between analyses is surely an
important factor of success.Within large organizations it is very difficult to establish common
terminology, which can be a time-waster during an SRA. For instance, a previous study has

Fig. 1 Conceptual theory evaluated with interview study
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found that terminology and threat feasibility discussions were actually detouring the analysis
process, making the entire analysis session less productive (Tuma et al. 2021).

H1b: A key factor for the success of security knowledge reuse, in particular presenting
information, is the use of domain specific terminology.

Validating Information Compliance to standards is in many organizations the driving
force for performing security risk assessment in the first place. Therefore, comparability of the
results across analyses, but also with respect to the standards the domain is subject to comply
with, is surely an important factor of success. However, existing SRA techniques do not nec-
essarily produce the same type of outcomes (e.g., consider the outcomes of STRIDE (Cruzes
et al. 2018; Karahasanovic et al. 2017), which are a list of security threats expressed with
natural language vs CORAS Fredriksen et al. (2002), which include specialized mitigation
diagrams). Neither do they require the same type of information as input to the analysis pro-
cedure Tuma et al. (2018). At the very least, the outcomes must be shared in a standardized
form (e.g., the same type (and amount) of outcomes). For compliance to standards, organi-
zations need to care about systematically performing all the required analysis steps, as well
as, the completeness of the analysis. Analysts need to make sure that all the security threats
have been considered, which is more difficult to assure when using a short list of threats.
Possibly, for companies that need to comply to standards, a knowledge base that is more
comprehensive could provide more certainty that the experts have not missed a particular
threat.

H1c: A key factor for the success of security knowledge reuse, in particular validating
information, is inclusion of comprehensive amount of content in the knowledge representa-
tion.

The success factors (i.e., knowledge representation, use of domain specific terminology,
and type and amount of information) are not mutually exclusive. In fact, it is desirable to
report SRA outcomes that are both organized into a standardized form (e.g., with a specified
csv), include a comprehensive amount of threats and their mitigations, and are described
using domain specific language.

4 Qualitative Study: Success Factors for SRA

This section presents the semi-structured interview study conducted with 20 practitioners.
The goal of this qualitative study is to gather evidence about success factors (i.e., testing
hypotheses H1a − H1c and answering RQ1) of re-using knowledge in terms of structured
methodologies and catalogues for security risk assessment.

4.1 Study Design

This study has been conducted as a part of SESAR EMFASE research project. SESAR (Sin-
gle European Sky Air Traffic Management Research) is a public–private partnership which
includes a total of 70 organizations. SESAR coordinates and concentrates all EU industrial
R&D activities for future Air Traffic Management (ATM), including the development of its
operational concepts (estimated ate2.1 billion). We used purposive expert sampling and got
access to experts with relevant expertise in security risk assessment by obtaining permission
to conduct our study as a part of one of a SESARWorking Group regular security meetings.

The format and content of the interviews was discussed and brainstormed with senior
researchers from SINTEF, and in particular the group in charge of CORAS, a security risk
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assessment methodology (Lund et al. 2010). The group had an extensive experience on
professional risk analysis. The questions were also discussed with an Eurocontrol expert on
security risk assessment and the Eurocontrol chair of the working group where the focus
groups would be held.

The format of small focus groups and semi-structured interviews was chosen to allow
flexibility in topics discussed and capture the success factors more precisely (Yin 2010). It
also allowed to limit the time needed by interviewees and the number of interviewers who
had to travel to the meeting.

4.2 Participants and Interviews Collection

We interviewed 20 ATM experts from the working group in charge of the security analysis
(for all developed solutions within the SESAR Joint Undertaking program) and who partic-
ipated in the meeting. The subjects were industry professionals with on average 17.5 years
of working experience and, in particular, 7 years of experience in risk assessment. Almost
all experts worked in industry, but for one who worked in academia and one who worked
in a research center. As current occupation they were security experts (40%), security con-
sultants (30%), system engineers (15%) and researchers (10%), from different national and
international organizations and companies involved in the ATM domain at different levels.
For confidentiality reasons, participants or their companies can not be disclosed.

We collected the data by holding four parallel focus group sessions with 5 subjects (FG1,
FG2, FG3, and FG4) lasting approximately 30minutes each. Two interview groups were held
by two authors researchers, one by a anthropologist contracted by the project, and one by an
industry expert from SESAR who who had previous experience with qualitative studies.

4.3 Data Analysis with Coding

We adopt a combination of open and selective coding as a method of qualitative analysis
of the interview transcriptions. Coding is a qualitative technique for marking chunks of the
transcribed text with short and concise descriptions of the key expressed points. The first
coding hierarchy was iteratively developed and discussed with SINTEF following the best
practices of conducting qualitative analysis of data gathered from interviews (Labunets et al.
2014a, b; Tuma et al. 2021). It consisted of 3 categories and 15 codes1. Additional codes
emerged to avoid constraining the coding process and limiting the observations. The final set
of codes includes 27 codes of success criteria for SRA methodology (they are all listed on
the left side of Fig. 2).

To better understand the emerging issues, we also coded the particular task code (see the
right side of Fig. 2) the transcription statements were referring to (i.e., selective coding).
Particularly, we coded three tasks: finding, presenting/sharing, and validating information.

The coding was performed with Atlas.ti2 by the anthropologist contracted by the project
and the final results was checked by the two researchers who participated to the interviews.
Table 1 illustrates an example of coding.

1 Well-defined process, Time effective, Holistic process, Compliant with ISO/IEC standards, Visualization,
Comprehensibility, Evolution support, Well-defined terminology, Specific controls, Coverage, Comparability,
Catalogs, Documentation templates, Practical guidelines, Tool support
2 https://atlasti.com
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Fig. 2 Co-occurrence between codes for success criteria and tasks

As a proxy for salience Guest et al. (2011), in addition to estimating the relevance of each
criterion in terms of frequency in the interviews, we also calculated the frequency of their
co-occurrence in the same statement.

Figure 2 shows the co-occurrence between the success criteria and the tasks coded in the
transcriptions.

Table 1 Sample of coding choices

Transcription Snippet Applicable Codes

“[The methodology] has to support the risk
analysts in achieving the results they want, of
course. So either identification of threats or
estimation of likelihood or identification of
security controls or whatever…”

Success Factor Code: Help to identifying
threats;
Task Code: Finding Information
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4.4 Results: Answering RQ1

Finding InformationOur analysis shows that finding information is supported by the highest
number of different success criteria identified by the subjects. In particular, the methodology
fulfills its own purpose when it allows to acquire some knowledge previously unknown (i.e.,
learn new things), to quote one of our participant:

“The best methodology leads to [...] [a] specific solution that is not covered by best
practice”. (FG4; St. 1)

“The methodology should have a comprehensive threats catalog so people may start
from a base catalog and then eventually add other threats.” (FG1; St. 1)

Overall, we observe the complexity of the task of finding information is larger when
compared to the task of presenting-sharing or validating information. However, related work
does not measure the effect of leveraging structured catalogs on the analysis (perceived and
actual) outcomes. Therefore, we identify a need for more empirical evidence about the effect
of having structured catalog on the efficacy of SRA.

Our participants mentioned the need for clear steps in the process and practical
guidelines for a successful SRA, but the structure of knowledge representation
was not explicitly mentioned. Thus, the presented qualitative evidence partially
supports H1a.

Presenting-Sharing InformationThemost relevant aspect considered by the participants
is to have a well-defined terminology as this enhances the interoperability among experts
and stakeholders. This was nicely summarized by one of our participants in the following
statement:

“Where I see the shortfalls, is the place where people […] don’t understand each
other, […] Some common training would tell them that this is what you are talking
about altogether” (FG1; St. 3)

In addition to a well-defined terminology, documentation templates were also perceived
as beneficial by our participants. Similarly, a well-defined terminology was considered to
improve the comprehensibility of the outcomes. One of our participants reported on the
matter as follows:

“There is no sense if you have a super method, if the results cannot be exchanged [...].
You have to share the situation” (FG2; St. 1).

Presenting and sharing information is a challenge in SRA due to a lack of a well defined
terminology, interoperability of outcomes, and comprehensibility of risk assessment out-
comes. The latter challenge was explored in the some studies (Labunets et al. 2017b, a), but,
the existing literature (summarised in Section 10) does not measure the effect of terminology
specificity on the analysis (perceived and actual) outcomes. Therefore, there is a need to
study the effect of domain-specific terminology definitions in the catalog on the efficacy of
the SRA.
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Our interviewees perceived well defined terminology as a key success factor (as
seen from Figure 2). Therefore, the qualitative evidence gathered supports our
hypothesis H1b.

Validating Information Compliance is a particularly important aspect for professionals,
and typically not a concern for novice analysts or trainees (e.g., students). But, the ease with
which information is validated may also depend on the content (and its amount) of the
knowledge base.

Our analysis suggests that for validating information the key success factors are
comparability of results and compliance to standards. Consistent use of knowl-
edge representations with comprehensive content helps in obtaining fine-grained
evidence which is often required for compliance analysis. Therefore, the results
presented in Figure 2 support H1c.

5 Revised Theory of Knowledge Reuse in Security Risk Analysis

During the discussions with experts, more senior experts typically referred to catalogues and
tool-supported checklists as way to validate one’s own intuition, as follows:

Participant A: “In my opinion, the catalog should be used after the brainstorming, to
verify, that all controls have been identified that are present in the system. I see it as an
instrument to be used ex-post, more than for the definition of controls.” …Participant
B: “I agree on the catalog. It looks more useful when used in retrospect, to check what
you thought.”

At the same time, a recent systematic study (Jafari andRasoolzadegan 2020) has found that
the structure of security patterns is designed to help teach security knowledge from experts
to novices. Novice analysts are therefore significant consumers of community knowledge in
which they actually seek new knowledge and such use seems significantly different from the
use advocated by the experts who participated to the interviews.

Hence, we revised our theory by considering two type of SRA knowledge re-users: novice
in SRA and experts in SRA. Figure 3 shows the revised theory of knowledge reuse in security
risk analysis.

In our revised theory, most SRA senior experts mainly use catalogs to either present
(share) information, by using the same terminology or to validate information. On the other
hand, novice analysts may rely more on the catalogs to actually find information. Therefore,
for novice users a clear catalog structure with a comprehensive amount of content without
irrelevant information may affect both the actual and perceived efficacy of catalogs.

A another key observation from the discussion was that a novice in security risk analysis
is not necessarily a new employee, s/he might be a domain expert with several years of
experience who has not been previously engaged in security risk assessment. For example in
SESARonemight find several safety experts who never performed a security risk assessment.
Indeed, two participants explicitly stated that
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Participant C (10yrs IT security experience): “In SESAR, it has to be usable by non-
security experts (with support from (removed))”[…] participant D (35yrs experience):
“Themethodology is clear to thosewho need tomanage systems, operations or regulate
operations.”

Suchdistinction is therefore important to revise our experimental hypothesis H2a,H2b,H3
that were formulated to investigate the research questions. The interviews have thus identified
classes of possible subjects of interest

1. novices in both domain and security risk analysis
2. novices in domain but experts in security risk analysis (on a different domain)
3. experts in domain but novices in security risk analysis
4. experts in both domain and security risk analysis

We did not consider class two in our analysis as from our interviews was apparent that
knowledge of domain is important to be able to generate applicable recommendations.

Participant E (FG1): “It is the users of the methods that possess the information. The
users needs help from the method to organize the information.”

So essentially members in class two would need to work in team with domain experts and
thus would, as a team, join class four.

From novices perspectives, they use catalogs mostly to find information and adopt the
appropriate language to present results. First, if a catalog does not have clear and logical
structure it can affect novices’ perceived efficacy and increase the effort needed to find the
necessary information. Second, novice analysts can struggle with catalogs that are too big
due to feeling of being overwhelmed by options. Hence, the amount of information presented
in a catalog can affect both the actual and perceived efficacy of a security assessment. To
investigate the structure and amount of information we propose the following alternative
hypothesis:

H2a: Novices using specific catalogs will have better actual and perceived efficacy than
the noviceswho used catalogswith broad and extensive structure and large amount of content.

Experts rely on their own knowledge as a source of information. However, their knowledge
might be incomplete in a particular direction (e.g. safety expert but not security expert). They
may benefit from the use of community knowledge in the same way that absolute novices
do, to navigate the correctness and coverage of their intuition and to check the terminology
used to present results to the particular customers. We conjecture that using catalogs with
terminology that they are already familiar with can increase completeness of the results and
have a positive effect on their actual and perceived efficacy.

Supplying a catalogue to experts in both security and domain would definitely make their
work easier. As a participant of the focus group noted, they could quickly check that nothing
was forgotten. However, they would not face any particular intellectual demand on their task.
Thus, an intellectual demanding condition would for them to rely on their own knowledge
only.

To investigate this research question we propose the following alternative hypothesis:
H2b: Domain and security experts using catalogs will have better actual and perceived

efficacy than those who did not use catalogues.
As emerged from the interviews, security expertise (including knowledge of state of the

art security methods, techniques and how to apply them, knowledge of the security attack
landscape, security mitigations, effort in implementing countermeasures and monitoring for
attacks, etc.) is valuable but scarce and time to perform the analysis is even scarcer.
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At this point, to answer RQ3 we want to compare experts under the strain of intellectual
demands.

From the perspective of domain experts who lack security expertisewe have the alternative
of supplying a general catalogue and a domain specific catalogue to provide them with
different level of intellectual demands.

However, H2b already identifies that catalogues should make the work more effective.
At this point the result that participants C and D would like is that security knowledge bases
could be (to some extent) used by non security experts to do a "good enough" job when the
actual security experts are not available.

H3: Domain experts (with no security knowledge) using catalogs will have actual efficacy
similar to security experts who conducted security analysis without using catalogs.

Evidence of (or against) H3 does not diminish the need of security experts. Rather than
aiming to replace security experts, it only stipulate the presence of satisficing solutions.

Having said that, security knowledge base requires security experts to exist in the first
pace, as it has to be updated, and communicated/transferred. The gap in security workforce
still exists, the question is what can be done despite this shortage, and is it worth it.

6 Experimental Study

We designed an experiment and conducted it with experts and student participants to evaluate
the revised theory of knowledge reuse in SRA (see Fig. 3).

6.1 Experiment Design

The experiment was executed in four phases.
Demographics Questionnaire First, subjects were given a questionnaire to fill-in about

their previous knowledge and experience (e.g., with risk assessment). We used this question-
naire to collect demographic information about our participants.

Training A scenario description was administered to subjects by either an individual
reading or by an introductory presentation. Then, a pre-training phase follows in which the

Fig. 3 Revised theory after interview study
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expert in the method introduces the methodology to be used for the SRA through a step-by-
step tutorial.

Analysis SessionsOn the day of the experiment the participants were handed the relevant
material from the training, the documentation of the scenario and the catalog (according to
the treatment). The procedure of the experiment was repeated by the researchers. Next the
participants could start applying the method to the scenario. During the analysis sessions
the experimenters acted as observers and intervened only in case of procedural questions to
avoid influencing the outcomes of the study.

Post-Experiment Qualitative Feedback A post-experiment questionnaire was handed
out to the subjects to gather their perception of the method (and the catalog). Then they are
organized into focus groups to discuss the drawbacks and benefits of the method and the
catalogs they have used. A list of questions was used to guide the discussion, which was
audio recorded for further analysis. The main positive and negative aspects reported in the
focus groups were then recorded on post-it notes by the subjects.

6.2 Measures

In this work wemeasured actual efficacy as the quality of results produced by the subjects (in
contrast to the related work (Opdahl and Sindre 2009; Scandariato et al. 2014; Karpati et al.
2014; Stålhane and Sindre 2014; Tuma and Scandariato 2018)). Using the number of threats
and security controls as a performancemetricwould bemeaningless in our experimental setup
because there are many threats and security controls available in the catalogs, and subjects
could include any of them in the analysis. Yet, they may be irrelevant. were sometimes made
by industry assessors when evaluating the threats reported by students in previous studies

To assess actual efficacy we rely on expert-based assessment of the artefacts produced by
the subject (as reported in (Opdahl and Sindre 2009; Massacci and Paci 2012) and Labunets
et al. (2013)). These expert assessors were not the authors of the paper nor their colleagues.
They were independent industry experts contracted for the task. To mitigate potential bias,
we prepared assessment guidelines and shared them with the hired experts. In a nutshell, we
asked each expert to rate the overall results on a 1–5 scale as follows:

• (1) Bad, when it was not clear which are the final threats or security controls for the
scenario;

• (2) Poor, when threats/security controls were not specific for the scenario;
• (3) Fair, when some of them were related to the scenario;
• (4) Good, threats/security controls were specific for the scenario; and
• (5) Excellent, when the threats were significant for the scenario and the security controls
propose an effective solution for the scenario.

To assess perceived efficacy we used both a quantitative and qualitative measure. We
first asked the subjects to fill in a post-task questionnaire. The questionnaire contains 10–20
questions about different constructs specific to perceived usefulness (PU) and perceived ease
of use (PEOU) variables (Davis (1989)). This approach has also been applied to measure
perceived efficacy of security and safety methods in numerous studies (Opdahl and Sindre
2009; Stålhane and Sindre 2014; Wuyts et al. 2014; Mouaffo et al. 2014; Karpati et al. 2015)
and validated in our previous experiments (Labunets et al. 2013, 2014b). Questions were
formulated as opposite statements with answers on a 5-point Likert scale.

Data Analysis We used both difference and equivalence statistical tests. As our data are
ordinal and comes from independent samples, we select the Mann-Whitney test. For the
equivalence test we use TOST, which was initially proposed by Schuirmann (1981) and
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Table 2 Descriptive statistics of
the sample

Function Min Max Mean Median σ

Mean of samples 1.48 4.05 2.92 2.96 0.68

σ of samples 0.35 1.28 0.86 0.835 0.25

is widely used in pharmacological and food sciences to answer the question whether two
treatments are equivalent within a particular range δ (Food and Drug Administration 2001;
Meyners 2012). We defined δ = 0.7 empirically, corresponding to the pooled variance σp

across 36 samples reported in the literature on knowledge reuse (ManSci, ISR, MISQ in a
four year interval) on variables ranging over a 5-item Likert scale for demographic statistics
as to account for natural variability of the data. From the identified papers we extracted
descriptive statistics of ordinal variables for 36 samples. Table 2 reports descriptive statistics
of variables means and standard deviations across collected samples from the articles in the
literature from which we calculated the pooled variance.3 The detailed papers are reported
in Tab. 1 in Appendix.

6.3 SRAMethod and Scenario

Usually, an SRA process needs to identify three main components: (1) assets that should
be protected, (2) threats that can harm identified assets, and (3) security controls that can
mitigate identified threats. Toprovide a commonbaseline to all participants, the experimenters
have conducted an asset analysis beforehand and provided its results as part of the case
documentation to all the teams. The task of the participants was to identify the security
threats (2) and find appropriate security controls (3) (with or without catalogs, depending the
treatment group).

RemotelyOperatedTower (ROT)The application scenariowas chosen among one of the
ATMnewoperational scenarios that have already been assessed by SESARwith the SecRAM
methodology: the Remotely Operated Tower (ROT). The Remote and Virtual Tower is a new
operational concept proposedbySESAR.4 Themain changewith respect to current operations
is that control tower operators will no longer be located at the aerodrome. They will move
to a Remotely Operated Tower Center. Each tower module will be remotely connected to (at
least) one airport and consist of one or several Controller Working Positions. The operator
will be able to do all air trafficmanagement tasks (e.g. authorize landing, departure, etc.) from
this position. The idea is that operator will be able to control remotely more than one airport.
Visual surveillance by the air traffic controller will be replaced by a virtual reproduction of
the Out of The Window view, by using visual information capture and/or other sensors such
as cameras with a 360◦ view and overlaid with information from additional sources such as
surface movement radar and surveillance radar. The first implementation of the ROT was in
Sweden by LFV and Saab.5

3 To calculate that pooled variance σp we used σp =
√∑k

i=1 σ 2
i (Ni − 1)/

∑k
i=1(Ni − 1), where Ni is the

size and σi is the variance of sample i . Using this formula on the collected dataset of 36 papers we chose
δ = 0.7 for the test.
4 SESAR Project P12.04.07: Single Remote Tower, Technical Specification, Remotely Operated Tower Mul-
tiple Controlled Airports with Integrated Working Position.
5 “LFV first in the world to have an operating license for remote towers” (http://news.cision.com/lfv/r/lfv-
first-in-the-world-to-have-an-operating-licence-for-remote-towers,c9672916).
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As is apparent from the description, the ROT concept is a complex cyber-physical infor-
mation system encompassing both cyber-security issues (e.g., data confidentiality, integrity
and availability of sensor data) as well as physical security issues, like on-site protection of
the remotely located cameras and sensors.

Security Risk Assessment Method (SecRAM) is a method used in the Air Traffic Man-
agement (ATM)domain to conduct security analysis of operation concepts. It is highly aligned
for compliance with steps resembling security standards (e.g., NIST 800-30). Crucially for
this experiment, the method is supported by the use of (various) catalogs of threats and
controls. Finally, previous results of using SecRAM for analyzing the same scenario were
available to the experimenters for inspection and the authors of the method were available to
train the participants. Depending on their treatment group, participants were handed (or not)
specific catalog.

Catalogs The main characteristics of the two catalogue types are summarized in Table 3.
We used two catalogs to support the analysis with SecRAM in this experiment. To test

our research hypotheses regarding the effects of a domain specific catalog, we selected the
ATM domain catalog (DOM CAT) developed by the European Organization for the Safety
of Air Navigation. This catalog matches well the needs of security analysts in assessing the
risks for the ATM specific scenarios. As a representation of a general catalog (GEN CAT),
we selected the BSI IT-Grundschutz catalogs developed by the German Federal Office for
Information Security.

DOM CAT have clear and simple structure (32 threats divided into three topics with
links to security controls), reasonable size (155 pages), support users with ATM-specific
terminology, and propose effective controls. Table 8 provides an illustrative example of a
threat catalogue entry describing the social engineering threat.

In comparison GEN CAT has a large corpus (621 threats and 1444 security controls
divided in six topics with links between threats and controls in a separate section), large size
(≈ 2500 pages), supporting users with common security terminology, and covering a wide
range of IT security problems and solutions. Figure 6 shows an example of a threat catalogue
item describing the social engineering threat.

Table 3 Catalogues’ main characteristics

Topic DOM CAT GEN CAT
Structure Simple Complex
Amount of content Reasonable size Very Large
Terminology Domain-specific Common Security

Threats 32 (Physical, Information and
Procedural)

621 (Basic threats, Force
Majeure, Organizational
Shortcomings, Human
Error, Technical Failure and
Deliberate Acts)

Security controls 51 (Pre- and Post-controls) 1444 (Infrastructure,
Organization, Personnel,
Hardware and software,
Communication and
Contingency planning)

Link between threats and security
controls

Yes (two-way); as a part of
threats or security controls
description

Yes (two-way); in a separate
section
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Task Difficulty In general, we aimed to make our experimental materials comparable to
realistic cases and, therefore, worked in collaboration with the scenario owners and experts.
Moreover, the participants of both experiments (professionals and students) did not have
any prior knowledge of the SecRAM security method. Therefore, the task of performing the
analysis using SecRAM was of comparable difficulty for all our participants.

6.4 Participants Recruitment and Demographics

Students First we conducted the experiment with 18 MSc students from different European
universities in February 2014. Our participants were recruited through the European Institute
of Innovation & Technology (EIT) network by offering a possibility to participate in the
Winter School on Secure Design. The event was open for the master or last year’s bachelor
students with the background in security, privacy or related computer science areas. The
subjects worked in groups of two. A significant share of the subjects (44%) reported a
working experience of at least 3 years, some subjects (22%) reported ≤2 years of previous
working experience, and the rest reported no previous working experience. Some student
subjects (28%) reported previous involvement in security/privacy initiatives. They had limited
expertise in safety and security regulations, while in security technologies they reported a
general knowledge. Finally, student subjects also had no prior knowledge of theATMdomain.

Subjects were divided into two treatment groups: the first conducted an SRA with the
support of a domain-specific catalog (DOM CAT-S), the second group with the support
of a general (GEN CAT-S) one. Nine teams were randomly assigned to the catalogs:
five teams applied the SESAR SecRAM method to the ROT scenario using EUROCON-
TROL ATM catalogs (DOM CAT-S), while the other four teams used BSI IT-Grundschutz
(GEN CAT-S).

Industrial Experts Secondwe conducted the experiment with 15 industrial experts work-
ing at several Italian ATM companies. We recruited participants through SESAR network
by inviting them to participate in a free training on SecRAM method by qualified experts.
Most of the subjects (73.4%) reported that they had at least 5 years of working experi-
ence, some subjects (26.7%) reported 2–5 years of working experience. In addition, the
majority of subjects (60%) reported that they had security/privacy knowledge; the rest
reported no knowledge. Three out of 16 subjects reported from 3 months up to 2 years
experience in SRA.

Expert subjects were divided into three treatment groups: the first two were analogous
to the student treatments (DOM CAT, GEN CAT) and a third treatment which worked
without a catalog (NO CAT). The nine subjects with security knowledge where split into
a group without catalogues (NO CAT+SEC, five participants)) and the reminder four with
a catalogue. The ten subjects assigned to a catalogue were then evenly split between the
DOM CAT and GEN CAT catalogues. Again, we then asked them to apply individually
the same method, namely SESAR SecRAM.

6.5 Results: Answering RQ2 and RQ3

Expert Assessments of Actual Efficacy
Figure 4a illustrates the average of experts’ evaluation for threats (reported on the x-axis)

and security controls (on the y-axis) for the student groups. Only one group out of nine
performed poorly. Most groups (2/3) performed fairly good (or good) and there was no
group that excelled in finding the threats.
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(a) Student participant groups.
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(b) Expert participant groups.

Fig. 4 Expert assessments of quality of threats and security controls (none of the security control results were
assessed as excellent)

Figure 4b illustrates the average of experts’ evaluation for threats (reported on the x-axis)
and security controls (on the y-axis) for the expert participants who worked on the task alone.
Six subjects out of 15 performed poorly. The rest mostly performed good (or fairly good) and
one excelled in the reported threats. A second investigation of the expert assessments revealed
that the expectations of the quality of results submitted by experts were higher (compared to
student groups). Still, in cases of slight disagreements of the overall mark (e.g., “bad” and
“fair”) the assessor comments actually revealed an agreement on the quality. Hence, for our
quantitative evaluation we used the average of the vote of the experts.

Table 4 summarises the quantitative results of the statistical analysis conducted to answer
RQ2. Our analysis supports the H2a hypothesis with respect to the perceived usefulness
(PU), but not for actual efficacy and perceived ease of use (AE, PEOU). There isnodifference
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Table 4 Summary results (H2a: Novices)

DOM CAT GEN CAT Statistical Tests Eff. size

Threats

N μ med σ N μ med σ T OST MW d

AE 5 3.33 3.33 0.63 4 3.08 3.00 0.17 0.06 0.24 0.51

PU 10 3.64 3.57 0.46 8 3.07 3.07 0.42 0.37 0.02 1.30

PEOU 10 3.50 3.70 0.78 8 3.58 3.60 0.63 0.04 1.00 -0.10

Sec. Ctrls

N μ med σ μ N med σ T OST MW d

AE 5 3.27 3.33 0.64 4 3.58 3.67 0.17 0.09 0.50 -0.64

PU 10 3.71 3.71 0.41 8 3.21 3.29 0.34 0.22 0.01 1.31

PEOU 10 3.56 3.60 0.67 8 3.60 3.60 0.53 0.03 0.94 -0.07

in actual efficacy (AE) and perceived ease of use (PEOU) of the two catalogs for novice
subjects without domain expertise. The results of TOST returned p = 0.04 for PEOU of
threats and p = 0.03 for PEOU of controls. For actual efficacy (AE), we only have a TOST
for equivalence at 10% confidence level.

However, we have found a difference in the perceived usefulness (PU). Namely, novice
subjects without domain expertise perceive that domain-specific catalogs are more useful
than general ones (MW test with p = 0.02 for threats and p = 0.01 for security controls
with a large effect size).

In other words, (absolute) novices are not able to exploit domain specific knowl-
edge reuse to a satisfactory extent. They also find catalogues equally cumbersome
to use. However, they perceived the domain specific catalogue as more effective.
We only partially support H2a.

Table 5 summarises the quantitative results of the statistical analysis conducted to answer
the second part of RQ2.

Table 5 Summary results (H2b: Security Experts)

CAT NO CAT Statistical Tests Eff. size
N μ med σ N μ med σ T OST MW d

Threats

AE 4 4.12 4.00 0.63 5 2.80 2.50 0.45 0.95 0.02 2.49

PU 4 3.64 3.64 0.44 5 3.77 4.00 0.46 0.09 0.75 -0.28

PEOU 4 3.50 3.60 0.53 5 3.64 3.80 0.52 0.10 0.69 -0.27

Sec. Ctrls

AE 4 3.75 3.75 0.29 5 2.80 3.00 0.57 0.72 0.03 2.02

PU 4 3.68 3.50 0.41 5 3.77 3.71 0.41 0.10 0.69 -0.23

PEOU 4 3.30 3.40 0.66 5 3.64 3.80 0.52 0.19 0.61 -0.58
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Our analysis supports the H2b hypothesis with respect to the actual efficacy (AE), but not
for perceived efficacy (PU, PEOU). Security experts who used catalogs have better actual
efficacy than security experts who performed analysis without catalogs (MW test returned
p = 0.02 for threats and p = 0.03 for controls). For PU of threats and controls and for
PEOU of threats both groups reported comparable results. For PEOU of controls the results
neither are equivalent nor different.

Table 6 summarises the quantitative results of the statistical analysis conducted to answer
RQ3. The results are inconclusive when comparing actual efficacy of a security analysis
conducted by non-security experts with catalogs and security experts without a catalog.
Neither equivalence nor difference tests showed statistically significant results. Possibly,
using a catalog may improve the actual efficacy of domain experts slightly, but not enough
compared to the efficacy of security experts without a catalog. We note that for security
controls security expert without catalogs reported better PEOU than non-security experts
with catalogs (however this is not a significant result p = 0.07). We would need a bigger
experimental sample to answer RQ3.

7 Refined Theory of Knowledge Reuse in Security Risk Analysis

Table 7 presents a summary of results. For every research question the table lists the investi-
gated hypotheses, result of testing the hypothesis (✓ fully supported, (✓) partially supported,
✗ not supported), and the type of evidence supporting the result.

We base our theory refinement on the results presented in Section 6 and short post-
experiment post-it sessions. Figure 5 shows the refined theory of knowledge reuse in security
risk analysis. Compared to Fig. 3 the refinement differs in three effects. First we have not
found evidence of one effect (crossed out arrow from terminology to PE in Fig. 5). Second,
we found mixed evidence for the effect of content (as check-list) on AE and PE (dashed
arrows in Fig. 5). We provide a more in depth discussion for each catalog feature.

Catalog Structure Thanks to its basic layout, clear tables (see threat entry example in
Table 8) and its relatively short length (155 pages), the domain-specific catalog is generally
perceived by the subjects as easier to browse and to read.

Table 6 Summary results (H3: domain vs security experts)

Dom. Expert Sec. Expert. Statistical Tests Effect
CAT NO CAT p-value Size
N μ med σ N μ med σ T OST MW d

Threats

AE 6 2.50 2.50 0.71 5 2.80 2.50 0.45 0.15 0.50 -0.50

PU 6 3.33 3.50 0.66 5 3.77 4.00 0.46 0.25 0.23 -0.75

PEOU 6 3.20 3.30 0.59 5 3.64 3.80 0.52 0.31 0.36 -0.78

Sec. Ctrls

AE 6 2.50 2.50 0.45 5 2.80 3.00 0.57 0.12 0.40 -0.59

PU 6 3.31 3.43 0.61 5 3.77 3.71 0.41 0.26 0.21 -0.87

PEOU 6 3.00 2.90 0.55 5 3.64 3.80 0.52 0.52 0.07 -1.19
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Table 7 Summary of answers to RQ1, RQ2, and RQ3

RQ Hypothesis, Result, and Evidence

RQ1 H1a: Knowledge representation is a key success factor.

(✓) supported by qualitative evidence (Section 4)

H1b: Domain specific terminology is a key success factor.

✓ supported by qualitative evidence (Section 4)

H1c : Comprehensive amount of information is a key success factor.

✓ supported by qualitative evidence (Section 4)

RQ2 H2a : Novices + DOM CAT > Novices + GEN CAT.

(✓) for PU; supported by quantitative evidence (Section 6)

H2b : Sec experts + CAT > Sec experts + NO CAT.

(✓) for AE; supported by quantitative evidence (Section 6)

RQ3 H3 : Dom experts + CAT = Sec experts + NO CAT.

✗ not enough evidence found (Section 6)

“I read only the titles [namely the reference to the “Generic Threat” and the “Attack
Threat”], they were quite explanatory, therefore a very short consultation of the catalog
allowed me to produce enough content.” (DOM CAT subject)

In contrast the general catalog consists of a long list of items, which was perceived as “not
user-friendly at a first read” (GEN CAT subject) and “difficult to navigate and master due to
its length and structure” (GEN CAT subject).

Second, the link between threats and security controls was appreciated by our participants
(even more so, novices):

“[Having] identified the threat, finding the controls was really a mechanical task.”
(DOM CAT subject)

In contrast, the general catalog does not provide this support (see example in Fig. 6) and
therefore the findings are affected:

Fig. 5 Refined theory after the experiments
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Fig. 6 Threat description entry from the GEN-CAT

“The identification of security controls was more difficult because you had to map them
with the threats previously identified but there was no direct link in the catalog. It was
mainly due to a problem of usability of the catalog.” (GEN CAT subject)

Catalog Content (Amount of Information) Security novices may feel overwhelmed by
the amount of information. This is particularly the case for the general catalog, judged by
one participant as:

“Difficult to consult for non-technical people.” (GEN CAT subject)

An interesting statement in this regard comes from an expert who was not assigned to any
catalog but who had the chance to glance at the nearby group using a general catalog:

“I saw people near to me; they were not able to find stuff in the catalog, they were
lost in the pages and eventually they always came with the same two or three items.”
(NOCAT subject)

CatalogContent (Checklist)Regarding the ability of catalogs to cover a variety of threats
and controls, the opinions expressed by the subjectswas quite varied: security experts claimed
that the suggestions in both catalogs were very generic, rather than specific, precise and well-
defined threats and controls. The same result arose from the domain-specific catalog:

“[The catalog provided a] list of non-specific threats impacting the specific concept
under investigation.” (GEN CAT subject with security expertise)

For security experts the catalog is perceived as a ‘checklist’. In this way, the catalog is
supposed to validate the efficiency and the coverage of the identified threats and security
controls. In contrast, security novices were in general more satisfied by use of (any) catalog.

“I found the catalog useful, but I noticed that many threats were repeated.” (DOM
CAT subject)

Catalog Terminology One feature of the catalog perceived as essential by every subject,
irrespective of the type of catalog employed, is the fact that a catalog by itself provides a
common terminology for all users. As suggested by our subjects:
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“The catalog could be seen as a useful tool, able to formalize the controls that have been
formulated in an informal way, and to lead them back into a common nomenclature.”
(DOM CAT subject)

The demand for a standard language caused by the need of sharing, discussing and pre-
senting results by all stakeholders is an essential feature of the risk assessment process.
Unsurprisingly, this aspect is mostly perceived as valuable by subjects whowere not assigned
to any catalog.

8 Suggestions for SRA Knowledge Reuse

We provide insights into the effective use of security knowledge catalogs worth further
empirical validation.

Our study showed that despite a higher perceived usefulness (PU), novices using a more
structured catalog were not more effective. Novices are expected to struggle with catalogs
that are too big due to feeling overwhelmed by the number of security threats and controls.
Hence, the amount of information presented in a catalog was expected to affect both the
actual efficacy and perceived usefulness of a security assessment. However, we have not
found a significant difference nor equivalence between the treatment groups (DOM CAT-
S) and (GEN CAT-S) (Table 4 TOST returned 0.06, 0.37 for threats and 0.09, 0.22 for
mitigations). It is encouraging to find that novices were (rather) underestimated and that they
were able to conduct security risk assessment with both domain-specific and general catalogs.

Suggestion for Trainees The evidence regarding the equivalence of AE and PEOU of
domain specific vs general catalogs suggests that novice analysts could (in principle) choose
the catalog based on their preference and it would not effect the quality of the analysis.
However, it is possible that novice analysts are at first less productive (not measured here)
when working with a domain-specific catalog. For instance, beginner analysts might benefit
from using a general catalog to first train the mechanics of the analysis technique (in our
work SecRAM) and avoid getting overloaded with too much new terminology. Assuming
that trainees pursue their career within the domain, it is crucial for them to also learn domain
specific terminology for presenting and validating the analysis results (which are the other
key SRA tasks). Second, trainees (with some experience with the technique) might benefit
from using the domain-specific catalog to improve their understanding of domain-specific
terminology (as discussed in Section 4), including security threats and controls. In addition,
the evidence of higher perception of efficacy with domain-specific catalogs by novices might
have a second order effect on the analysts. It may also raise the confidence levels of trainees
and their motivation.

Suggestion for Experts The evidence presented in Table 6 suggests that experts using
a catalog can still improve the quality of analysis outcome (AE). We have observed that
experts use catalogs of threat and controls with a completely different goal in mind. Novice
analyst will typically consult the catalog (as an oracle) to find the threats and controls, with
the ultimate goal of reaching the correct outcomes (or minimizing the mistakes). In contrast,
experts may already know some security threats and controls are applicable for a given
domain component. Instead, they will browse the catalog (as a check-list) to make sure they
have not missed out on an important threat, with the ultimate goal of analysis completeness.

Therefore, a domain-specific catalog with a more efficient querying mechanism to avoid
time-consumingmanual browsing could be beneficial for experts. For instance, an automated
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support to query all applicable security mitigations for a category of security threats would
be useful to quickly select the appropriate mitigations. Domain experts could use such tools
to provide an initial analysis which could be submitted to security experts for a quality
check. We cannot claim that domain experts could leverage such tools without consulting
security experts because we have not found conclusive results for H3 (which essentially
tested whether security experts without catalogs have the same “performance” as domain
expert with catalogs). More experiments would be needed.

Similarly, domain experts (with experience in security risk analysis) could benefit from
using the domain-specific catalog to avoid terminologymisunderstandings (Tuma et al. 2021)
and to verify analysis completeness.

9 Threats to Validity

We consider the threat of the various catalog length (e.g., the general catalog is ≈2500
pages, but the domain-specific is ≈55 pages) impacting the perceived efficacy. We mitigated
this threat to internal validity by making available domain-specific catalogs of relatively
large size (155 pages) and by preparing an index of the general catalogs (≈55 pages) that
contained the list of available threats and security controls for ease of reference. The subjects
had also access to the full version of the general catalog in electronic form (≈2500 pages).
Secondly, we relied on expert assessors (who could have different opinions) for measuring
the quality of analysis outcomes. To mitigate this threat, we reviewed the assessments to
verify their validity. We observed that the expert assessors were consistent in marking bad
and moderately good outcomes. Although, the Kendall’s W test demonstrated moderate
agreement between three expert in assessing the quality of threats (Kendall’sW = 0.45) and
security controls (Kendall’s W = 0.47). We could only observe a slight difference in two
assessments (one related to threats of a subject and one related to security controls of another
subject). However, we observed that even when experts slightly disagreed on the mark, they
would actually agree in the comment on the deficiencies of the evaluated work.

The main threat to conclusion validity is related to the sample size. We have included
33 subjects. But, Meyer et al. Meyer and Seaman (2013) show that it is possible to achieve
significant results also for small samples. In addition, more than half of our participants (18)
were experts with between 5 and 15 years of experience in performing SRA. This is still
a fairly large sample considering the lack of security experts in most organizations (Blažič
2021; CyberSeek 2019). To understand the possible effect of subjects’ background on the
results we collected information about subjects’ through demographics and a background
questionnaire at the beginning of the study. To mitigate possible previous knowledge about
the object of the study the subjects were given a step-by-step tutorial on the SRA method
and received a textual description of the application scenario. Another threat to conclusion
validity could be the variety of security analyses considered to be of low quality by the experts
in the second experiment (6 out of 15). We attribute this effect to the assessors tendency to
evaluate student outcomes with lower expectations. In addition, we would consider equal
assessments of quality of outcomes a bigger validity threat as it could mean that the exercise
was either too easy or too hard.

The main threat to generalizability of results is that both the risk assessment method
and scenario were chosen within the ATM domain. However, the chosen risk assessment
method is compliant with the ISO 27005 standard and the NIST Standard which can be
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applied to different domains not just to the ATM. Therefore, this threat is fairly limited in our
study. Another threat to validity is the realism of the experimental setting. Our experiment
significantly counters this threat in comparison to the literature (Karpati et al. 2015; Mouaffo
et al. 2014; Sindre and Opdahl 2005; Stålhane and Sindre 2014) as we used a duration of two
days rather than a couple of hours or less. This longer duration, suggested by Labunets et al.
(2013), allowed us to use a complex enough application scenario and thus to generalize our
results to real projects. In addition to the longer duration, we limited threats to conclusion
validity because (a) subjects were trained by an expert in the method who usually trains
professionals working in the ATM domain, and (b) subjects had two full days to apply the
method to a new ATM operational concept.

10 RelatedWork

We contextualize our contributions with respect to the related literature investigating knowl-
edge reuse from an empirical angle, particularly what concerns reuse of security-relevant
knowledge.

Empirical Investigations of SecurityKnowledgeReuseRiaz et al. (2017) have proposed
the use of templates for security requirements and have reported a varying degree of success
(depending on the type of requirements). While recall of expected security goals has been
low the participants have been able to identify more implied goals (Riaz et al. 2016). Another
empirical study on situational awareness (Hibshi et al. 2016) to analyze the difference in
patterns of decision based on implicit knowledge re-use (expert vs not-expert) has identified
several interesting patterns but no major difference in situational awareness of attacks was
reported on the basis of the background knowledge of the participants.

Yskout et al. (2015) have investigated the effect of using security patterns on the security of
a software design when used by designer with limited security expertise. The study revealed
that the designers who used security patterns did not produce a more secure software design.
However, they did not investigate which capabilities of the security patterns had an effect on
the security of the software design.

Knowledge-Based Security Threat Analysis Security threat and risk analyses consist of
techniques andmethods that are used for systematically analyzing the attacker’s profile vis-a-
vis assets of value to organizations. This study investigates the SecRAM technique, however
several alternative approaches have been proposed (Tuma et al. 2018). Such techniques are
often performed on models representing the software architecture of a system. The purpose
of analyzing security threats at this stage is to ultimately identify security holes and plan
for necessary security solutions. Therefore, we consider existing literature that makes use of
knowledge base (threat catalogs, vulnerability data bases, etc.) (Abe et al. 2013; Almorsy
et al. 2013; Berger et al. 2016; Shostack 2014; Deng et al. 2011) to perform such analysis
as related work. We refer the interested reader to a systematic literature review (Tuma et al.
2018) for a more detailed list of knowledge-based threat analysis techniques.

Security Catalogs da Silva Santos (2016); Santos et al. (2017) present a catalog of com-
mon architectural weaknesses (Common Architectural Weakness Enumeration, CAWE).
CAWE identifies and categorizes types of vulnerabilities originating in software architec-
ture design and provides mitigations accordingly. da Silva Santos (2016) also analyze the
vulnerabilities of four real systems to discover their cause and find that up to 35% vulner-
abilities were actually rooted in the architectural design. Arce et al. (2014) compiled a list
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of top 10 security design flaws and provide guidelines on how to avoid them. The illustra-
tive examples showcasing the flaws are very useful for understanding the practical saecurity
impacts.

Security Attack Databases Common Attack Pattern Enumerations and Classifications
(CAPEC) (Barnum 2008) is a comprehensive repository of known attack patterns employed
by adversaries to exploit knownweaknesses in software systems. In addition to the description
of an attack, CAPEC provides attack consequences and possible mitigations, as well as a list
of vulnerabilities andweaknesses related to each attack. Finally, it is associatedwithCommon
Weakness Enumeration (CWE) MITRE (2020b) project, which is a community-developed
list of common software securityweaknesses. CWEaids developers and security practitioners
since it serves as a common language for describing security weaknesses in architecture and
implementation. It also provides different mitigation and prevention techniques that could
be used to eliminate weaknesses.

11 Conclusion

Security catalogs are an essential part of the SRA process: “as the [security] field evolves and
establishes best practices, knowledge management can play a central role in encapsulating
and spreading the emerging discipline more efficiently” (Barnum and McGraw 2005).

The aim of catalogs of threats and security controls is to put best security practices into a
uniform format that can be re-used. In this paper,we have presented an interview studywith 20
experts and experiments with 33 participants (both from academia and industry) studying the
impact of codified knowledge (catalogs) on the SRA process. We have investigated the effect
of using domain-specific catalogs versus general catalogs in both qualitative and quantitative
terms. We have compared them with the effects of using the same method by security experts
but without catalogs. The results of our study also supported hyp. 3 of Gray and Meister
(2004) that the impact on knowledge sourcing will be stronger under conditions of higher
intellectual demands.

In summary, our study shows that with the use of the catalogs a satisfactory number of
threats and controls can be identified. If security expertise is expensive to get, a domain-
specific security catalog is your second-best bet.

In this work, we proposed a new evidence-based theory for security knowledge reuse
and identified a set of features that contribute to a knowledge reuse process. We encourage
researchers to explore further the effect of these features on the core SRA task and validate
our findings through large-scale experiments with practitioners and novice security analysts
and more specific case studies with companies.
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Information Systems Studies Using 5-item Likert Scale

To collect the sample of IS studies we used Google Scholar search service, as it allows to
search in the text of the papers, and the following criteria:

• Publication year: between 2010 and 2016.
• Journals: “MIS Quarterly” (MISQ), “INFORMS Information Systems Research” (ISR),
and “INFORMS Management Science” (ManSci).

• Search terms: (“5-point scale” OR “Likert scale”) AND (“standard deviation” OR
“stdev”).

In total our search returned 22 papers that were published in MISQ, 20 papers in ISR, and
14 papers in ManSci journals. After checking the papers, we obtained a sample of 7 papers
that reported descriptive statistics (incl. number of subjects, mean and standard deviation of
each group) of variables on a 5-item Likert scale. Table 9 describes the final set of selected
papers.
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