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Resumen

Los pacientes con diabetes deben controlar correctamente su nivel de azúcar en sangre
para evitar complicaciones. Una de estas complicaciones es la hipoglucemia o nivel bajo de
azúcar en sangre, que ocurre cuando la concentración de glucosa en la sangre cae por debajo
de cierto umbral. Un episodio de hipoglucemia debe corregirse antes de que se vuelva dañino
y puede ser una situación muy angustiosa para el paciente.

El objetivo principal de este estudio es programar los algoritmos de Gramáticas Evolu-
tivas Estructuradas y Gramáticas Evolutivas Estructuradas Dinámicas, y utilizarlos para
generar modelos de predicción de episodios hipoglucémicos en pacientes con diabetes.

Los algoritmos se utilizarán para obtener un modelo de caja blanca formado por senten-
cias if-then-else que, dados unos datos de entrada, compuestos por el nivel de la glucosa en
sangre y las lecturas de datos de ejercicio de los pacientes de las 2 horas anteriores, optimiza
una relación lógica entre estas variables. La fórmula resultante se usa para determinar si el
paciente va a tener un episodio de hipoglucemia en un plazo de 30, 60, 90 y 120 minutos.

Palabras clave

Diabetes, Gramáticas Evolutiva, Algoritmos Genéticos, Aprendizaje Automático, Predic-
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Abstract

Diabetic patients have to manage their blood sugar correctly to prevent complications.
One such complication is hypoglycemia or low blood sugar, which occurs when the blood
glucose concentration goes below a certain threshold. A hypoglycemic episode needs to be
rectified before it becomes harmful and can be a very distressing situation for the patient.

The main goal of this study is to program Structured Grammatical Evolution and Dy-
namic Structured Grammatical Evolution algorithms and use them to generate models for
the prediction of hypoglycemic episodes in patients with diabetes.

The algorithms will be used to obtain a white-box model made up of if-then-else state-
ments that given some input data, comprised of the blood glucose and exercise readings of
the patients from the previous 2 hours, optimizes a logical relation between these variables.
The resulting formula will be able to determine if the patient is going to have a hypoglycemic
episode in a 30, 60, 90 and 120 minutes prediction horizon.

Keywords

Diabetes, Grammatical Evolution, Genetic Algorithms, Machine Learning, Glucose Pre-
diction, Structured Grammatical Evolution, Dynamic Structured Grammatical Evolution.
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Chapter 1

Introduction

1.1 Introduction

Diabetes is an illness characterized by high blood sugar levels, these levels are caused by

insulin absorption deficiency that makes the body unable to keep the blood glucose levels

within a normal range. This can be a result of either the body not producing enough insulin

or the cells not being able to use it properly. There are two main types of diabetes.

• Type 1 diabetes, the pancreas is not able to produce enough insulin to control blood

sugar levels as a result of the loss of the beta cells of the pancreas that produce it,

most commonly due to an autoimmune response from the body. Type 1 patients need

to inject insulin to keep their normal blood sugar level.

• Type 2 diabetes, is generally caused by a high insulin resistance that forces the pan-

creas to make more insulin than normal to maintain healthy blood glucose levels, as a

result of this the pancreas might eventually stop generating enough insulin and end in

a state similar to that of type 1 diabetes, although its development takes longer and

can be stopped or reversed in some cases through a lifestyle change early on in the

illness development. In this case, depending on the evolution of the illness there are

different treatment options.

Keeping blood sugar levels within a certain range is imperative to maintain health and
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prevent complications that can result from a bad blood glucose management, therefore it’s

imperative for a person with diabetes to have good control at all times.

For our study, we will be centering ourselves in Type 1 insulin dependant patients as, by

the nature of the insulin injections, and other factors, they have more blood sugar variability

and will be at risk to suffer some of the states described thusly.

1.2 Hypoglycemia

Hypoglycemia, or low blood sugar, is a state that can happen most commonly in people with

diabetes. It is due to an excess in the active insulin that results in too much of the blood

sugar being absorbed. It is considered hypoglycemia once the blood sugar level is less than 70

milligrams per deciliter (mg/dL), or 3.9 millimoles per liter (mmol/L). The body has glucose

homeostasis mechanisms that prevent hypoglycemia from occurring in most cases, however

people with diabetes have a sub-optimal glucagon response4 and other counter-regulatory

hormones of insulin, making it easier to enter a hypoglycemic state. Having blood sugar

level below a certain threshold can seriously affect brain functions and produces a nervous

response in the body, some of its symptoms include, sweating, dizziness, hunger, shakiness

or trembling. If not treated it can develop into severe hypoglycemia and result in the person

passing out, or even death in extreme cases.

Hypoglycemic episodes should be prevented for various reasons:

• The range of values considered is relatively small and therefore the earlier a potential

hypoglycemia is caught the easier it is to prevent it from developing further.

• Having a lot of hypoglycemic episodes makes the body get used to them so the symp-

toms that characterize them become less apparent, this makes the person less likely

to recognize them early on without measuring their blood sugar.

• An episode might lead to an over-compensation and result in hyperglycemia or high

blood sugar later on.
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The main issue regarding being able to prevent hypoglycemia events is that an excess in

the insulin injected is not always easy to realize, because it depends on the body’s insulin

sensitivity, which can vary during the day depending on different factors.

One of the causes of variation in insulin sensitivity is the practice of exercise, which

enhances it. It increases the ability of the body to absorb glucose and transform it into

energy with less amount of insulin. This can be very helpful for a person with diabetes, and

as such, it is recommended to perform regular exercise to stabilize glucose values. The less

insulin a person has to inject to obtain the same result, the more stable their blood glucose

will be, and it also prevents hyperglycemia episodes or high blood sugar.

However, increasing insulin sensitivity means that the person may be at risk of hypo-

glycemic episodes from past insulin injections and future ones if they are not calibrated

correctly in accordance with the amount of exercise performed. This increased risk is one

of the reasons why people with diabetes are often scared to perform exercise, even though

the positives heavily outweigh the negatives. Since the symptoms of hypoglycemia are so

noticeable, the thought of entering into a hypoglycemic state can cause a psychological re-

action in the person that makes them afraid of performing activities that might cause a

hypoglycemic state, even if this is counteractive to their well-being.

For this study, we will use exercise (or activeness) data and glucose values to predict

future hypoglycemia episodes at different time horizons.

1.3 Objective

In order to predict future hypoglycemic events, we will use Structured Grammatical Evolu-

tion, both the original SGE and Dynamic SGE, to obtain a white-box model composed of

if-then-else statements that perform a classification of future hypoglycemia episodes. These

if-then-else statements will have a series of input variables whose values determine what

class we obtain as a result. The variables considered will be the glucose readings of the

last two hours in five-minute intervals, obtained by means of a continuous glucose monitor
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(CGM), and the exercise readings of the last 2 hours in 5-minute intervals. From this, we will

consider the number of steps, heart rate, and calories burned, these values can be tracked

by using a smartwatch or smart band. All the input variables can be obtained without any

need for user input, making them easier to get from patients. It is important to emphasize

that we will not take into account the insulin injections and carbohydrate intake, the only

information we are considering is the reaction that can be seen in the glucose variation. Not

including these values can have negative results, especially in postprandial glucose readings,

where they affect a lot of the resulting glucose values.

In terms of the prediction, we will consider 4 different prediction horizons k ∈ [30, 60, 90, 120]

minutes with two different classification methods. We will also compare the results of our

algorithm with the results obtained with other classification algorithms.

The results obtained depend on the model and patient, but as a brief summary, we are

able to achieve around 90% to 95% average Recall in the 30-minute predictions, 85% to 90%

average Recall in the 60-minute predictions, 80% to 90% average Recall in the 90-minute

predictions and 70% to 80% average Recall in the 120-minute predictions.

The rest of the paper is structured as such: Chapter 2: Related Work, Chapter 3:

Methodology followed, Chapter 4: Patient data used for the prediction, Chapter 5 :Results

obtained and conclusions.
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Chapter 2

Related Work

As mentioned above, hypoglycemia control is very important for patients with diabetes, so

many techniques have been used to predict such hypoglycemia events. In this section, we

will review some related work.

2.1 Introduction

According to the American Diabetes Association, hypoglycemia is the limit to the level of

insulin that a patient can inject to control their blood sugar. Reducing the mean blood sugar

level is imperative to prevent micro-vascular complications such as retinopathy, nephropathy,

and neuropathy, however having blood sugar level below a certain level can seriously affect

brain functions and produces the nervous responses described previously. A continuous

hypoglycemia state can produce permanent brain damage, although this doesn’t happen

often. If this was not the case, glycemic control would be a lot simpler than what it currently

is, since a patient must maintain glucose levels within a range and glucose variability is also

a lot higher on average for a person with diabetes.6

There are different levels of hypoglycemia that range from mild hypoglycemia to severe

hypoglycemia. However, even though they are mentioned in a lot of the studies shown below

they are never differentiated in the prediction. This can be due to the fact that Continuous

Glucose Monitors have a significant error threshold with lower glucose values in comparison

to capillary measurements.
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2.2 Symbolic Prediction using Genetic programming

Using genetic programming (GP), there have been different studies that perform symbolic

predictions for future glucose values. Instead of classifying the data, genetic programming

has been used to generate a real glucose value. This type of prediction is not focused on

hypoglycemia but on predicting real glucose values. The methodology used will be very

similar to ours, in the sense that, what we are obtaining is a mathematical formula which

is our final model. This formula is then applied to all the user data to predict a real

value. In this category we have studies that use Genetic Programming (8,10,13–15,18,27), and

Grammatical Evolution (GE):11,12. Probabilistic fitting in evolutionary optimized models

has also been successfully applied5. This fitting has been added to palliate the effects of

the 5% error that can be found in the glucose readings obtained from any kind of CGM.

Instead of trying to fit our model to the reading from the CGM, we try to fit it to the 95%

confidence range, which considers the error from the sensor whilst trying to fit it to the real

data as well as possible.

2.2.1 Structured Grammatical Evolution

In terms of Structured Grammatical Evolution, which is our proposal for performing pre-

diction, we can find studies showing that SGE performs better than the traditional Gram-

matical Evolution (GE)11. Dynamic Structured Grammatical Evolution has already been

used for glucose prediction with good results in Lourenco et al16. Where they perform a

symbolic prediction of real glucose values using past glucose values, insulin injections, and

carbohydrate intakes. This study shows that DSGE does not only give better results on

average but that the standard deviation between the results is much smaller than with a

traditional GE approach.
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2.3 Classification

In this study, we are interested in detecting hypoglycemic episodes in glycemic prediction

through classification.

Different machine learning techniques have been used for hypoglycemia prediction, and

they are summarized in20. We will mention briefly those that perform hypoglycemic clas-

sification in a similar way to what we are trying to do in this study. They use previous

data values to try and predict future hypoglycemic occurrences, which may or may not have

certain constraints.

2.3.1 Variables and prediction horizon

The input variables used for the model data are different in the different studies. Most

of them use previous glucose values, either standalone or together with other data. The

additional data can be insulin and carbohydrates, or like in our study exercise data, breath

examples, etc. Other models do not use glucose values at all and perform the prediction

only with electronic health record (EHR), Electrocardiogram (ECG), galvanic skin responses

(GSR), electroencephalogram (EEG), clinical notes, secret messages, breath samples, and

body temperature, however, these are in the minority.

The time window considered for the prediction also differs from study to study, some

make shorts term predictions, 30 to 60 minutes, and others predict over a longer period of

time (240 minutes to 6 hours). Generally, it will depend on when the prediction is being

made, for example, if the study performs a nocturnal hypoglycemic prediction then the

horizon will be 6 hours.

2.3.2 Machine learning algorithms

In terms of the type of machine learning algorithms used, most of the studies make use of

Artificial Neural networks, but other techniques include Decision Trees, Regression, Kernel,

Reinforced Learning, and Estimating Probability Distribution.
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Artificial Neural Networks

In artificial Neural Networks, we have a set of studies that use similar data to what we are

using as inputs, in a lot of cases the ANNs are used to perform specifically the prediction of

nocturnal hypoglycemic episodes, these include: Bertachi et al2, which performs predictions

of nocturnal hypoglycemia’s using an MLP and an SVM, it also uses the data from a CGM

monitor and an activity tracker to perform the predictions, and yields results of 78.75%

and 82.15% of sensitivity and specificity respectively. Vehi et al.26 uses glucose information,

insulin, carbohydrates, and exercise information which is then sent to a multilayer percep-

tron network that makes the classification. Others in the same vein include: San et al.24,

whose data subjects were type1 diabetic children, and Bertachi et al. "Prediction of blood

glucose levels and nocturnal hypoglycemia using physiological models and artificial neural

networks".

Others are focused on hypoglycemic prediction on short time horizons, such as Mosquera-

Lopez et al19, which uses Recurrent Neural Networks to predict adverse glycemic states (both

hypoglycemia and hyperglycemia) in a 30-minute prediction time frame.

Decision Trees and Random Forest

Decision Trees are one of the most widely used classification techniques as they are highly

interpretable, yielding a comprehensive white-box model as a result. Some studies use

normal DTs to perform the classification such as Ranvier et al.22, but most of them use a

Random Forest method, where they generate a lot of decision trees and use the majority vote

to make decisions. This yields better performance at the expense of some interpretability.

There are a lot of studies that use Random Forest to perform hypoglycemic classification,

some are once more focused on nocturnal hypoglycemias, Güemes et al.9, postprandial

hypoglycemia’s, Seo et al and hypoglycemia’s experienced during the performance of aerobic

exercise, Reddy et al23. To highlight the study by Dave et al.7 that uses RF to perform

prediction over a 30 and 60 minutes time horizons using only glucose data, the sensitivity
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values obtained were pretty high, obtaining values around 90% during the day and 94% at

night.

Support Vector machines

Support Vector machines have also been used for this type of classification problem and

reported good results. As before we have studies trying to predict nocturnal hypoglycemia,

Mosquera-Lopez et al.1 and Güemes et al.9 and postprandial hypoglycemia, Vehi et al.26

and Oviedo et al.21 within the 240 min after a meal.

Logistic Regression

Logistic Regression is the final method we will comment on for the performance of the

classification, although other methods have been also applied we can highlight the study by

Dave et al.7, that we spoke of in the RF, which also uses Logistic Regression to perform a

prediction on 30 and 60 minute horizon, yielding values of sensitivity from 95% to 91%.

Conclusions

In general, from all the studies listed that perform data classification, we have determined

that a high percentage of them perform the prediction at specific points in the glucose de-

velopment, such as nocturnal or postprandial predictions, very few of them try to generalize

a model that could work at any time.
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Chapter 3

Methodology

In this chapter, we will explain how the classification method we have developed works.

We will explain the implementation of both Structured Grammatical Evolution types and

other operators needed to use them in an evolutionary algorithm. Operators that are not

discussed in this section, such as selection, have not been implemented specifically for SGE

and to perform the tests we have used the ones already available in the JECO library.

3.1 Grammatical Evolution

Grammatical Evolution (GE) is a variation of Genetic Programming (GP) that uses a gram-

mar to generate the phenotype from the genotype of the individuals. The genotype is made

up of a list of numbers, each one of which will generate a production from a rule made up

of terminal and/or non-terminal symbols of the grammar.

The individual phenotype will be formed by the terminals of the grammar and have the

structure defined by it.

The list that conforms the genotype is of fixed length, determined by the user. If we

finish decoding the list and our individual’s phenotype is still incomplete, we can go back

to the start of the list and repeat the process for an n amount of times, called wraps, which

are also defined by the user. If after this our individual is still incomplete we stop, give it a

bad fitness, and do not compute it, the individual is considered invalid.

Each number on the lists could generate any of the productions forming the phenotype
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until there are no more possible expansions, and it has been completely created, to be able to

generalize this process the number in the list go from 0 to a codon upper bound, for example,

256, and the modulus of the total amount of productions for one rule is the operation used

to decode the result when generating the phenotype.

This type of evolution has a couple of issues. On one hand, since each allele depends

on the previous one a small change in one can completely change the final result, making

mutation and crossover a potentially destructive process. On the other, as we use a modulus

operator to determine the next rule we could potentially change an allele, but the result

generated might be the same one, it depends greatly on the number of productions a rule

has, therefore mutating certain alleles might return the same result. Both these issues have

an impact on the overall evolution of the result and are what the Structured Grammatical

Evolution is trying to improve.

However, the ability to change the problem by changing the grammar rather than editing

the code is a great feature of Grammatical Evolution (GE) because it makes it very flexible

as it can work with any problem for which we have a Grammar created, without needing to

perform any changes to the implementation. With different grammar files we can change

the way our individuals will be structured, the input variables we want to consider, and how

complex we want the final solutions to be.

3.2 Structured Grammatical Evolution

Although GE has been successfully applied to different problems, it presents some drawbacks

derived from the process of decoding the solutions. In order to partially solve these concerns,

Lourenço et al. proposed Structured Grammatical Evolution17.

In comparison to Grammatical Evolution, where individuals are made up of a list of num-

bers of a set length and each number is used to generate the next symbol of the phenotype,

in Structured Grammatical Evolution, individuals are made up of a list of lists.

Each internal list represents a non-terminal of the grammar and the numbers contained
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are the possible expansions of this rule for a certain individual in our population, therefore

each internal list’s length can be at most the maximum number of references to that rule.

Each of the numbers contained in the internal list represents a production for the rule in

question, therefore the numbers can go from 0 to Cn−1 with Cn equal to the maximum

amount of productions of a non-terminal, as shown in Figure 3.1.

Figure 3.1: Possible alleles for each rule

When decoding an individual we will have a list of indexes, instead of just one as we had

in Grammatical Evolution (GE). Every time we have to decode a non-terminal, we will go

to the list of productions for this non-terminal and get the next element of the list we have

not consumed up to that point, given to us by the index value of that list of non-terminals,

as shown in Figure 3.2.

With this, the decoding process will be: If the next symbol is a terminal, we add it to our

phenotype and continue with the next element. If the next symbol is a non-terminal then
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we get the corresponding production based on what the individual’s genotype states and

repeat the process for all the symbols of the production until we don’t have more symbols.

Figure 3.2: Genotype to phenotype
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3.2.1 Static Structured Grammatical Evolution

The original version of Structured Grammatical Evolution uses static internal lists, whose

lengths will not vary during the evolution, to represent the different rules. We have called

the original version Static Structured Grammatical Evolution or Static SGE to differentiate

it from the dynamic version and highlight its main difference.

To ensure the precondition of having static lists each internal list is generated completely

to its maximum possible length, and the maximum number of references for each non-

terminal element of the grammar, even if said expansions are not being used by an individual.

In Figure 3.3 can be seen an example of this process, for each non-terminal of the

grammar we need to compute the upper bound of times that a certain rule can be called

from another one. The first rule will always be called once, as is it the entry point of the

phenotype construction.

This mechanism of counting references forces us to eliminate recursion from the grammar

file since having recursion in our grammar means that there could exist an infinite number

of references for the recursive rule. We have performed this by setting a maximum recursive

depth, defined by the user, and transforming the recursive rule into a set of rules that mimic

the recursion up to the set depth, with depth = 0 equivalent to eliminating the recursive

production and only keeping the non-recursive ones.

<expr> ::= <expr> <op> <expr>

As an example, for depth 3 this rule will be transformed into:

<expr> ::= <expr0> <op> <expr0> | <term> <op> <term>

<expr0> ::= <expr1> <op> <expr1> | <term> <op> <term>

<expr1> ::= <expr2> <op> <expr2> | <term> <op> <term>

<expr2> ::= <term> <op> <term>

14



Figure 3.3: Counting the maximum amount of references for a non-terminal

We change the original recursive rule to call to the newly created non-recursive rules,

each depth number calls to the next one. The final one will eliminate all the recursive

productions and only keep the ones that have non-recursive symbols, the newly made rules

will be added to the loaded grammar and afterward, the references are counted.

Considerations of Static SGE

In static SGE the individual’s genotype will be very long since we have to generate the

upper bound of possible alleles generated. As a result, the more recursive depth is added

by the user the longer the individual, as we will have to add as many extra lists as non-

terminals generated through the depth, each one with at least 1 element. This will affect
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the performance of the evolution over them, making Static SGE slower than the dynamic

version.

Generating non-recursive rules in this fashion will change the structure of the final in-

dividual in comparison to the Dynamic version, this affects both mutation and crossover,

making them not equivalent. In the case of crossover, it increments the number of elements

that can be interchanged between the individuals and also allows a more specific exchange,

although there is a higher chance that the non-terminal list exchanged won’t be used to

generate the phenotype. In the case of the mutation it only affects if we are performing a

mutation on the level of the lists and not the alleles, because we have more lists we can

mutate (because we have more non-terminals) we will mutate more alleles per individual.

3.2.2 Dynamic Structured Grammatical Evolution

The original Structured Grammatical Evolution or Static SGE is able to solve the main

issues with Grammatical Evolution, although it adds a new one due to the need for grammar

prepossessing and deleting recursion. Making our solutions to be of the maximum length

ensures that we will never go over the set bound, however, this length will be unnecessary

in most cases, as most solutions will not need the maximum length. Paired with recursion,

it becomes very unscalable. As a result, a dynamic approach to the list generation was

implemented called Dynamic Structured Grammatical Evolution that would fix this issue

by making the genotype able to grow dynamically.

In Dynamic SGE the lists are generated dynamically, meaning, when the individuals are

generated we generate the lists up to what is needed to complete the individual’s phenotype

(all the generated individuals must be valid from creation). This adds a level of complexity

in comparison to the Static version as an individual might become invalid after we have

performed crossover and mutation over them. To avoid generating invalid individuals when

the phenotype is being computed we can add extra alleles to a certain non-terminal list as

needed to complete the individual phenotype and be able to calculate its fitness.
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Figure 3.4: Genotype to phenotype in DSGE when individual is invalid

As seen in Fig. 3.4, the individual after crossover and mutation is invalid, therefore

when generating the phenotype as we get to the second < op > obtained from expanding

< term > there is no possible element to expand, we will have to generate a random allele,

in the example case, we generate allele 1 and append it to the end of the list of < op >.
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The same thing happens in the next non-terminal < var > for which we also don’t have an

expansion, we generate a new value and append it. At the end of the genotype to phenotype

conversion, the individual has changed to become valid. The index computing remains the

same as in Static SGE.

As with the static version recursion poses an issue since we could potentially create an

individual that never completes itself, to stop this from happening and from having individ-

uals that are extremely big, we add a maximum depth. In the original implementation,16,

the maximum depth was implemented through maximum tree depth, which limited how long

an individual can be. It was enforced only when generating extra alleles in the phenotype

creation, if the depth of the tree became bigger or equal to the number set by the user the

algorithm could only generate non-recursive expansions and not recursive ones. Using this

implementation a branch of the tree might become longer than the maximum tree depth,

since we have to generate valid individuals, however, as a result of not generating recursive

rules the maximum length is still limited.

In Fig. 3.5 there is a graphical representation of how the maximum depth is enforced in

the original implementation. We have changed the grammar so that the < expr > rule is

now recursive. When we reach the second < expr > production, we don’t have any more

alleles, so we need to dynamically generate them to complete the individual. Since the

current depth of this branch is equal to the maximum depth set, we only have one option

in the possible productions we can generate: < term > as it is the only non-recursive

production of the rule.

The fact that a branch can become longer than the maximum depth makes this imple-

mentation dependent on the grammar structure, if the recursive rules appear further down

in the grammar tree it will have less probability of performing recursion than up the gram-

mar tree. Due to this, we have chosen to program another implementation that makes it

equivalent to the static SGE.

In this alternate implementation, we have changed the maximum tree depth by a recur-
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Figure 3.5: Genotype to phenotype in DSGE showing limited recursive depth

sive depth just as what we had in the Static version, each recursive rule can be expanded

n times, completely independent of the non-recursive rules and the rest of the grammar

structure.

Another change we have added is an option for more bloating control of the individuals.
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In the original version, the tree depth is only enforced when dealing with recursive rules

and when we are generating extra alleles, as by definition the individuals have to be valid.

This process is performed in the generation of the phenotype, since neither the crossover

nor mutation operators have any information about the individual’s state, and it would be

very costly to compute the phenotype every time a change is performed in the genotype. In

theory, we could expand the individuals by generating recursive expansion through mutation

and crossover and then generate non-terminals in the phenotype, to control this random

growth so that it stays within the limits we have set, we will change the recursive alleles

that go over the maximum length to non-recursive ones.

The bloating control can be activated or deactivated through a parameter, although in

general, it’s better to consider it as we make the individuals smaller and the search space

more manageable.

Optional Parameters

Additionally, we also have two other optional parameters that control the initial creation

process of the population. We have spoken of the maximum tree/recursive depth that

is enforced when computing the phenotype, this depth must also be added to the initial

population to ensure that tree growth is controlled, this value can be the same as the

normal tree depth (if not assigned), or a different value assigned by the programmer.

Similarly, the minimum depth can also be assigned, to ensure that the initial population

has a decent size. In this case, the depth is a recursive depth, so if a recursive rule is

generated then this rule will be expanded a minimum of n times. We have set it this

way because we can’t possibly know how many recursive rules an individual is going to

generate, but we can ensure that if it generates one, then it will generate other recursive

productions. If the value is not assigned by the programmer, it is set to 0 by default. The

main positive to having an initial population of minimum size is that a minimum number of

alleles will initially go through the evolutionary process, if we don’t set it then the evolution

can take longer because the alleles will need to be generated dynamically after evolution in
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the phenotype creation.

In terms of preferences, the maximum initial depth is always enforced first, so if the

current depth of the individual is bigger than the maximum initial depth we do not generate

recursive expansions even if the minimum initial recursive depth is less than the one set by

the programmer.

Considerations of Dynamic SGE

The individuals are generally simpler than in the original SGE, because we are not computing

the maximum length of the individual, the average length will be much smaller. We don’t

need to perform any pre-processing on the grammar to determine the maximum length

of the lists, nor edit the grammar to eliminate recursion. We have fewer lists to perform

crossover over and alleles to mutate and the performance of these operations will have more

effect on the final phenotype.

However, it has more complexity in the creation of the phenotype and the individuals

can suffer from bloating contrary to the static version because they grow dynamically. To

prevent bloating from occurring, we have to add bloating control to the individuals, that we

didn’t need in the original SGE.

3.2.3 Depth

As stated for both algorithms we have to set a maximum depth that stops them from

growing too large, this value is defined by the user. The larger the value, the more freedom

we give to the models (phenotypes) to grow as needed, but also the larger the search space

will become. This means that the evolution can get lost easier and more generations will

need to take place for the problem to converge to an optimum value. The performance will

also be affected by this value, especially in the static version of SGE where the genotype

grows exponentially. The longer, the individuals become, the more time it will take for

the evolution to be performed. Therefore, when possible, smaller depth numbers should be

considered as long as they allow an optimal solution to be found.
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3.3 Operators

3.3.1 Mutation operator

We have programmed and tested two different mutation operations, both of which consist

of changing the value of one of the alleles by another value inside the range of possible

values (number of productions) randomly. We have set it so that the change can only be

performed on alleles that have more than one possible value and if the change is performed

the resulting allele will always have a different value than the one it had previously. this way

we fix the issue from Grammatical Evolution where even if an allele mutates, the resulting

phenotype could end up being the same as before the change, due to having to perform the

mod operator.

Both operators have a version that works with static arrays for the Static SGE and

dynamic Lists for the Dynamic SGE, but the process is the same.

Integer Flip Mutation on the list

The first mutation operator we have is called IntegerFlipMutationList in SSGE and Basic-

MutationVariableList in DSGE, is the one recommended in the literature. In it, we perform

a change of the individual on the level of the inside lists, which corresponds to a non-terminal

production from the grammar. For each non-terminal, we can mutate at most one allele

chosen randomly from all of the ones in the list. This change is performed for all the internal

lists in the individual if the mutation probability is accepted. This process is shown in Fig.

3.6

Integer Flip Mutation on all alleles

The second mutation operator implemented we have called IntegerFlipMutationListAll in

SSGE and BasicMutationVariableList in DSGE. The mutation is performed for each individ-

ual allele, independently of whether the allele belongs to one list or another. This mutation

would be equivalent to the IntegerFlipMutation of Grammatical Evolution, except that we
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Figure 3.6: Mutation Diagram for IntegerFlipMutationList

have to consider the range that the alleles can take on each list to make the mutation. This

process is shown in Fig. 3.7

3.3.2 Crossover operator

We have programmed and tested two different crossover operators, both of which are per-

formed at the level of the internal lists. The internal values are not edited, the information

remains unchanged, we only perform an interchange of the lists for a non-terminal between

two individuals. The crossover operators can be used by both the Static SGE and Dynamic

SGE.
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Figure 3.7: Mutation Diagram for IntegerFlipMutationListAll

Uniform Crossover

This is the crossover operator defined in the literature17. For each internal list representing a

non-terminal, we perform an interchange of the lists of both individuals if it enters a certain

probability of change. This interchange probability can be defined by the user. The offspring

will be the result of a random exchange of non-terminal lists from their two parents. This

process is shown in Fig. 3.8
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Figure 3.8: Uniform Crossover Diagram

Tree Crossover

This operator has been made as an alteration of the Uniform crossover, it takes into account

the structure of the grammar to perform the exchange between the lists, as such the resulting

children’s phenotype will be more similar to the parents, than what we obtain with a random

list interchange.

First, it chooses a non-terminal production and interchanges those two lists in the chil-

dren, then it gets all the lists of non-terminals that are produced from a certain rule and

interchanges those with a certain probability, similar to the one we had in the Uniform

crossover. We repeat the process for the non-terminal lists that we have interchanged until
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we reach a terminal, or we don’t change any more lists. This process is shown in Fig. 3.9

It works a bit better than the Uniform crossover in some cases, especially for the static

list structured grammatical evolution, where adding recursion generates new rules to the

grammar. When performing a random interchange of lists, the children will look less than

the parents the more depth added in creation, because more intermediate non-terminals can

be exchanged. It maintains the structure of the parents better in the children, adding less

variation to the offspring.

Figure 3.9: Tree Crossover Diagram
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3.4 Grammar

As we have stated before, the genotype to phenotype conversion is performed by means of

a grammar file that determines the structure of the phenotype of the individual. In SGE,

compared to normal GE, the grammar structure also affects the individual internally.

The grammar will be the one that states the structure of our individuals in terms of

the number of lists, which corresponds to the number of rules of the grammar, and the

maximum length that each list can have, which corresponds to the number of references

made to a certain rule or non-terminal expansion. The classification will also be performed

through the grammar file in the genotype to phenotype conversion, it will allow us to change

the number of classes just by editing the grammar file.

For our problem, the grammar will be used to transform the list of lists into a sequence

of if-then-else statements that return a class. The classes have to also be defined in the input

data to compare the result from the if-then-else to the actual value of the input example.

The if-then-else statements use the input data and some constants to create conditions,

if all the conditions are met then we consider that the example belongs to that specific

class. Since we are returning the statements as our models, the conditions can be studied

to observe what input parameters the model has considered over others. This white-box

approach makes it so that we can give a medical explanation to the results, or discard a

model that we consider is not correct using knowledge from the problem specification.

We have tested two different types of grammars depending on the number of classes

we have to classify, one for 2 classes 3.10 and another for 3 classes 3.11, their structure is

the same and their only difference is the rule < type > that generates a construction for 2

classes or one for 3 classes.

In terms of the structure of the conditions that they can generate they are as follows:

The < type > rule is the entrance of the program and the one that will wield the final

result, it generates < binexpr > rules that create the logical conditions. The < binexpr >
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Figure 3.10: Example Grammar 2 Classes

Figure 3.11: Example Grammar 3 Classes
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rule is a recursive rule that creates a sequence of conditions fused by "&&" or "||" logical

operators. The internal conditions are statements that can be evaluated and compared with

each other using the relational operators "<", ">", "≥", "≤". The left-hand side of the

statements has the < expr > recursive rule that generates a mathematical operation made

up of the input variables, that in our grammar appear as the "getVariable(x,k)" function,

and constants that are generated with the < number > rule. The right-hand side is the

< mix > rule that can either generate a < expr > or a < number >.

Recursion appears in two different places in our grammar, so the max depth we set

for each type of algorithm will control the number of conditions that are generated by the

individual, by the < binexpr > rule, and the length of the conditions, from the < expr >

rule.

The input variables, defined by the "getVariable(x,k)" function, represent each type of

variable "x", for each example "k" in our input for training or test.

We will explain the input data structure in the Data section, but in general terms, the

variables are defined as such:

• Glucose values of the two hours before the time of prediction t (x ∈ (0, 25]).

• Heart rate values of the patient of the two hours before the time of prediction t

(x ∈ (25, 50]).

• Amount of steps performed by the patient on the two hours before the time of predic-

tion t (x ∈ (50, 75]).

• Amount of calories burned by the patient in the two hours before the time of prediction

t (x ∈ (75, 100]).

As can be observed in fig 3.10 and fig 3.11 we have not taken into account every single

possible input to generate the models, we have handpicked a subset of them to construct

the solutions, however, the available inputs that could be used by the grammar are the ones

described above. This selection will be discussed in Chapter 4.
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3.5 Fitness Function

As with any evolutionary algorithm, we need to establish a fitness function that will deter-

mine how good an individual is. Since we are considering a classification problem, we can

test different classification metrics and compare their output with the results obtained from

the test.

In our problem, the main metric we are going to consider when testing whether a solution

is good or not is the sensitivity (or recall) of each class. This refers to the number of elements

that have been classified as one class and actually belong to this class. This metric is the

most important as we want to be able to recognize all instances of a potential Hypoglycemia

over all the cases, more than we want that the ones that we have classified to be correct.

In binary classification we talk about sensitivity (or recall) and specificity since we only

consider positives or negatives, these refer to the percentages of true-positives and true-

negatives over the total number of positives or negatives in our data.

In multi-class classification, we can just look at the sensitivity of each class, which would

be equivalent.

All the fitness functions considered will return a value between 0 and 1 where the higher

the result the better the classification. Since we are minimizing in our evolutionary algo-

rithm, we will use 1− FitnessFunction in all cases so that the result that gets closer to 0

is the best result overall.

3.5.1 Multi-class Recall

This fitness function calculates the sensitivity of each class and makes the harmonic mean

of all the classes. In binary classification, it would be equivalent to making 2*(sensitiv-

ity*specificity)/(sensitivity+specificity). By performing the harmonic mean of the recalls,

we make sure that no one class has a much higher recall than the others.
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Multi− classRecall =
numClasses∑numClases
i=1

1
Recalli

(3.1)

Recall =
TruePositives

TotalPositives
(3.2)

Its main advantage is that it can work with unbalanced data sets because it doesn’t

matter how many examples we have of one class, each class counts the same as the rest.

3.5.2 F1measure

This is a classification metric that makes the harmonic mean of the precision and recall of

the class 0.

F1measure =
2 ∗Recall ∗ Precision

Recall + Precision
(3.3)

where Precision corresponds to the fraction of elements that we are classifying correctly

in the Hypoglycemia class from the the total amount we have classified in this class and

Recall to the fraction of elements that we are classifying correctly from the total amount of

elements in the Hypoglycemia class.

In a multi-class problem, we will calculate the F1measure measure for each class and

return the average (macro-average).

3.5.3 Weighted Accuracy

This is a fitness formula proposed in3 for Evolutionary algorithms in the context of classifi-

cation. If combines the F1measure with accuracy in a 50% split.

Its main drawback is that because it uses accuracy, we won’t be able to use it with

unbalanced classes.
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WA = 0.5 ∗ Accuracy + 0.5 ∗ F1measure (3.4)

It gives good results, better than when we are only considering the F1-measure stan-

dalone, which is why we have used it to perform the tests.

3.6 Evolutionary Algorithm

Finally, we have implemented an evolutionary algorithm that performs the process of selec-

tion, crossover, and mutation, for each generation. These are made sequentially and are the

standard process for a general genetic algorithm. We select 2 individuals using the selection

method chosen, we perform crossover, then mutation, and then we add them to the list

of children. The two main differences between our algorithm and a general evolutionary

algorithm is the replacement policy and the regeneration of the population.

In terms of replacement, for each generation, we will get the best individuals between

the parents and children, and those are the ones that will compose the population of the

next generation. This makes the evolution a very elitist process and might end up in the

population converging too quickly and not evolving further than a local optimum, in order

to palliate this from happening we have added a regeneration of a section of the population.

If the population fitness ever converges to a number a percentage of the population, set by

the user, will be regenerated from scratch to add new genes to the evolution and hopefully

make the problem get over the local optimum.
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Chapter 4

Data

4.1 Introduction

As stated before the goal of our system is to be able to predict hypoglycemic episodes at

a certain time, our data will only include glucose readings, number of steps, heart rate,

and calories burned over the previous two hours from the time of prediction t measured

in 5-minute intervals. The glucose readings have been obtained by means of a Continuous

Glucose Monitor (CGM) FreeStyleLibre, and the rest of the data is obtained through a

smartwatch Fitbit Ionic, making all the necessary data for our model obtainable without

needing user input.

4.2 Description

The data used in this study has been obtained from 11 patients with type 1 diabetes, whose

descriptions appear in 4.1. We will restrict the data to a maximum of 2 weeks worth of

observations per patient.

From the 11 patients, we have 4 males and 7 females, whose ages range from 20 years

old to 56. They follow 2 different treatment methods, 3 patients control their blood sugar

through multiple doses of insulin and the other 8 do it by means of an insulin pump that

administers a continuous subcutaneous stream of insulin. Their HBA1c values represent the

average value of blood sugar in the past 8 to 12 weeks and are used as a representation of
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the glycemic history25. The patient’s values go from 6.4% to 8.5%, which is transformed

to average glucose mg/dl would be from 137 mg/dL to 197 mg/dL on average. In general,

a healthy range for a person with diabetes should be 7% or less, however, it’s important

to keep in mind that this is an average and a low value does not necessarily mean a good

control, a person with a low or high HBA1c can still have frequent hypoglycemias and high

glucose variability. In terms of their BMI 7 patients are within the normal range (18.5-24.9),

3 are in the overweight category (25-29.9) and one is in the obese range (30 or higher), this

is important to take into account in terms of their blood glucose control because an excess

in weight gain decreases insulin sensitivity and makes glucose control harder. Finally, we

can observe that all patients have been diabetic for more than 8 years with the maximum

being 36 years, this implies that their leftover insulin production is probably negligible.

ID Gender Age IMC HBA1c Treatment Years
DMT1

HUPA001 F 56.3 22.76 8.2 ISCI 15.46
HUPA002 M 48.6 23.82 7.1 ISCI 36.47
HUPA003 F 43.4 18.72 7.3 ISCI 12.45
HUPA004 M 41.2 27.16 7.8 ISCI 8.5
HUPA005 F 20.9 22.57 6.9 ISCI 39.5
HUPA007 M 37.6 30.64 6.6 ISCI 10.1
HUPA011 F 35.0 23.92 7.8 ISCI 27.3
HUPA014 F 50.0 25.39 8.5 MDI 12.9
HUPA015 F 43.1 22.33 6.4 MDI 11.2
HUPA016 F 29.9 26.33 6.5 ISCI 20.1
HUPA027 M 26.4 22.21 7.0 MDI 23.7

Table 4.1: Characteristics of the participants: ID, Gender (M=Male; F=Female), Age,
BMI, HbA1c, Treatment (MDI: Multiples doses of insulin; ISCI. Infusion Subcutaneal con-
tinuous of Insulin)Years of evolution of DMT1.

The input data obtained from the patients is structured as follows: Each row contains

101 columns, the first one is the glucose value at the time horizon H ∈ {30, 60, 90, 120}

followed by the glucose readings from the previous 2 hours, then the heart rate, followed by

the steps and ending in the calories burned. Each one of these types has 25 readings, where
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the first value is always reading at time t and the next values are the readings from t-120

to t-5 in 5-minute intervals of each type of data.

In this way, for each data point we can access to all the available information by looking

at the column values. We will have as many rows as data points for each patient.

Figure 4.1: Original Data for t +30

Figure 4.2: Edited Data

In Fig. 4.1 we can observe a fragment of the original data structure that we then process

so that our algorithm can work with it, it includes the values from t-120 to t+30 as in this

example this is the value for prediction, separated in 5-minute intervals, the first column is

the time at which the data is taken. It allows for a What-If scenario, where we can use the

t to t+30 data as if we knew it, but we will not be using it.

In Fig. 4.2 we see the final data structure that is sent to the algorithm, the first column
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will be the prediction, in our case a class, and we have eliminated all the columns from t+5

to t+30 for each variable type since the prediction is made agnostic, we have no information

past the actual time t.

4.2.1 Classifying data

From the raw data obtained from the patients, we will transform the glucose value at t+k

k in [30,60,90,120] to the class that we will later predict. The class division will depend on

what we are predicting over, we will consider 2 different divisions.

• 2 Classes.

We make a simple division for hypoglycemia and non-hypoglycemia.

– Class 0 (Hypoglycemia) : gluct+k < 70

– Class 1 (Non-hypoglycemia) : gluct+k > 70

With the 2 class model described the main issue is that if a value is not Hypoglycemia

but is close to, it is treated the same as a value that is really far from being hypo-

glycemia, this is the issue with making a classification of discrete values as you lose a

lot of the context in return for having a general overview.

• 3 Classes.

To take into account the intermediate values that might not be classified correctly but

are close to Hypoglycemia a vice versa.

– Class 0 (Hypoglycemia) : gluct+k < 70

– Class 1 (Low Non-hypoglycemia) : gluct+k >= 70 and gluct+k < 90

– Class 2 (High Non-hypoglycemia) : gluct+k >= 90

Using this 3-class model will result in the classes having less accuracy since whilst

the Hypoglycemic classification has a medical basis dividing in gluct+k = 90 is rather
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arbitrary. However, having this intermediate class is much better from the patient’s

point of view as it adds a buffer between Hypoglycemic and Non-hypoglycemic values,

so the patient is aware that the value is in a grey zone and must be careful in case it

becomes a Hypoglycemia, it also adjusts to the 5% error band that can be expected

from the CGM. Moreover, the value in which the division is made can be moved, since

it is only a metric to illustrate low blood glucose but not yet hypoglycemia.

In the result obtained with the 3-class classification, we will be interested in seeing

how well it is able to differentiate Class 0 and Class 2 from each other, as that is the

main objective.

4.3 Data Preprocessing

Firstly, we have performed some data processing to give us information on the data we

have obtained from the patients. From this, we can tune our algorithm and improve its

performance.

If we take all the data from all the patients and divide it into hypoglycemia and not

hypoglycemia, we can observe the relation of each data type to the variables at the instant

t, the most recent value before prediction.

Fig 4.3 and Fig 4.4 show the relation between the 4 variables at t and are colored by

their class at t+30 and t+120 respectively, from this we are able to discern that besides

the glucose value none of the others are discernibly directly related to the class at instant

t, which is the closest temporal value. The glucose value will also inevitably become less

related the bigger the time horizon we are considering, this can be seen if we compare the

graphs for glucose for t+30 and t+120.

Secondly, we have set the data so that it is in a form our program can process and

perform the evolution over.
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Figure 4.3: Pair plot for the 4 variables in t colored by the class (0: Hypoglycemia, 1:
Non-hypoglycemia) in t+30

4.3.1 Correlations

Even though we have 100 columns of data that we can use to perform the classification,

in our grammar files, as seen previously, we can choose what columns to consider for the

classification. This will reduce the number of terminal productions for certain rules and

improve the algorithm’s development because we will have to take fewer values into account.
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Figure 4.4: Pair plot for the 4 variables in t colored by the class (0: Hypoglycemia, 1:
Non-hypoglycemia) in t+120
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On the flip side, we might be eliminating useful data, so we must be careful when choosing

what columns to use. To perform a reduction in the number of input variables that we are

considering, we have first observed the correlation values between the columns of the input

data of the same type.

To compute the correlation values, we have fused the data of all the patients considered

and computed the correlation on the mix. In general, the correlations will be different for

different patients, but we will try to use the same input variables for all of them to generate

the models, which is why we compute it over the combination of all the data. If we were

to use different grammars for different patients, the correlation values should be calculated

separately.

From the results, we need to choose a subset of data that represents the variable’s

development over the 2 hours considered. We also should include the variables at t, which

represents the time of prediction, since it is the newest value, and consider how many

variables we want to include of each type. We will compute what columns have a lower

correlation between themselves and use these for the algorithm, as they will represent the

input variable’s range without having too much-repeated information.

From the original 100 variables, we have reduced to just 32 of those 100, which are the

ones used in the grammar files previously discussed. All the results obtained will use only

these 32 variables, later we will study which variables are the ones that have been used the

most to obtain the best models.

Glucose

From the input columns, the one that has a higher linear correlation in the values over

time is the glucose reading. This makes sense since glucose variation in 5-minute intervals

is generally not very high. The glucose readings are also the only variables that have a

high linear correlation between themselves and the class for Glucose (t+k) [k : 30,60,90,120]

minutes, in comparison to the other input variables. The glucose variation also represents

implicitly the carbohydrates and insulin injected, whose values we are not being taken
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into account when making the models, but that are very important as they are directly

responsible for glucose changes.

For the glucose, we will consider 5 values, Glucose (t), Glucose (t-25), Glucose (t-50),

Glucose (t-75), and Glucose (t-100), that correspond to the Glucose value at the instant t,

time of prediction, minus k minutes. Their correlations can be seen in Fig. 4.5. We will also

include all the intermediate glucose values from Glucose (t) to Glucose (t-25) for a total of

9 glucose variables. The newest values will not add much information from the overall set,

but they will show the newest tendency.

Figure 4.5: Correlations of the 5 glucose values considered that are less correlated (not
including the final 4)

Heart rate

Similar to the glucose the heart rate readings also have a high correlation between them-

selves, but lower than the glucose correlations. From the heart-rate values we will get

7 values: Heart-Rate (t), Heart-Rate (t-20), Heart-Rate (t-40), Heart-Rate (t-60), Heart-

Rate (t-80), Heart-Rate (t-100) and Heart-Rate (t-115), that correspond to the Heart-Rate

value at instant t, time of prediction, minus k minutes. Their correlations can be seen in
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Fig. 4.6

Figure 4.6: Correlations of the 7 Heart rate values considered

Steps

This is the input variable with the least amount of correlation between itself, which makes

sense as the number of steps taken from one 5-minute interval to another can vary a lot. For

our problem we are interested in it describing ’activeness’ since the most common exercise

people do in their daily life is walking or running we have taken it into account. For the

variables used we have chosen Steps (t), Steps (t-15), Steps (t-30), Steps (t-45), Steps (t-60),

Steps (t-75), Steps (t-90), Steps (t-105), Steps (t-120), that correspond to the amount of

steps taken at instant t, time of prediction, minus k minutes. Their correlation values can

be seen in Fig. 4.7

Calories burned

The correlation of the number of calories burned in 5-minute intervals is lower than the Glu-

cose or Heart rate, but higher than the correlation over the number of steps. This variable

represents a sort of combination of the previous two, alongside a basal value that is constant.
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Figure 4.7: Correlations of the 9 Steps values considered

Although the specific formula used to compute the value depends on the Smartwatch used.

The variables included are Calories (t), Calories (t-20), Calories (t-40), Calories (t-60), Calo-

ries (t-80), Calories (t-100), and Calories (t-115), for a total of 7 variables, that correspond

to the number of calories burned at instant t, time of prediction, minus k minutes. Their

correlations can be seen in Fig. 4.8

4.3.2 Class balancing

After performing the classification, we will obtain a data set where the classes are very

unbalanced, since the recommended percentage of hypoglycemia values is under 4% of the

total values. To help the algorithm learn properly and quicker, we should perform class

balancing, so that there are approximately the same amount of examples in each class.

For balancing the different classes we can either do under-sampling; where we get all the

examples of the class with fewer instances and a random sample of the other classes so that

the amount of instances of each class is approximately the same, or oversampling; where we

generate extra samples of the classes with the least amount of instances synthetically.

43



Figure 4.8: Correlations of the 7 burned calories values considered

For obtaining the results shown in the next chapter we have chosen to perform an under-

sampling of the data, as in terms of performance it is the cheapest option and the results

obtained from previous tests don’t show a huge advantage in performing an oversampling

of the data. The balancing will only be performed over the training set.

For the 3.1 function discussed previously the data doesn’t need to be balanced to work,

however, it is recommended since the final results are better with balanced training data.
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Chapter 5

Results

In this chapter, we will show and explain some results obtained using the methodology

commented previously with the data of the patients discussed. The data has been divided

into training and test with 70% and 30% of the total data respectively, maintaining the

original data distribution of the classes. The fitness function we have used to perform

the prediction, from the ones described, is the Weighted Accuracy, although any of them

could be used. As a result of this decision the training data must be balanced to obtain

good results, in general even if we use the Recall fitness function, which can deal with an

unbalanced data set, we will obtain the best results after performing the data balancing.

The data balancing chosen was random under-balancing.

The test data will maintain the original distribution of the classes. This ensures that the

data we are testing over is the same data that will be encountered in a real-life scenario.

5.1 Experimental Set-up

To obtain the results from the evolutionary algorithm, we have set its parameters as such

for all the tests:

Static Structured Grammatical Evolution

• Replacement policy: Best individuals from parents and children with a 10% regener-

ation percentage
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• 100 population size

• 500 generations for t+30 and t+60 and 800 generations for t+90 and t+120

• Recursive Depth: 3

• Tournament selection operator with pressure 2

• Tree crossover operator

– 70% crossover probability

– 60% interchange probability

• Basic mutation of all alleles

– 5% probability

Dynamic Structured Grammatical Evolution

• Replacement policy: Best individuals from parents and children with a 10% regener-

ation percentage

• 100 population size

• 500 generations for t+30 and t+60 and 800 generations for t+90 and t+120

• Maximum Tree Depth and Initial Maximum Tree Depth: 7

• Initial Minimum Recursive Depth: 0

• Tournament selection operator with pressure 2

• Uniform crossover operator

– 70% crossover probability

– 20% interchange probability

46



• Basic mutation of all alleles

– 5% probability

We have set the parameters to be equivalent for both algorithm types, the two main

differences are the depths: wherein the Structured Grammatical Evolution as we have two

recursive rules we set depth 3 for each of them and in Dynamic Grammatical Evolution we

set maximum tree depth to 7 that considers both recursive rules plus the initial rule. And

the crossover operator, where we tested the tree crossover for the Static SGE, since it works

better because we have more rules and the Uniform crossover for the Dynamic SGE.

For each set of data, we have executed 30 times the algorithm and obtained the mean,

median, and standard deviation of the best result of each execution. With the best element

of those 30 generations, we obtain the recall value on the Test data-set which will represent

how well the model is able to classify the data of each class.

5.1.1 General and Individual Models

For each of the 11 patients, we are able to generate an individual model, that only uses

their data for training, but it can also be useful to create a general model, that has been

trained with the data of all the patients and test this model on each patient. Even though

an individual approach will give us better results in almost all cases, using a general model

can be useful if we want to predict a patient that we don’t have a lot of data on, or at all.

How well this model works will greatly depend on the specific patient and whether the data

from other patients can be generalized to them or not.

We will not make such distinctions in this study, however, we will observe that some

patients consistently give worse results in the general models than others, whose score is

higher.
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5.2 2 Classes

The data will only be divided into two classes, Hypoglycemia (Hypo) = 0 and Non-hypoglycemia

(No Hypo) = 1, for each prediction horizon we will obtain how well the algorithm classifies

the different input parameters and compare the recall of the general and individual models.

The grammar used will be the one shown previously in Fig. 3.10.

This process is repeated for the 4 prediction horizons, [30, 60, 90, 120] minutes. For

each prediction horizon, we get the Mean, Median, Std. Dev. and best fitness of the 30

executions, this information is shown in the tables; t+30: Tab. 5.1 , t+60: Tab. 5.4 , t+90:

Tab. 5.7 and t+120: Tab. 5.10. For the model with the smallest fitness value of the 30

executions (both individual and general) we obtain the Recall of the classes, this is shown

in the tables; t+30: Tab. 5.2 , t+60. Tab. 5.5 , t+90: Tab. 5.8 , t+120: Tab. 5.11.

For each prediction horizon, we have also tested other machine learning algorithms from

SkLearn to compare how the best-obtained model fares in comparison with other Machine

Learning algorithms, this can be seen in; t+30: Tab. 5.3 , t+60: Tab. 5.6, t+90: Tab. 5.9

and t+120: Tab. 5.12. The number shown is the average Recall of each class for all the

patients by performing the training and test over the data from all the patients since we

just wanted a general view of the comparison.
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5.2.1 30 Minutes

Table 5.1: Statistics: Mean, Median, Standard deviation and Best Fitness for all the models
we have trained

Patient Algorithm Type Mean Median Std. Dev. Best Fitness
HUPA001 Static 0.0197 0.0227 0.0091 0.0
HUPA001 Dynamic 0.0186 0.0227 0.009 0.0
HUPA002 Static 0.101 0.1031 0.0085 0.0791
HUPA002 Dynamic 0.1004 0.1002 0.0077 0.0839
HUPA003 Static 0.0833 0.0829 0.0053 0.0733
HUPA003 Dynamic 0.0832 0.0838 0.0059 0.0684
HUPA004 Static 0.0443 0.0472 0.0081 0.0304
HUPA004 Dynamic 0.0459 0.0493 0.0086 0.0279
HUPA005 Static 0.0732 0.0759 0.01 0.0522
HUPA005 Dynamic 0.069 0.0642 0.0085 0.0578
HUPA007 Static 0.0559 0.0612 0.0118 0.0324
HUPA007 Dynamic 0.053 0.0566 0.0122 0.0302
HUPA011 Static 0.0709 0.0703 0.0103 0.0510
HUPA011 Dynamic 0.0693 0.0694 0.0097 0.0510
HUPA014 Static 0.0556 0.0567 0.0086 0.0343
HUPA014 Dynamic 0.0507 0.0517 0.0098 0.0303
HUPA015 Static 0.0664 0.0721 0.0134 0.0321
HUPA015 Dynamic 0.0643 0.0679 0.0129 0.0413
HUPA016 Static 0.096 0.0976 0.008 0.0739
HUPA016 Dynamic 0.0931 0.0933 0.0098 0.0769
HUPA027 Static 0.0776 0.0787 0.0032 0.0694
HUPA027 Dynamic 0.0764 0.0761 0.0034 0.0674

All Static 0.0975 0.0984 0.008 0.0820
All Dynamic 0.0945 0.0930 0.0083 0.0791
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Figure 5.1: Box plot of the fitness t+30
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Figure 5.2: Box plot of the fitness t+30

Table 5.2: Comparison of the recall of the Individual and General model for each patient
in t + 30 minutes

Patient Algorithm Individual Models General Models
Recall Hypo Recall No Hypo Recall Hypo Recall No Hypo

HUPA001 Static 0.9412 0.9504 0.8824 0.9488
HUPA001 Dynamic 1.0 0.9289 0.9412 0.8329
HUPA002 Static 0.88 0.9266 0.9511 0.8435
HUPA002 Dynamic 0.8756 0.9169 0.9556 0.8698
HUPA003 Static 0.9125 0.9107 0.9250 0.8896
HUPA003 Dynamic 0.9375 0.8935 0.9500 0.9002
HUPA004 Static 0.9785 0.966 1.0 0.959
HUPA004 Dynamic 1.0 0.9426 0.9785 0.966
HUPA005 Static 0.9706 0.865 0.7353 0.9109
HUPA005 Dynamic 0.9706 0.865 0.7647 0.9298
HUPA007 Static 0.9394 0.9513 0.9899 0.9217
HUPA007 Dynamic 0.9394 0.9351 0.9697 0.9255
HUPA011 Static 0.9677 0.848 0.9677 0.9263
HUPA011 Dynamic 0.9677 0.9317 0.9677 0.8903
HUPA014 Static 1.0 0.9222 0.9787 0.957
HUPA014 Dynamic 0.9574 0.9597 0.9362 0.9689
HUPA015 Static 0.9535 0.9392 0.9767 0.9309
HUPA015 Dynamic 0.9535 0.9373 0.9535 0.9244
HUPA016 Static 0.9711 0.8906 0.9075 0.903
HUPA016 Dynamic 0.9306 0.8999 0.9480 0.9133
HUPA027 Static 0.9510 0.9194 0.9301 0.9044
HUPA027 Dynamic 0.9650 0.8969 0.9161 0.9203
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Figure 5.3: Average recall for the best solution of all patients in t+30

Figure 5.4: Evolution of the average population fitness in t+30

As can be seen in Fig. 5.3 the average recall of both classes for all patients is between

90% and 95%, and both the general and individual models yield similar results on average.

Individually, the only patient that sees a big drop in the Recall values is HUPA005, where

using data from the other patients does not seem to be effective for the prediction.
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Comparison with other Machine Learning Algorithms

Table 5.3: Comparison of the average Recall for our algorithm with other ML algorithms
for t+30

Algorithm Recall Hypo Recall No Hypo
Gradient
boosting 0.9532 0.9293

Gradient
boosting with

Cross val
0.9532 0.9293

Logistic
Regression 0.9187 0.8951

Random forest
classifier 0.9837 0.9287

Random forest
Regresor 0.9868 0.9307

Gaussian Naive
Bayes 0.8720 0.7893

Bernoulli Naive
Bayes 0.6020 0.5304

Decision Tree
Classifier
(6 depth)

0.9431 0.9182

Ada Boost
Classifier 0.9604 0.9246

Bagging
Classifier 0.9868 0.9305

Extra Trees
Classifier 0.9868 0.9290

SGDClassifier 0.9573 0.7875
MLPClassifier 0.9390 0.8748
Dynamic SGE 0.9542 0.9188

Static SGE 0.9514 0.9254
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5.2.2 60 Minutes

Table 5.4: Statistics: Mean, Median, Standard deviation and Best Fitness for all the models
we have trained

Patient Algorithm Type Mean Median Std. Dev. Best Fitness
HUPA001 Static 0.0133 0.0123 0.0092 0.0
HUPA001 Dynamic 0.0117 0.0123 0.0085 0.0
HUPA002 Static 0.1656 0.1642 0.0086 0.1514
HUPA002 Dynamic 0.1646 0.1662 0.0089 0.1445
HUPA003 Static 0.1402 0.1411 0.0111 0.1033
HUPA003 Dynamic 0.1385 0.1380 0.0112 0.1205
HUPA004 Static 0.0889 0.0828 0.0168 0.0630
HUPA004 Dynamic 0.0884 0.0878 0.0135 0.0588
HUPA005 Static 0.1911 0.1942 0.0211 0.1490
HUPA005 Dynamic 0.188 0.1937 0.0197 0.1470
HUPA007 Static 0.1238 0.1245 0.0095 0.1028
HUPA007 Dynamic 0.1218 0.1259 0.0123 0.0925
HUPA011 Static 0.109 0.1099 0.0176 0.0815
HUPA011 Dynamic 0.1086 0.1069 0.0131 0.0886
HUPA014 Static 0.0970 0.1 0.0145 0.0482
HUPA014 Dynamic 0.0971 0.0984 0.0121 0.0572
HUPA015 Static 0.1327 0.1330 0.014 0.0969
HUPA015 Dynamic 0.1304 0.1302 0.0137 0.0999
HUPA016 Static 0.1722 0.1710 0.0129 0.1448
HUPA016 Dynamic 0.1692 0.1724 0.0111 0.1434
HUPA027 Static 0.1206 0.1203 0.0048 0.1101
HUPA027 Dynamic 0.1205 0.1202 0.0045 0.1113

All Static 0.1709 0.1716 0.0119 0.1511
All Dynamic 0.1692 0.1662 0.0105 0.1574

P11_static P11_dynamic P14_static P14_dynamic P15_static P15_dynamic P16_static P16_dynamic P27_static P27_dynamic All_static All_dynamic

0.06

0.08

0.10

0.12

0.14

0.16

0.18

0.20

Figure 5.5: Box plot of the fitness t+60
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Figure 5.6: Box plot of the fitness t+60

Table 5.5: Comparison of the recall of the Individual and General model for each patient
in t + 60 minutes

Patient Algorithm Individual Models General Models
Recall Hypo Recall No Hypo Recall Hypo Recall No Hypo

HUPA001 Static 1.0 0.9144 0.9375 0.9136
HUPA001 Dynamic 1.0 0.9072 0.9375 0.8896
HUPA002 Static 0.9063 0.7781 0.9152 0.7087
HUPA002 Dynamic 0.8616 0.8169 0.9375 0.6879
HUPA003 Static 0.8500 0.875 0.9375 0.8077
HUPA003 Dynamic 0.8250 0.8894 0.9250 0.7769
HUPA004 Static 0.9355 0.9354 0.9462 0.9167
HUPA004 Dynamic 0.9677 0.9401 0.9785 0.9143
HUPA005 Static 0.7941 0.8242 0.7353 0.8783
HUPA005 Dynamic 0.9118 0.8142 0.7353 0.8638
HUPA007 Static 0.9394 0.8547 0.9394 0.8642
HUPA007 Dynamic 0.9495 0.8805 0.9495 0.8298
HUPA011 Static 1.0 0.7874 0.8065 0.8847
HUPA011 Dynamic 0.9355 0.8099 0.8387 0.8423
HUPA014 Static 0.9574 0.8625 0.8298 0.9056
HUPA014 Dynamic 0.9362 0.8708 0.8936 0.8973
HUPA015 Static 0.9302 0.7638 0.8372 0.8708
HUPA015 Dynamic 0.814 0.8109 0.8605 0.8441
HUPA016 Static 0.896 0.7942 0.8555 0.7901
HUPA016 Dynamic 0.9364 0.7570 0.8555 0.7715
HUPA027 Static 0.9172 0.8376 0.9172 0.7944
HUPA027 Dynamic 0.9103 0.8347 0.9172 0.7803
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Figure 5.7: Average recall for the best solution of all patients in t+60

Figure 5.8: Evolution of the average population fitness in t+60

For t+60 we can observe that the general model has a slightly less average Recall for

both classes than the individual model, but in general, the difference is not significant. Once

more HUPA005 is the patient that yields worse results in the general model. The Recall

values are between 0.85 and 0.9 which can be seen in Fig. 5.7.
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Comparison with other Machine Learning algorithms

Table 5.6: Comparison of the average Recall for our algorithm with other ML algorithms
for t+60

Algorithm Recall Hypo Recall No Hypo
Gradient
boosting 0.9025 0.8595

Gradient
boosting with

Cross val
0.9025 0.8595

Logistic
Regression 0.8832 0.8235

Random forest
classifier 0.9695 0.8838

Random forest
Regresor 0.9705 0.8814

Gaussian Naive
Bayes 0.8659 0.6732

Bernoulli Naive
Bayes 0.5857 0.5312

Decision Tree
Classifier
(6 depth)

0.9279 0.8038

Ada Boost
Classifier 0.9421 0.8464

Bagging
Classifier 0.9695 0.8782

Extra Trees
Classifier 0.9746 0.8942

SGDClassifier 0.9675 0.5947
MLPClassifier 0.9147 0.7789
Dynamic SGE 0.9046 0.8218

Static SGE 0.8954 0.8536
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5.2.3 90 Minutes

Table 5.7: Statistics: Mean, Median, Standard deviation and Best Fitness for all the models
we have trained

Patient Algorithm Type Mean Median Std. Dev. Best Fitness
HUPA001 Static 0.0617 0.0618 0.024 0.0245
HUPA001 Dynamic 0.0587 0.0505 0.0203 0.0245
HUPA002 Static 0.2285 0.2297 0.0104 0.2108
HUPA002 Dynamic 0.2249 0.2233 0.0094 0.2108
HUPA003 Static 0.1705 0.1707 0.0086 0.1549
HUPA003 Dynamic 0.1701 0.1757 0.0135 0.1449
HUPA004 Static 0.1383 0.1434 0.0232 0.0934
HUPA004 Dynamic 0.1223 0.1168 0.0207 0.0885
HUPA005 Static 0.1751 0.1780 0.0188 0.1426
HUPA005 Dynamic 0.1740 0.1742 0.0134 0.1281
HUPA007 Static 0.1756 0.1755 0.0142 0.1487
HUPA007 Dynamic 0.1738 0.1763 0.0124 0.1424
HUPA011 Static 0.1228 0.1241 0.019 0.0694
HUPA011 Dynamic 0.1203 0.1206 0.0166 0.0775
HUPA014 Static 0.1512 0.1535 0.0117 0.1125
HUPA014 Dynamic 0.1544 0.1563 0.0115 0.1292
HUPA015 Static 0.1892 0.1923 0.0178 0.1473
HUPA015 Dynamic 0.1868 0.1857 0.0186 0.1317
HUPA016 Static 0.2168 0.2126 0.0156 0.1941
HUPA016 Dynamic 0.2150 0.2150 0.0134 0.1890
HUPA027 Static 0.1778 0.1766 0.0099 0.1560
HUPA027 Dynamic 0.1777 0.1781 0.0089 0.1493

All Static 0.2339 0.2334 0.0087 0.2172
All Dynamic 0.2305 0.2280 0.0092 0.2148
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Figure 5.9: Box plot of the fitness t+90
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Figure 5.10: Box plot of the fitness t+90

Table 5.8: Comparison of the recall of the Individual and General model for each patient
in t + 90 minutes

Patient Algorithm Individual Models General Models
Recall Hypo Recall No Hypo Recall Hypo Recall No Hypo

HUPA001 Static 0.9375 0.8702 0.8750 0.8494
HUPA001 Dynamic 0.875 0.8309 0.8750 0.7877
HUPA002 Static 0.8739 0.6741 0.9009 0.6699
HUPA002 Dynamic 0.8604 0.7337 0.9054 0.6699
HUPA003 Static 0.825 0.8508 0.7875 0.7247
HUPA003 Dynamic 0.7875 0.8422 0.8250 0.7113
HUPA004 Static 0.8387 0.9353 0.8495 0.8776
HUPA004 Dynamic 0.8495 0.9106 0.9032 0.8341
HUPA005 Static 0.7647 0.7669 0.5882 0.7696
HUPA005 Dynamic 0.8235 0.6784 0.5294 0.7660
HUPA007 Static 0.8081 0.7969 0.7879 0.7711
HUPA007 Dynamic 0.8687 0.7778 0.8687 0.7366
HUPA011 Static 0.9677 0.7211 0.7419 0.8114
HUPA011 Dynamic 0.9032 0.7987 0.6452 0.7861
HUPA014 Static 0.8936 0.8431 0.8511 0.8385
HUPA014 Dynamic 0.8723 0.8450 0.7234 0.8523
HUPA015 Static 0.9024 0.7011 0.7805 0.7915
HUPA015 Dynamic 0.9268 0.7814 0.7805 0.7934
HUPA016 Static 0.8035 0.7772 0.8613 0.6974
HUPA016 Dynamic 0.8555 0.7119 0.7977 0.7161
HUPA027 Static 0.8844 0.7865 0.9184 0.7103
HUPA027 Dynamic 0.8980 0.8109 0.9048 0.7093
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Figure 5.11: Average recall for the best solution of all patients in t+90

Figure 5.12: Evolution of the average population fitness in t+90

For t+90 we can observe that once more the general model has less average Recall for

both classes than the individual model, this is more noticeable than for t+60, but the

difference is still not statistically significant. The average Recall values are between 80%

and 90% as shown in Fig. 5.11. Lower than before but a significant percentage.
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Comparison with other Machine Learning algorithms

Table 5.9: Comparison of the average Recall for our algorithm with other ML algorithms
for t+90

Algorithm Recall Hypo Recall No Hypo
Gradient
boosting 0.8209 0.8218

Gradient
boosting with

Cross val
0.8036 0.8202

Logistic
Regression 0.8260 0.7541

Random forest
classifier 0.9633 0.8544

Random forest
Regresor 0.9562 0.8491

Gaussian Naive
Bayes 0.7924 0.5963

Bernoulli Naive
Bayes 0.5857 0.5312

Decision Tree
Classifier
(6 depth)

0.7924 0.8013

Ada Boost
Classifier 0.9186 0.8051

Bagging
Classifier 0.9532 0.8446

Extra Trees
Classifier 0.9593 0.8807

SGDClassifier 0.6998 0.8275
MLPClassifier 0.8769 0.7055
Dynamic SGE 0.8654 0.7928

Static SGE 0.8630 0.7930
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5.2.4 120 Minutes

Table 5.10: Statistics: Mean, Median, Standard deviation and Best Fitness for all the
models we have trained

Patient Algorithm Type Mean Median Std. Dev. Best Fitness
HUPA001 Static 0.0788 0.0737 0.0261 0.0252
HUPA001 Dynamic 0.0774 0.0801 0.0325 0.0125
HUPA002 Static 0.2455 0.2446 0.0080 0.2264
HUPA002 Dynamic 0.2416 0.2393 0.0085 0.2274
HUPA003 Static 0.1942 0.1956 0.0167 0.1535
HUPA003 Dynamic 0.1925 0.1888 0.0136 0.1646
HUPA004 Static 0.1845 0.1841 0.0159 0.1553
HUPA004 Dynamic 0.1882 0.1844 0.0156 0.1541
HUPA005 Static 0.2006 0.1974 0.0186 0.1611
HUPA005 Dynamic 0.1972 0.1916 0.0153 0.1588
HUPA007 Static 0.2456 0.2535 0.0218 0.1951
HUPA007 Dynamic 0.2339 0.2358 0.0194 0.1875
HUPA011 Static 0.1414 0.1363 0.0190 0.1127
HUPA011 Dynamic 0.1374 0.1363 0.0148 0.1102
HUPA014 Static 0.1991 0.1938 0.0176 0.1639
HUPA014 Dynamic 0.1967 0.1930 0.0193 0.1632
HUPA015 Static 0.2078 0.2070 0.0220 0.1549
HUPA015 Dynamic 0.2021 0.2041 0.0238 0.1542
HUPA016 Static 0.2395 0.2378 0.0121 0.2170
HUPA016 Dynamic 0.2424 0.2398 0.0161 0.2160
HUPA027 Static 0.2209 0.2219 0.0117 0.2021
HUPA027 Dynamic 0.2206 0.2192 0.0085 0.2072

All Static 0.2840 0.2833 0.0100 0.2662
All Dynamic 0.2829 0.2820 0.0072 0.2678

P11_static P11_dynamic P14_static P14_dynamic P15_static P15_dynamic P16_static P16_dynamic P27_static P27_dynamic All_static All_dynamic

0.125

0.150

0.175

0.200

0.225

0.250

0.275

0.300

Figure 5.13: Box plot of the fitness t+120
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Figure 5.14: Box plot of the fitness t+120

Table 5.11: Comparison of the recall of the Individual and General model for each patient
in t + 120 minutes

Patient Algorithm Individual Models General Models
Recall Hypo Recall No Hypo Recall Hypo Recall No Hypo

HUPA001 Static 0.75 0.749 0.8125 0.6512
HUPA001 Dynamic 0.8125 0.7498 0.7500 0.7057
HUPA002 Static 0.8364 0.6893 0.8273 0.6574
HUPA002 Dynamic 0.7955 0.7060 0.8364 0.6630
HUPA003 Static 0.7875 0.7907 0.6625 0.6220
HUPA003 Dynamic 0.7625 0.8457 0.6625 0.7059
HUPA004 Static 0.8280 0.8196 0.7849 0.8160
HUPA004 Dynamic 0.8602 0.8443 0.7527 0.8408
HUPA005 Static 0.7647 0.7167 0.8235 0.5439
HUPA005 Dynamic 0.7059 0.7964 0.6176 0.6742
HUPA007 Static 0.7374 0.7553 0.6465 0.8052
HUPA007 Dynamic 0.6566 0.8666 0.6970 0.7850
HUPA011 Static 0.8387 0.8083 0.7742 0.7269
HUPA011 Dynamic 0.8710 0.7577 0.7097 0.7568
HUPA014 Static 0.8511 0.7711 0.6170 0.7381
HUPA014 Dynamic 0.8511 0.7693 0.6154 0.7426
HUPA015 Static 0.8974 0.6384 0.6154 0.7177
HUPA015 Dynamic 0.7949 0.6190 0.3846 0.7196
HUPA016 Static 0.7977 0.7095 0.8844 0.5902
HUPA016 Dynamic 0.8439 0.6784 0.7746 0.6992
HUPA027 Static 0.8725 0.7125 0.8859 0.6437
HUPA027 Dynamic 0.8188 0.7804 0.8255 0.7257

62



Figure 5.15: Average recall for the best solution of all patients in t+120

Figure 5.16: Evolution of the average population fitness in t+30

In t+120 is where we observe the algorithm returning the worst results, it is the hardest

time frame to predict as we don’t have any data of the previous 2 hours. The comparison

between the individual and general model show the biggest difference. The average Recall

obtained for this prediction is between 70% and 80% as shown in Fig. 5.15.
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Comparison with other Machine Learning algorithms

Table 5.12: Comparison of the average Recall for our algorithm with other ML algorithms
for t+120

Algorithm Recall Hypo Recall No Hypo
Gradient
boosting 0.7573 0.7995

Gradient
boosting with

Cross val
0.7390 0.7940

Logistic
Regression 0.7889 0.6984

Random forest
classifier 0.9347 0.8575

Random forest
Regresor 0.9317 0.8503

Gaussian Naive
Bayes 0.7624 0.5600

Bernoulli Naive
Bayes 0.5857 0.5312

Decision Tree
Classifier
(6 depth)

0.7533 0.7520

Ada Boost
Classifier 0.9133 0.7756

Bagging
Classifier 0.9317 0.8056

Extra Trees
Classifier 0.9531 0.8811

SGDClassifier 0.7900 0.5823
MLPClassifier 0.9255 0.4865
Dynamic SGE 0.7975 0.7648

Static SGE 0.8149 0.7418
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5.2.5 Results for 2 classes

As can be seen in the BoxPlots included for t +30: Fig. 5.1, Fig, 5.2, t+60: Fig. 5.5,

Fig. 5.6, t+90: Fig. 5.9, Fig. 5.10 and t+120: Fig. 5.13, Fig. 5.14, there seems to

be no statistical difference between the performance of the Static or original SGE and the

Dynamic SGE, however the Dynamic SGE gets slightly better average results for almost all

patients. The recall results over the test dataset are also very similar with both versions of

the algorithm, the slight difference between both shows no statistical significance.

In terms of the general model, we can observe that it works relatively well for all patients

with the exception of HUPA005, where it gives lower results than its individual model, this

trend is also seen in HUPA014 and HUPA015 when considering bigger prediction horizons

(t+90 and t+120). However, the results obtained in the other patients show that a general

model can be possible when a specific subset of patients is considered.

In comparison with the other ML learning algorithms considered our algorithms do not

do as well as some of them, especially Ada Boost, Bagging Classifier, Random Forest, and

Extra Trees Classifier. All of them give excellent results of the recall, especially in the

Hypoglycemia class for all the time frames considered, where both our algorithms start to

lose Recall percentage in bigger prediction horizons. The main advantage of our algorithm

is that the final model is an expression that can be easily understood, studied, and manually

edited by an expert after obtaining it.

The results obtained will have a structure similar to the following one, with different

constants, variables and relational/logical operators:

if(((getVariable(1,k)<=103.465)||(((getVariable(47,k)-(getVariable(28,k)*

getVariable(43,k)/getVariable(31,k)))>=(getVariable(1,k)/6.184))&&

(((3.956/(getVariable(21,k)+94.433))*406.226)<=getVariable(35,k)))))

{result=0:}else{result=1:}

Which is equivalent to this expression with the actual names of the variables:
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if((( Glucose(t) <=103.465)||((HR(t-20) -(HR(t-115) * HR

(t-40)/HR(t-100)))>=(Glucose(t)/6.184))&&

(((3.956/(Gluc(t-25) +94.433))*406.226)<=HR(t-80)))))

{result=0:}else{result=1:}

5.2.6 Used variables

The used variables depend on the solution, the time frame we are considering for the pre-

diction, and the patient, however, we can study in wide terms what variables are most used

by the best solutions of each run. In the table below 5.13 and in Fig. 5.17 we have all the

variables ordered by their number and with the corresponding name for t + [30,60,90,120],

where the total number is the total amount of solutions obtained, and we only count one

appearance per solution. Firstly, we are diving between the Static or original SGE and the

Dynamic SGE. Clearly, by far, the variable that the solutions use most is Glucose (t), this

makes sense as is it the most recent glucose value before the prediction, the other variables

at t, HeartRate (t), Cal (t), and Steps (t) are also used in a higher proportion than other

variables in their respective types, although the difference is much smaller than for the

Glucose (t).

In both algorithms, the second and third most used variables, appearing in more than

30% of the solutions, are HeartRate (t) and Calories Burned (t) respectively. After this the

order of the variables changes slightly for both algorithms, however, the actual percentages

are not too different as they are all between 20% and 30%. The two less used variables in

both algorithms are Glucose (t-10) and Steps (t-60) but in a different order for each one.

The glucose value might be a result of duplicated information as we have added the newer

values, but the algorithms don’t seem to use them a lot in the solutions.

In general, besides the Glucose(t) all the other variables are used between 18.7%, 19.7%,

and 31%, 33% for each algorithm.

We cannot see a big difference between the variables used in both algorithms, so we
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are doing to choose one, DSGE, and observe the variable distribution for the different

prediction horizons, Tab. 5.14 and Fig. 5.18. In this case, more variation in the variables

use is noticeable, especially for t+120 where the amount of instances of Glucose (t) is a lot

less than in the other prediction horizons. Nonetheless, Glucose (t) is still, by far, the most

used variable, and the rest follow a similar trend to what we explained previously.
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Table 5.13: Percentage of variable involvement in the final solutions for all executions of
30 runs

Variable Name Static Dynamic
getVariable(1,k) Gluc (t) 0.9220 0.9265
getVariable(6,k) Gluc (t-100) 0.2788 0.2674
getVariable(11,k) Gluc (t-75) 0.2795 0.2864
getVariable(16,k) Gluc (t-50) 0.2826 0.3061
getVariable(21,k) Gluc (t-25) 0.2068 0.225
getVariable(22,k) Gluc (t-20) 0.2114 0.2061
getVariable(23,k) Gluc (t-15) 0.2045 0.2212
getVariable(24,k) Gluc (t-10) 0.1962 0.1977
getVariable(25,k) Gluc (t-5) 0.2508 0.2591
getVariable(26,k) HR (t) 0.3197 0.3303
getVariable(28,k) HR (t-115) 0.2992 0.2894
getVariable(31,k) HR (t-100) 0.2864 0.2826
getVariable(35,k) HR (t-80) 0.2818 0.2689
getVariable(39,k) HR (t-60) 0.2735 0.2727
getVariable(43,k) HR (t-40) 0.2924 0.2811
getVariable(47,k) HR (t-20) 0.2818 0.2667
getVariable(51,k) Steps (t) 0.2856 0.253
getVariable(52,k) Steps (t-120) 0.2356 0.2455
getVariable(55,k) Steps (t-105) 0.2129 0.2258
getVariable(58,k) Steps (t-90) 0.2076 0.2212
getVariable(61,k) Steps (t-75) 0.2652 0.2614
getVariable(64,k) Steps (t-60) 0.2174 0.2197
getVariable(67,k) Steps (t-45) 0.1985 0.1879
getVariable(70,k) Steps (t-30) 0.2424 0.2735
getVariable(73,k) Steps (t-15) 0.2765 0.2727
getVariable(76,k) Cal (t) 0.3106 0.3136
getVariable(78,k) Cal (t-115) 0.2902 0.2871
getVariable(81,k) Cal (t-100) 0.2955 0.2902
getVariable(85,k) Cal (t-80) 0.2735 0.2803
getVariable(89,k) Cal (t-60) 0.278 0.2583
getVariable(93,k) Cal (t-40) 0.2886 0.2962
getVariable(97,k) Cal (t-20) 0.2909 0.2962
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Table 5.14: Distribution of the variables in the solutions divided by the prediction horizon

Variable Name Dynamic
t +30

Dynamic
t +60

Dynamic
t +90

Dynamic
t +120

getVariable(1,k) Gluc (t) 0.9879 0.9788 0.9485 0.7909
getVariable(6,k) Gluc (t-100) 0.1758 0.2303 0.3545 0.3091
getVariable(11,k) Gluc (t-75) 0.2394 0.2424 0.2727 0.3909
getVariable(16,k) Gluc (t-50) 0.2182 0.2939 0.3636 0.3485
getVariable(21,k) Gluc (t-25) 0.1788 0.2121 0.2303 0.2788
getVariable(22,k) Gluc (t-20) 0.1424 0.2333 0.1970 0.2515
getVariable(23,k) Gluc (t-15) 0.2152 0.1848 0.1970 0.2879
getVariable(24,k) Gluc (t-10) 0.1758 0.1576 0.2333 0.2242
getVariable(25,k) Gluc (t-5) 0.203 0.2364 0.2970 0.3000
getVariable(26,k) HR (t) 0.2879 0.2515 0.3970 0.3848
getVariable(28,k) HR (t-115) 0.2424 0.2727 0.3394 0.3030
getVariable(31,k) HR (t-100) 0.2061 0.3485 0.2970 0.2788
getVariable(35,k) HR (t-80) 0.2545 0.2697 0.2758 0.2758
getVariable(39,k) HR (t-60) 0.1939 0.2970 0.2970 0.3030
getVariable(43,k) HR (t-40) 0.2242 0.2606 0.3212 0.3182
getVariable(47,k) HR (t-20) 0.2152 0.2545 0.3030 0.2939
getVariable(51,k) Steps (t) 0.2364 0.2394 0.2576 0.2788
getVariable(52,k) Steps (t-120) 0.1485 0.2485 0.3061 0.2788
getVariable(55,k) Steps (t-105) 0.1727 0.1848 0.2212 0.3242
getVariable(58,k) Steps (t-90) 0.1727 0.2152 0.2758 0.2212
getVariable(61,k) Steps (t-75) 0.2061 0.2636 0.2818 0.2939
getVariable(64,k) Steps (t-60) 0.1727 0.1576 0.2242 0.3242
getVariable(67,k) Steps (t-45) 0.1394 0.1394 0.2455 0.2273
getVariable(70,k) Steps (t-30) 0.1939 0.2848 0.3242 0.2909
getVariable(73,k) Steps (t-15) 0.1667 0.2485 0.3182 0.3576
getVariable(76,k) Cal (t) 0.2697 0.2939 0.3394 0.3515
getVariable(78,k) Cal (t-115) 0.2455 0.2667 0.3394 0.2970
getVariable(81,k) Cal (t-100) 0.2121 0.3030 0.2909 0.3545
getVariable(85,k) Cal (t-80) 0.2212 0.2727 0.3485 0.2788
getVariable(89,k) Cal (t-60) 0.2242 0.2485 0.2848 0.2758
getVariable(93,k) Cal (t-40) 0.2606 0.2606 0.3727 0.2909
getVariable(97,k) Cal (t-20) 0.2727 0.2758 0.3242 0.3121
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Figure 5.17: Variable distribution comparison with SGE and DSGE

Figure 5.18: Variable distribution comparison with t+30, t+60, t+90, t+120
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5.3 3 Classes

In this section, we will show the results obtained from performing the division in 3 classes for

t+120. Hypoglycemia (Hypo) = 0, Low Non-hypoglycemia (L No-Hypo) = 1 and High Non-

hypoglycemia (H No-Hypo) =2. These results can be replicated for all the other prediction

horizons, but we have chosen this one since in terms of the prediction it was the hardest

one and, as a result, the one with the lowest values of the Recall over the test data. The

grammar used is the one shown in Fig. 3.11. We will get the Mean, Median, Std. Dev.

and best fitness of the 30 executions performed, this information is shown in the table 5.15.

The Recall results appear in the table 5.16 for the individual model and the table 5.17 for

the general model. The comparison with other ML algorithms in the table 5.18, once more,

the number shown is the average Recall of each class for all the patients by performing the

training and test over the data from all the patients.

The main goal of this classification is to see if the hypoglycemia values and Non-

hypoglycemia values that the algorithm is predicting wrongly are considered to be really far

away from their respective classes or not. By adding a third class, we are creating a buffer

that the user can use to take decisions. For a prediction horizon where our Recall is high,

it doesn’t make much sense to add this extra class to perform a Hypoglycemia prediction,

as the added complexity will most likely hinder the prediction.

The column called "Recall Hypo + L No-Hypo" corresponds to the addition of when

the value is Hypoglycemia and the algorithm predicts it as either hypoglycemia or Low

No-Hypo.

The column called "Recall No-Hypo" corresponds to the values that belong to the High

No-Hypo class but are classified into either their right category or the Low No-Hypo class.

The main function of these columns is to observe how many values we are actually

classifying wrongly to a point where it could cause issues for the patient in case a correction

is performed as a result of the prediction. This is what we are most interested in when

performing the classification of 3 classes.
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5.3.1 120 minutes

Table 5.15: Statistics: Mean, Median, Standard deviation and Best Fitness for all the
models we have trained

Patient Algorithm Type Mean Median Std. Dev. Best Fitness
HUPA001 Static 0.3824 0.3824 0.0345 0.2980
HUPA001 Dynamic 0.3732 0.3699 0.0334 0.3075
HUPA002 Static 0.4240 0.4262 0.0118 0.3989
HUPA002 Dynamic 0.4215 0.4231 0.0102 0.4005
HUPA003 Static 0.4379 0.4397 0.0200 0.3824
HUPA003 Dynamic 0.4405 0.4420 0.0173 0.4157
HUPA004 Static 0.3714 0.3772 0.0215 0.3254
HUPA004 Dynamic 0.3829 0.3830 0.0219 0.3375
HUPA005 Static 0.4071 0.4036 0.0237 0.3598
HUPA005 Dynamic 0.3973 0.3945 0.0339 0.3300
HUPA007 Static 0.3996 0.3990 0.0127 0.3528
HUPA007 Dynamic 0.4049 0.4028 0.0123 0.3852
HUPA011 Static 0.3472 0.3444 0.0168 0.3121
HUPA011 Dynamic 0.3459 0.3461 0.0157 0.3137
HUPA014 Static 0.3744 0.3784 0.0157 0.3219
HUPA014 Dynamic 0.3694 0.3746 0.0157 0.3347
HUPA015 Static 0.4073 0.4040 0.0314 0.3538
HUPA015 Dynamic 0.3991 0.3983 0.0198 0.3625
HUPA016 Static 0.4257 0.4344 0.0216 0.3877
HUPA016 Dynamic 0.4218 0.4211 0.0191 0.3856
HUPA027 Static 0.4191 0.4183 0.0117 0.3931
HUPA027 Dynamic 0.4178 0.4187 0.0122 0.3833

All Static 0.4783 0.4772 0.0075 0.4638
All Dynamic 0.4771 0.4780 0.0096 0.4559
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Boxplots of the fitness of the models

Figure 5.19: Box plot of the fitness t+120
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Figure 5.20: Box plot of the fitness t+120

Table 5.16: Recall of the Individual model for each patient

Patient Algorithm Recall
Hypo

Recall L
No-Hypo

Recall H
No-Hypo

Recall Hypo
+ L No-Hypo

Recall
No-Hypo

HUPA001 Static 0.5625 0.6226 0.5034 0.8125 0.8878
HUPA001 Dynamic 0.6250 0.5094 0.4874 0.7500 0.7981
HUPA002 Static 0.600 0.5163 0.6145 0.8909 0.8491
HUPA002 Dynamic 0.5818 0.5598 0.6238 0.8409 0.8529
HUPA003 Static 0.5500 0.3806 0.6361 0.8375 0.8356
HUPA003 Dynamic 0.6750 0.3613 0.5556 0.8625 0.7223
HUPA004 Static 0.7204 0.6591 0.6182 0.9355 0.8533
HUPA004 Dynamic 0.7527 0.5455 0.7388 0.9140 0.8905
HUPA005 Static 0.4118 0.466 0.6447 0.6765 0.8313
HUPA005 Dynamic 0.4412 0.5922 0.5589 0.8236 0.7475
HUPA007 Static 0.5455 0.5315 0.7626 0.6566 0.8700
HUPA007 Dynamic 0.4848 0.5766 0.6778 0.6868 0.8561
HUPA011 Static 0.4839 0.6809 0.6482 0.9678 0.9091
HUPA011 Dynamic 0.5484 0.4574 0.6798 0.8065 0.9387
HUPA014 Static 0.7021 0.5526 0.5629 0.9574 0.7686
HUPA014 Dynamic 0.4681 0.5789 0.5314 0.9149 0.7171
HUPA015 Static 0.4872 0.3111 0.5513 0.7180 0.7968
HUPA015 Dynamic 0.4872 0.4556 0.5010 0.8462 0.8390
HUPA016 Static 0.7688 0.4545 0.542 0.9306 0.7630
HUPA016 Dynamic 0.8266 0.4156 0.4753 0.9422 0.7210
HUPA027 Static 0.5906 0.5667 0.6935 0.8859 0.9228
HUPA027 Dynamic 0.6913 0.5278 0.6776 0.8524 0.8865
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Table 5.17: Recall of the General model for each patient

Patient Algorithm Recall
Hypo

Recall L
No-Hypo

Recall H
No-Hypo

Recall Hypo
+ L No-Hypo

Recall
No-Hypo

HUPA001 Static 0.0 0.4151 0.6759 0.6250 0.9498
HUPA001 Dynamic 0.3125 0.2453 0.7781 0.5625 0.9012
HUPA002 Static 0.6364 0.5054 0.4898 0.9546 0.8306
HUPA002 Dynamic 0.6455 0.4511 0.5289 0.9591 0.8417
HUPA003 Static 0.5125 0.4516 0.5578 0.8417 0.8417
HUPA003 Dynamic 0.3250 0.4452 0.5805 0.8000 0.8605
HUPA004 Static 0.5591 0.2955 0.7612 0.8279 0.9105
HUPA004 Dynamic 0.6452 0.2500 0.7886 0.7850 0.9017
HUPA005 Static 0.4412 0.3786 0.6497 0.6765 0.9052
HUPA005 Dynamic 0.2353 0.5049 0.6966 0.6765 0.9411
HUPA007 Static 0.3535 0.6486 0.7014 0.7070 0.8958
HUPA007 Dynamic 0.5354 0.4595 0.7368 0.7071 0.8861
HUPA011 Static 0.1613 0.6064 0.6492 0.7742 0.9427
HUPA011 Dynamic 0.3226 0.5000 0.7075 0.7742 0.9032
HUPA014 Static 0.4894 0.2368 0.7914 0.6596 0.8952
HUPA014 Dynamic 0.1489 0.2632 0.8143 0.4892 0.9191
HUPA015 Static 0.0513 0.4333 0.6358 0.7436 0.9195
HUPA015 Dynamic 0.4103 0.2444 0.6710 0.7180 0.9104
HUPA016 Static 0.6763 0.3377 0.6000 0.8902 0.7283
HUPA016 Dynamic 0.5318 0.5390 0.6160 0.8671 0.8740
HUPA027 Static 0.6174 0.5444 0.5573 0.9597 0.8853
HUPA027 Dynamic 0.5436 0.7000 0.5823 0.9462 0.9206
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Figure 5.21: Evolution of the average population fitness in t+120

Figure 5.22: Boxplots of the Recall of the best execution in t+120 for 3 Clases and 2 Clases
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Comparison with other Machine Learning algorithms

Table 5.18: Comparison of the recall between different ML algorithms

Algorithm Recall Low
No-Hypo

Recall High
No-Hypo

Recall High
No-Hypo

Recall Hypo +
Low No-Hypo

Recall
No-Hypo

Gradient
boosting 0.6676 0.5538 0.6770 0.8718 0.8797

Gradient
boosting with

Cross val
0.6676 0.5538 0.6770 0.8718 0.8797

Logistic
Regression 0.6727 0.2313 0.6693 0.8357 0.7979

Random forest
classifier 0.9378 0.8266 0.7371 0.9704 0.8967

Random forest
Regresor 0.8012 0.9535 0.4518 0.9999 0.9936

Gaussian Naive
Bayes 0.7054 0.1965 0.5004 0.8491 0.7097

Bernoulli Naive
Bayes 0.5657 0.2943 0.2710 0.7505 0.5121

Decision Tree
Classifier
(6 depth)

0.5076 0.5854 0.5587 0.9194 0.8572

Ada Boost
Classifier 0.8888 0.7703 0.6184 0.9468 0.8451

Bagging
Classifier 0.9296 0.8175 0.7212 0.9596 0.8914

Extra Trees
Classifier 0.9551 0.8349 0.7615 0.9551 0.9055

SGD Classifier 0.6564 0.1426 0.7058 0.7746 0.7942
MLP Classifier 0.7940 0.1393 0.6249 0.8327 0.6859
Dynamic SGE 0.5097 0.4701 0.6926 0.8318 0.8996

Static SGE 0.5321 0.4677 0.6512 0.8522 0.8902
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5.3.2 Results for 3 Classes

From this experimental example, we don’t really obtain much better results than in the

case of the 2 classes. The individual class Recalls are much lower since performing a 3-class

classification is harder than when we just have 2 classes, the intermediate class is making it

harder to predict the hypoglycemia state, as shown in Tab. 5.16 and Tab. 5.17. In terms

of the columns of "Recall Hypo + L No-Hypo" and "Recall No-Hypo" we can see a slight

improvement in comparison to the Hypoglycemia prediction for the 2 classes. However, we

are still making an erroneous prediction since "Recall Hypo + L No-Hypo" corresponds to

the addition of the Hypoglycemic values correctly classified and incorrectly classified into the

second class, and "Recall No-Hypo" the Non-Hypoglycemic values over 90 mg/dl classified

correctly and incorrectly into the second class. This comparison is shown in Fig. 5.22 where

we can observe the average Recall values of 3 Classes, considering these previously described

columns, and 2 Classes for t+120. The average Recall of the fusion of the classes rises to a

value between 80% and 90%.

If we compare our prediction with other ML algorithms we obtain similar results than

for the 2 classes, the ensemble methods (Ada Boost, Bagging Classifier, Random Forest, and

Extra Trees Classifier) obtain better results on the Recall, and our algorithms give similar

results to Logistic Regression or Gradient Boosting.

The solutions obtained have this form:

if((((getVariable(35,k)*getVariable(61,k)*getVariable(58,k)-getVariable(31,k

))<=(324.978-getVariable(76,k)*96.752))&&((getVariable(28,k)+getVariable(47,k)

-getVariable(22,k))>(getVariable(73,k)-2.471))))

{result=0:}

else{

if(((getVariable(1,k)*getVariable(89,k))<805.928-(getVariable(89,k)+

getVariable(70,k)))){result=1:}

else{result=2:}}
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That with the variables names translated would be:

if((((HR (t-80) * Steps(t-75) * Steps(t-100) - HR (t-100)

)<=(324.978- Cal (t) *96.752))&&(( HR (t-115) )+ HR(t-20) - Gluc (t-25) )

>(Steps (t-15) -2.471))))

{result=0:}

else{

if((( Gluc(t) * Cal (t-60) )<805.928-( Cal (t-60) +Steps(t-30) ))){result=1:}

else{result=2:}}

5.3.3 Used variables

The percentage of the variables being used by both algorithms is still very similar for the

two of them as can be seen in the table 5.19 and in Fig. 5.23. The value with the highest

percentage is Glucose (t) and the other variables have a used percentage of around 30% to

40%. The less-used variable in both algorithms is Glucose (t-20) with a percentage of 23.6%

and 25.7% respectively.

If we compare it to the results obtained for t+120 for just two classes we can see some

differences in some variables, such as Steps (t-90) or HR (t-115) that are used much more

often in the 3 class version. It can also be seen that the average of the percentages are a

bit higher in the 3 class solutions, which is probably due to the fact that the solutions are

much longer than for two classes so more variables can be used per solution.
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Table 5.19: Percentage of variable involvement in the final solutions for all executions of
30 runs

Variable Name Static
t +120

Dynamic
t +120

getVariable(1,k) Gluc (t) 0.8273 0.7939
getVariable(6,k) Gluc (t-100) 0.3909 0.4182
getVariable(11,k) Gluc (t-75) 0.3455 0.3364
getVariable(16,k) Gluc (t-50) 0.2848 0.3242
getVariable(21,k) Gluc (t-25) 0.3091 0.2818
getVariable(22,k) Gluc (t-20) 0.2364 0.2576
getVariable(23,k) Gluc (t-15) 0.3000 0.2576
getVariable(24,k) Gluc (t-10) 0.3030 0.3030
getVariable(25,k) Gluc (t-5) 0.4364 0.4121
getVariable(26,k) HR (t) 0.3667 0.3758
getVariable(28,k) HR (t-115) 0.3939 0.4121
getVariable(31,k) HR (t-100) 0.4030 0.3515
getVariable(35,k) HR (t-80) 0.3576 0.3303
getVariable(39,k) HR (t-60) 0.3152 0.2939
getVariable(43,k) HR (t-40) 0.3061 0.2788
getVariable(47,k) HR (t-20) 0.3364 0.3000
getVariable(51,k) Steps (t) 0.4212 0.3848
getVariable(52,k) Steps (t-120) 0.3485 0.3030
getVariable(55,k) Steps (t-105) 0.3424 0.2939
getVariable(58,k) Steps (t-90) 0.3364 0.3576
getVariable(61,k) Steps (t-75) 0.2667 0.3121
getVariable(64,k) Steps (t-60) 0.3818 0.3485
getVariable(67,k) Steps (t-45) 0.3242 0.2939
getVariable(70,k) Steps (t-30) 0.2727 0.3091
getVariable(73,k) Steps (t-15) 0.3576 0.3273
getVariable(76,k) Cal (t) 0.4212 0.3788
getVariable(78,k) Cal (t-115) 0.3242 0.3545
getVariable(81,k) Cal (t-100) 0.3879 0.3182
getVariable(85,k) Cal (t-80) 0.3394 0.2970
getVariable(89,k) Cal (t-60) 0.3333 0.3212
getVariable(93,k) Cal (t-40) 0.3576 0.3515
getVariable(97,k) Cal (t-20) 0.3424 0.3152
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Figure 5.23: Variable distribution for t+120 for SGE and DSGE

5.4 Future Work

This study can be expanded to try to predict other states, not only hypoglycemia, such as

hyperglycemia. This would be performed by using other data elements such as carbohy-

drates, insulin, stress data, etc. Additionally, different class divisions can be made depending

on what each patient needs, for example, some patients don’t correct their glucose value

until it drops to 65 mg/dl, or they choose to correct it when it reaches higher values.

The algorithms developed should be tested on more patients over a longer period of time,

for the project we have only included data of 11 of the 38 patients we currently have at our

disposal, in the near future we will make a study that includes all of the patients. We should

also study what conditions can be met to create a general model with what type of patients.

In our study we have used the data for all the patients to test all of them, however, it can

be seen in the results that some patients work better with some data over others. If we can

divide the data into different subsets we could predict for a patient that we don’t have data

on, if we choose a subset of other patient’s data that are similar to the new patient. This

generates a general model that uses data that does not belong to a patient but which would
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yield good results because their data variation is more similar.

5.5 Diffusion

Considering the impact that the project could have, we have decided to publish the JECO

library and PancreasModelTools on the GitHub platform, both projects are under the Adap-

tive and Bioinspired System Group.

The work of developing this project has allowed us to create a paper with the title

"Evolving Classification Rules for Predicting Hypoglycemia Events" and accepted for the

2022 IEEE World Congress on Computational Intelligence.
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Appendix A

JECO and Pancreas Model Tools

JECO is the library where the two algorithms have been programmed in, as well as the

mutation, crossover operators and genetic algorithm used. In JECO we have defined two

abstract classes whose "Evaluate" method that computes the fitness and depends on the

problem remains abstract. These classes are called "AbstractProblemDSGE" and "Ab-

stractProblemSSGE". Other utility classes have been implemented to perform some tests

and to implement the main classes, they can all be found in the jeco.core.algorithm.sge

package. The grammar reader has been extended to add the functionality of the SGE, and

it can be found in the jeco.core.util.bnf package.

The "Evaluate" method is defined in the Pancreas Model Tools project, which is the tool

used to obtain the results shown. It is responsible for loading and dealing with the patient’s

data and specifying the "Evaluate" function. This project has a user interface that is used to

set the input parameters (crossover, mutation, number of generations, population, etc) for

training and testing. Pancreas Model Tools also has extra logging capabilities that allow the

intermediate data to be saved into a file, allowing us to save the fitness of each individual,

their phenotype, and genotype on each generation. Additionally, the final models can be

directly tested by using an independent testing file and the confusion matrix obtained with

the tools.

Pancreas Model Tools uses a graphical interface to set the parameters and also has an

option to save and load a properties file. The graphical interface can be seen in Fig A.1.
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A version without a user interface that works over a directory also exists to generate

results on a bigger scale using a set of training/test files, in this case, the parameters are set

by loading a properties file that specifies all of the information needed by the algorithms,

as well as the directory over which to perform the training/test.

Figure A.1: Pancreas Model Tools GUI
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