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Abstract

Extracting biomedical relations from texts is a relatively new, but rapidly growing research
field in natural language processing (NLP). Due to the increasing number of biomedical
research publications and the key role of databases of biomedical relations in biological and
medical research, extracting biomedical relations from scientific articles and text resources
is of utmost importance.

Drug-drug interactions (DDI) are, in particular, a widespread concern in medicine, and thus,
extracting this kind of interactions automatically from texts is of high demand in BioNLP. A
drug-drug interaction usually occurs when one drug alters the activity level of another drug.
According to the reports prepared by the U. S. Food and Drug Administration (the FDA) and
other acknowledged studies [1], over 2 million life-threatening DDIs occur in the United
States every year. Many academic researchers and pharmaceutical companies have
developed relational and structural databases, where DDIs are recorded. Nevertheless,
most up-to-date and valuable information is still found only in unstructured research text
documents, including scientific publications and technical reports.

In this thesis, three complementary, linguistically driven, feature sets, are studied: negation,
clause dependency, and neutral candidates. The ultimate aim of this research is to enhance
the performance of the DDI extraction task by considering the combinations of the
extracted features with well-established kernel methods.

Our experiments indicate that the proposed features significantly improve the performance
of the relation extraction task. We also characterize the contribution of each category of
features and finally conclude that neutral candidate features have the most prominent role
among all of the three categories.

Another biomedical relation studied is the association between Single Nucleotide
Polymorphisms (SNPs) and Phenotypes (SNPPhenA). SNPs are referred to the most
significant genetic changes contributing to common diseases. A SNP is aDNA
sequence variation commonly occurring within a population with a single nucleotide —
A, T,C, or G — in the genome varying between members of a biological species. The huge
number of identified SNP-phenotype associations, implies the necessity of developing an
automatic association extraction tool.

In this thesis, a corpus for extracting ranked associations of SNP and Phenotypes has been
developed. It is the first relation extraction corpus annotated with degree of confidence,
showing the strength of associations. The process of producing the corpus includes
collecting abstracts, recognizing named entities, and annotating the ranked association,



negation scope and cues as well as modality markers. In addition, the confident level of
positive association was annotated in three categories: strong, moderate and weak degree
of confidence. The corpus has been generated in two formats: xml and standoff BRAT
formats and a website has been enabled with all the relevant information.

Finally, a supervised method to extract SNP-Phenotypes association has been developed.
The relation extraction method relied on linguistic-based negation detection and neutral
candidates. The experiments have shown that negation detection as well as detecting
neutral candidates can be employed to implement a superior relation extraction method
outperforming the kernel-based counterparts. These results are mainly due to a uniform
innate polarity of sentences and a small number of complex sentences in the corpus.
Furthermore, we implemented a novel modality-based supervised method (MMS) to
identify the level of confidence of the extracted association.

-10-



Resumen

La extraccién de relaciones entre entidades es una tarea muy importante dentro del
procesamiento de textos biomédicos. Cada vez hay mads informacion sobre este tipo de
interacciones almacenada en bases de datos, pero sin embargo la mayor cantidad de
informacién relacionada con el tema estd presente en articulos cientificos o en recursos
donde la informacidn se almacena en formato textual.

Las interacciones entre farmacos son, en particular, una preocupacion generalizada en
medicina, por esa razén la extraccién automadtica de este tipo de relaciones es una tarea
muy demandada en el procesamiento de textos biomédicos. Una interacciéon entre 2
farmacos normalmente se produce cuando un farmaco altera el nivel de actividad de otro
farmaco. De acuerdo a los informes presentados por la Adminsitracion Nacional de
Alimentos y Farmacos de Estados Unidos y otros estudios reconocidos [1], cada afio se
producen mas de 2 millones de interacciones mortales entre farmacos. Muchos
investigadores y companias farmaceuticas han desarrollado bases de datos donde estas
interacciones son almacenadas. Sin embargo, la informacién mds actualizada y valiosa sigue
apareciendo sélo en documentos no estructurados en formato textual, incluyendo
publicaciones cientificas e informes técnicos.

En esta tesis se estudian 3 conjuntos de caracteristicas linglisticas de los textos: negacion,
dependencia clausal y candidatos neutros. El objetivo final de la investigacién es mejorar el
rendimiento de la tarea de extraccidn de interacciones entre farmacos considerando las
combinaciones de las caracteristicas linglisticas extraidas de los textos con métodos de
aprendizaje basados en kernel.

Nuestros experimentos indican que las caracteristicas propuestas mejoran la tarea de
extracciéon de relaciones de manera significativa. También se han caracterizado la
contribucién de cada una de las caracteristicas por separado, lo que ha llevado a la
conclusién de que los candidatos neutros juegan el papel méas importante dentro de las 3
categorias.

Otra relacién biomédica que ha sido estudiada es la asociacion entre Polimorfismos de
Nucledtido Simple (SNP) y Fenotipos (SNPPhenA). Los SNPs son considerados como los
cambios genéticos mas significativos que contribuyen a enfermedades comunes. Un SNP es
una variacién en la secuencia de ADN que afecta un nucleétido simple— A, T, Co G —de una
secuencia del genoma y que varia dentro de una poblacién significativa entre miembros de
una especie bioldgica. El elevado nimero de asociaciones entre SNPs y fenotipos implica la
necesidad del desarrollo de una herramienta de extraccion automadtica de estas
asociaciones.

-11-



En esta tesis se ha desarrollado un corpus para la extraccién de asociaciones entre SNPs y
fenotipos. Es el primer corpus anotado con el grado de confianza de la relacidon. El proceso
de generacion del corpus incluye la recopilaciéon de resimenes de articulos, reconocimiento
de entidades, anotacion de la asociacion con su grado de confianza, asi como anotacion de
negaciones y marcadores modales. La anotacion del grado de confianza de las asociaciones
positivas ha sido realizada en 3 niveles: fuerte, moderada y débil. El corpus ha sido
generado en 2 formatos: xml y formato standoff para BRAT. También se ha habilitado un
sitio web con toda la informacion relevante.

Por ultimo, se ha desarrollado un método supervisado para la extraccion de asociaciones
entre SNPs y Fenotipos que utiliza la informacién asociada a la deteccién de la negacion y la
presencia de candidatos neutros. Los experimentos han mostrado que la deteccién de la
negacién y la deteccion de candidatos neutros pueden ser utilizadas para desarrollar un
método mejor que los basados en kernel tradicionales. Estos resultados son debidos,
principalmente, a la polaridad intrinseca de la mayoria de las sentencias del corpus, asi
como al pequefio nimero de sentencias complejas. Ademas, se ha implementado un
método supervisado basado en modalidad para identificar el nivel de confianza de las
asociaciones extraidas.

-12-
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Enhancing automatic extraction of biomedical relations using different linguistic features extracted from text

1 Introduction

This chapter presents an overview of the tasks and problems we intend to solve in addition
to the current status of the field where this thesis is placed. We start our work by presenting
the motivations for the thesis, in which the emerging needs for the successful
implementations and practices to extract Drug-Drug interactions and SNP-Phenotype
associations from text using linguistic features are highlighted.

Due to the two (different, but completely connected) lines of research followed in the
development of this thesis, we continue by introducing some basic notions on extracting
Drug-Drug interactions and SNP-Phenotype associations from text in addition to some
related linguistic features that we have applied to improve the performance of the tasks.
The chapter ends with a summary of the genesis of this thesis followed with a detailed
discussion of our objectives. Finally, we conclude with the structure of the rest of the thesis.

1.1 Motivation

Unstructured text documents such as articles are the major source of knowledge in
biomedical fields, and millions of biomedical papers are published every year. The MEDLINE
2015 database contains over 22 million records, and the database is currently growing at
the rate of 500,000 new records every year. With this huge amount of information, staying
up to date is very difficult. On the other hand, traditional keyword and indexing search
methods cannot satisfy researches, and so there is a need for new knowledge discovery and
text mining tools in this area. Extracting biomedical relations from text is a relatively new
but fast growing research field in Natural Language Processing (NLP) [1]. Because of the
increasing number of biomedical researches and the huge number of biomedical
unstructured text resources, extracting biomedical relations from scientific articles and text
reports is a highly demanding task. Formally, relation extraction is the task of finding
semantic relations between entities from text.

Several supervised methods have been developed to extract biomedical relations from text,
however, these methods do not consider all the linguistic information available in the text.
One of the contributions of this thesis is to propose some new linguistic features to improve
the extraction of biomedical relations from text: negation detection [2], clause identification
[3] in the sentences and considering the degree of confidence of relations and modality in
sentences [4] [5].

Although there are several relation extraction tasks, this thesis is concentrated in two types
of them: Drug-Drug Interactions and SNP-Phenotype associations.

Drug-drug interaction (DDI) is, in particular, a widespread concern in medicine, and thus,
extracting this kind of interaction automatically from texts is of high demand in BioNLP.
Drug-drug interaction usually occurs when one drug alters the activity level of another drug.
According to the reports prepared by the Food and Drug Administration (the FDA) and other
acknowledged studies [6], over 2 million life-threatening DDIs occur in the United States

-17-



Introduction

every year. Many academic researchers and pharmaceutical companies have developed
relational and structural databases, where DDIs are recorded. Nevertheless, most up-to-
date and valuable information is still found only in unstructured research text documents,
including scientific publications and technical reports.

In this thesis, we first introduce the basics of three complementary, linguistically driven
feature sets: negation, clause dependency, and neutral candidates. The ultimate aim of this
research is to enhance the performance of the DDI extraction task by considering and
employing the above-mentioned three operations and feature sets.

First, it is essential to detect negative assertions in most biomedical text-mining tasks,
where the overall purpose is to derive factual knowledge from textual data. According to
Loos et al. [2], negation is a morphosyntactic operation in which a lexical item denies or
inverts the meaning of another lexical item or construction. Negation is commonly utilized
in biomedical articles and is an important origin of low precision in automated information
retrieval systems [8].

Second, identifying the role of clause dependency in complex sentences in DDI detection is
another linguistically driven subject investigated in this research. According to Harris and
Rowan [3], a dependent clause is a group of words with a subject and a verb that do not
express a complete thought, cannot stand alone, and usually extend the main clause. An
independent clause, or main clause, is one that can stand alone as a sentence and express a
complete thought.

Finally, we study the role of neutral DDI candidates in the relation extraction. Most of the
current relation extraction problems and the produced corpora are based on binary
relations, that is, they decide a binary relation between two entities. Although detecting DDI
interactions is the main target of a DDI task, there is a difference between a negative
interaction candidate having been stated by the authors (distinguished candidate) and that
which has not (neutral candidate). Both of these candidates are considered negative in the
DrugDDI corpus.

The other biomedical relation studied is the association between Single Nucleotide
Polymorphisms and Phenotypes (SNPPhenA). SNPs are referred to the most significant
genetic changes contributing to common diseases. A SNP is a DNA sequence variation
commonly occurring within a population with a single nucleotide — A, T,C,or G — in
the genome varying between members of a biological species. Generally, there are two
types of mutation that work in protein-level or DNA-level. An SNP is a single base mutation
occurring in DNA-level, and variations in the DNA sequences can influence how humans
develop diseases and respond to pathogens, drugs, and other agents. SNPs are also
important for personalized medicine [7].

-18-



Enhancing automatic extraction of biomedical relations using different linguistic features extracted from text

1.2 This Thesis
1.2.1 Objectives

This thesis can be included in the general study of biomedical relation extractions from
literature. More specifically, it was concentrated on DDI and SNP-phenotype association as
important relations, which are of high interest in biomedical researches. Although several
methods have been developed for extracting DDIs and limited studies have been developed
for exploring the association between mutations and phenotypes from text, none has
comprehensively considered negation, clause dependency, degree of confidence of
relations, and modalities markers.

The objectives of this thesis are mentioned in the rest of this section:

1.2.1.1 Improving the Performance of Methods of DDI Extraction from Text
through Detecting Linguistic-Based Negation
Following the research on negation detection in the NIL group [9] and the results achieved
by Chowdhury [10] in DrugDDI (2011) who employed the negation in a limited form, we
aimed to study the negation more thoroughly. We started our research annotating the DDI
corpus with negation scope and cues. Moreover, a superior method was proposed through
employing the negation annotations.
During the analysis of the key factors affecting the use of negation, the importance of
neutral candidates was realized, which has not been discussed in the literature so far.
The neutral interaction candidate in fact is a co-mention of two drugs with no remarks by
the author in the sentence or the discussed clause, while the distinguished interaction
candidate is exactly the opposite (with remarks by the author). Actually, neutral candidates
are a particular subclass of non-positive candidates whose lack of interaction cannot be
exactly determined by a confident level above zero. For instance, consider the following
sentence:

e Studies in healthy volunteers have shown that acarbose has no effect on either the
pharmacokinetics or pharmacodynamics of digoxin, nifedipine, propranolol, or
ranitidine.

There is no remark by the author about the interaction between propranolol and ranitidine.
Therefore, we define this candidate of drug-drug interaction as a neutral candidate.

Since the neutral candidates have not yet been studied in relation extraction task, it was
decided to separate them from other candidates by developing a rule-based system in the
task of DDI extraction.
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1.2.1.2 Improving the Performance of DDI Extraction Methods from Text through
Detecting and Discriminating Between Different Clauses
The second major pathway of the present research came naturally when the errors of the
developed system were analyzed in DDI extraction challenge 2013.
Errors analysis showed that a large number of errors of the system happened in complex
sentences. A complex sentence has one independent clause and at least one dependent
clause. Moreover, a clause connector is a word that joins clauses in order to form complex
sentences. Coordinators, conjunctive adverbs, and subordinators are three types of
connectors.
Since the existing methods of simplifying had poor results, [11], a method was developed to
obtain different types of clauses. Likewise, detecting different clauses can improve solving
the problem of negation. Negation in independent clauses may not change the status of a
DDI interaction. Hence, determining independent and dependent clauses is another
effective factor that must be taken into account.

1.2.1.3 Preparing a Corpus For Extracting SNP-Phenotype Association from Text,
Annotated With Negation, Modality and Ranked Associations
The third major pathway of the research came naturally in the study of the neutral
candidates, the confidence degree of an extracted relationship was found an important
factor that has been ignored. This came into mind from the concept of the development of
neutral candidates because they had the confidence degree of zero, and negation and
modality of markers did not change their status. However, the confidence degree of a
relation can determine the strength of a relationship or the intensity of an interaction that
can contain useful information.
On the other hand, although there are many biomedical relation extraction methods and
corpora, none of them consider the degree of confidence or intensity of the relation.
Expanding the available corpora of extraction of biomedical relations with the degree of
confidence may not be an appropriate option since in most, because of the variety of
sentences, there was not sufficient agreement on the reliable concept and development.
Furthermore, detecting the level of confidence of a SNP-phenotype association is important
because it can help to identify the strength of the association, which can be used by genetic
experts to determine the phenotypic plasticity and the importance of environmental
factors.

1.2.1.4 Developing A Method for Extracting Graded SNP-Phenotype Associations
from Text through Recognizing Degree of Confidence and Negation

An SNP can be “associated” with the phenotype, when a particular type of variant is

frequent within samples obtained from the subjects. The first successful genome-wide
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association study dates back to 2005 [12] and it was the start of a worldwide trend which
results in finding thousands SNP associations. Figure 1 shows the increasing numbers of
papers published in this field from 2001 to 2014, obtained from a PubMed search engine for
the query ‘Single Nucleotide Polymorphisms’ (performed in November 2015) [13].
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Figure 1: Number of ‘Single Nucleotide Polymorphisms’ publications from 2000 to 2014 in
PubMed.

The huge number of identified SNP-phenotype associations implies the necessity of
developing an automatic association extraction tool.

Similar to the DDI corpus, the produced SNP-phenotype association corpus was aimed to be
annotated with linguistic-based negation scope and cues. With the aid of the produced
annotations in the SNPPhenA corpus, a method was also developed to extract the graded
relationship that obtain acceptable results, being explained in a paper published in the
JAIDM Journal.

1.2.2 Thesis Structure

Chapter 2 begins with an introduction to the task, i.e. classification of biomedical relation
extraction methods from a biological point of view, number of entities, usage of prior
knowledge, and other factors. It continues with the introduction of supervised, semi-
supervised and unsupervised methods, and kernel methods. They are followed by the
employed NLP tasks and the related state of art methods. Finally, our contribution to the
scientific community is described. In Chapter 4, we briefly conclude and summarize some
(close and far) future works. Part Il contains five chapters with our main publications. Part llI
collects some materials not published in papers that can be used for future works and
extension of the research. The appendix also includes the materials related to the
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SNPPhenA corpus, including the guideline document, Kappa inter-agreement reliability
analyses and tests data, and snapshots of the produced formats of the corpus.
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Preliminaries

2 Preliminaries

The fundamental concepts and methods which have made possible the research described
in this thesis are introduced here. Computer science has undergone a quick evolution from
its origins. Nowadays, traditional keyword and indexing search methods can not satisfy
researches, so there is a critical necessity for new information retrieval and text mining tools
[14]. Therefore, extracting biomedical relations from medical text is a rapidly moving
forward task, and the study was devoted to the investigation of the supervised methods and
different related linguistic features in the course of the task.

To be more precise, the thesis focuses on the rapports between biomedical relation
extraction methods and corpora and related NLP tasks and features. This is why we decided
to start this chapter with a section devoted to the basic types of the biomedical relation
extraction task and its different categorizations. After that, in Sections 2.2 and 2.3, we will
present some previous works in the relation extraction methods and related NLP tasks.
After this introductory chapter, we will have the necessary tools to present the
contributions obtained in this thesis (Section 3).

2.1 Biomedical Relations

There are many types of biomedical relation extraction tasks that can be categorized from a
biomedical point of view and using other criteria such as linguistic factors. From a biomedical
point of view, several biological and medical entities and their relations have been
investigated and are available in the literature [15].

We start the review of the studied biomedical entities with Protein-protein interactions (PPI),
which is probably the most popular biomedical relation investigated in the field.
Protein—protein interactions (PPls) are physical contacts established between two or more
proteins. Determining a protein—protein interaction is essential for the investigation of
intracellular signaling pathways, modeling of protein complex structures, and understanding
various biochemical processes. Probably, extracting protein-protein interactions from text is
the most popular biomedical relation extraction problem. Some of the related researches can
be found at [16] and [17] and [18]. The following sentence shows an example of two possible
protein-protein interactions.

a) sNRP1 is secreted by cells as a 90-kDa protein that binds VEGF(165), but not
VEGF(121). It inhibits (125)I-VEGF(165) binding to endothelial and tumor cells and
VEGF(165)-induced tyrosine phosphorylation of KDR in endothelial cells.

Finding associations between specific diseases and their relevant genes or proteins is an
important biomedical relation task in bioinformatics. A sample of this relation is shown in
Figure 2. Some of these types of research have been carried out by [19] and [20].
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GENE DISEASE
CANDIDATE CANDIDATE

Of the 16 genes tested, EHD3 and FREM3 were associated with MDD in the Chinese population.

EH-domain containing 3 Major depressive disorder

Figure 2: A sample of a sentence with a gene-disease relation

Disease-treatment association extraction is other type of relation extraction that tries to
extract different cures for diseases from scientific articles [21] (Figure 3).

TREATONLY

12 This clinical commentary discusses the current management of syndrome including the Abbe-Mcindoe procedure , the most commonly

TREATONLY TREATONLY

used method of surgical correction ,and the  Frank vaginal dilation method |, the most common nonsurgical method of correction .

DIS TREAT

13 OBJECTIVES: Obesity is animportant clinical problem, and the use of  dexfenfluramine hydrochloride for weight reduction has been

widely publicized since its approval by the Food and Drug Administration .

Figure 3: Two samples of sentences with disease-treatment association [22]

Mutation and disease association extraction is the other biomedical relation extraction task
recently developed and studied by some researchers [23] [24]. For example, the below
sentence mentions the association between mutations (Q56P, P124S) and cardio-facio-
cutaneous (CFC) syndrome disease [25]:

b) Toward this end, the Q56P and P124S mutations closely mimic T55P and P124L,
respectively—two germline variants observed in patients with cardio-facio-
cutaneous (CFC) syndrome (15, 16) that confer aberrant MEK activation.

MiRNA-gene [26] and Drug-virus mutation [27] are two other types of biomedical relation
studied in the field.

For the purpose of having an estimation of different biomedical relation extractions tasks, 30
related papers published between 2005 and 2013 were randomly selected. According to the
current survey, the most studied biomedical relation is protein-protein interaction with 10
papers out of 30 studied papers.

In the rest of this section, other types of categorizations concerning relation extraction task-
based on the scale of documents, training knowledge, number of entities and other factors
will be explained.
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Number of entities exists in the relation and their structure is one of the important factors
to be seriously taken into account. Accordingly, the three major categories include:

» Binary relation extraction in case of relations with two entities

» Complex relation extraction in other cases of relations with more than two entities,
such as the research carried out by [1]

» Hierarchical relation extraction from text is other type of relation extraction that aims
to identify hierarchical relations. One of the methods that investigated ontology-based
hierarchical relation extraction system was developed by [28].

Scope of the search text is another basis for categorization. Accordingly, the four major forms
of relation extraction tasks are sentence level, paragraph, abstract, and document level
relation extraction.
There are other types of categorization such as directional and unidirectional relation and
other classifications based on the resolution of the extracted relation including:

A. Unnamed relations: this provides the associated biomedical terms but does not
specify the actual relation.

B. Relation class: this does not specify the relation either but indicates which
predefined classes the relation may fall.

C. Named-relation: this is the actual relation among terms.
Based on the usage of the prior knowledge, two major categories of relation extractions can
be identified: relation extraction with prior knowledge, i.e. domain model, explicit semantic
analyses and without prior knowledge, i.e. co-occurrence and kernel methods.

2.2 Related Corpora

As mentioned in the first chapter, this thesis investigates the task of relation extraction in
two types of biomedical relations: Drug-Drug interactions and associations between SNP
and Phenotype (SNPPhenA). In this section, we provide some backgrounds regarding the
related corpora produced previously and the corpora we used during the thesis.

As mentioned earlier, the Drug-Drug Interaction is a vital incident in the medical science and
therefore, extracting DDIs from the text is an important task. Accordingly, the first Drug-
Drug Interaction extraction corpus [29] was developed by Segura et al. based on a set of 579
xml files describing DDIs, randomly collected from the DrugBank database [30].

Pairs Negative Positive Effect Mechanism Advice Int
Test 26005 22217 3788 1535 1257 818 178
Train 5265 4381 884 298 278 214 94

Table 1: Statistics of the training and test datasets of the DDI-DrugBank 2013 corpus

The DrugDDI 2013 corpus was developed for the DDI extraction 2013 SemEval task and
includes part of the DDI 2011 corpus. Concretely, new documents were annotated from the
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DrugBank database and were used for the test dataset (DDI-DrugBank Test 2013 corpus),
while 572 documents from the previous corpus were used as training dataset (DDI-
DrugBank Train 2013 corpus). Therefore, the DDI-DrugBank 2013 corpus contains a total of
730 documents. A dataset of 233 Medline abstracts (DDI-Medline 2013) was also annotated
for the 2013 shared task [31]. Moreover, the DDIs in the DDI corpus 2013 were classified
into four types: mechanism, effect, advice and int (Table 1).

<sentence id="DDI-DrugBank.d297.s4" text="Concurrent therapy with ORENCIA and TNF
antagonists is not recommended.”>

<entity charOffset="24-30" id="DDI-DrugBank.d297.s4.e0" text="ORENCIA” type="brand” />
<entity charOffset="36-50" id="DDI-DrugBank.d297.s4.e1" text="TNF antagonists”
type="group”/>

<pair ddi="true” e1="DDI-DrugBank.d297.s4.e0" e2="DDI-DrugBank.d297.s4.e1” id="DDI-
DrugBank.d297.s4.p0” type="advise” />

<negationtags>

Concurrent therapy with ORENCIA and TNF antagonists is <xcope><cue> not </cue>
recommended </xcope> .

</negationtags>
</sentence>

Figure 4: The unified XML format of a sentence in the DrugBank-DDI 2013 corpus

Comparison of the obtained results for DDI challenge 2011 and 2013 showed a significant
improvement in F-score for 2013 teams. According to Segura et al., increasing the size of the
corpus and optimizing the quality of annotations contributed to this improvement [31]. It is
important to mention that the DDI corpora (2011 and 2013) have been used for the
annotation with negation scope and cues. In addition, they have been employed for our
experiments on the DDI extraction task.

The rest of this section is dedicated to introducing a number of the few corpora developed
with the aim of extracting mutation/polymorphism and disease associations. It is worth
mentioning that our contributions in the SNP-phenotype association are based on our
produced SNPPhenA corpus. However, to identify the advantages and limitations of
previous efforts, we mention three related important corpora: BRONCO [25], Variome [32]
and EMU [33]. BRONCO contains more than four hundred variants and their associations
with genes, diseases, drugs and cell lines in the context of cancer, all extracted from 108
full-text articles. Variome covers 12 types of the relations annotated in 10 full-text articles.
While, BRONCO includes more documents, both corpora annotate several types of relations,
such as mutation-disease association, as binary relations on a full-text level. Furthermore,
EMU corpus contains only gene and disease-related (only breast cancer and prostate
cancer) information of each variant.
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It is important to mention, although the mentioned corpora are valuable efforts to extract
the mutation related information from text, they suffer from lack of annotations for
linguistic features.

2.3 Biomedical Relation Extraction Methods

We start this section with a subsection devoted to the basic types of biomedical relation
extraction tasks based on the amount of labeled training data. Some of the most innovative
and important kernel methods that are most successful and advanced in the field will be
presented in Sections 2.3.2.

2.3.1 Amount of the Labeled Training Data

Depending on the amount of the labeled training data and unlabeled training values [34],
relation extraction problems can be categorized in three groups:

» Non-supervised algorithms without any labeled training data such as co-occurrence
method

» Semi-supervised methods are methods which work with a small amount of labeled
data and a large amount of unlabeled data as training data such as work done by [35]).
Four main developed semi-supervised relation extraction systems are: Rationale,
DIPRE, Snowball and KnowlItAll& TextRunner:

o KnowltAll [36] is an autonomous domain-independent system that extracts facts
from the Web. It also has a set of entity classes to be extracted, such as “city”,
“scientist”, “movie”, etc.

o TextRunner [37] has a self-supervised learner which automatically labels
“+/samples” and also has a single-pass extractor which has a single pass over
corpus that detects relations in each sentence.

o Snowball is a similarity based system that has been developed by Agichtein et al
[38].

o DIPRE (Dual lterative Pattern Relation Expansion) [39] is a technique which
exploits the duality between sets of patterns and relations to grow the target
relation starting from a small sample.

» Supervised relation extraction methods: are those categories of relation extraction
methods, i.e. kernel based methods that work with completely labeled training data. A
conceptual comparison between supervised and semi-supervised classification method
can be seen in Figure 5.
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Figure 5 : A conceptual comparison between supervised and semi-supervised classification
methods

2.3.2 Kernel Based Methods

Many methods have been developed for supervised relation extraction, but kernel methods
are the most popular and successful methods [40]. Generally, in many cases, data cannot be
easily expressed via features. For example, in most NLP problems, feature based
representations produce inherently local representations of objects, for it is computationally
infeasible to generate features involving long-range dependencies. Kernel methods are an
attractive alternative to feature-based methods and are most popular as the main classifier
for extracting semantic relations from text documents. The major categories of kernel
methods have been provided below:

2.3.2.1 Sequence Kernels

Sequence kernels are the primary invented category of relation extraction kernel methods
that consider the input text as a sequence of tokens. As an important sample, global context
kernel is a sequence kernel with a feature set based on the words occurring in the sentence,
fore-between, between, and between-after relative to the extracted pair of entities [41].
Consequently, three term frequency vectors are produced by mean of a bag-of-words model.
The global context kernel is then computed as the sum of common words in the three vectors

-30-



Preliminaries

(Figure 6). Another noted sequence kernel is local context kernel that uses surface

(capitalization, punctuation, and numerals) and shallow linguistic (POS-tag, lemma) features

generated from the tokens that are left and right of entities of the candidate relation, and the

size of the window can be adjusted [41].

LOCAL CONTEXT KERNEL

WINDOW GENE WINDOW DISEASE

Of the 16 genes {tested, EHD3 and FREM3 J were [Associated with MMD in the}Chinese population.

WINDOW GENE

s | o

token 2

token o token ; token o token o

2 al 2 2

GLOBAL CONTEXT KERNEL

BEFORE BETWEEN AFTER

Ve

[Of the 16 genes tested,| EHD3 J and FREM3 were associated with [ MMD |in the chinese population.]

N\ P
Figure 6: Two samples of sequence kernels (local context kernel and global context

kernel) for a gen-disease relation

2.3.2.2 Tree Kernels

Tree kernels are the other category of kernels based on a parse tree and produced by natural

language parsers. The key idea of a tree kernel is computing the number of the common

substructures between the two trees T, and T, without explicitly considering the whole

fragment space.

There are different types of tree kernels:

A Subtree kernel considers all common subtrees in the syntax tree representation of
two desired sentences (Figure 7).

Another well-known tree kernel is subset tree kernel, which considers all
descendants, including leaves included in the substructures (Figure 8).

The spectrum tree kernel is another tree kernel counting all common vertex-walks,
and sequences of edge-connected syntax tree nodes of a specified length in two
sequences [42].

Unlexicalized Partial Tree Kernel (uPTK) was firstly proposed in [43] and experimented
with semantic role labeling (SRL). The results showed no improvement for such task,
but it is well known that in SRL, lexical information is essential.
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Figure 7: Subtrees of constituent parse tree of a sample sentence
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D N cat a brought Mary

Figure 8: List of subset trees of a constituent parse tree

2.3.2.3 Graph Kernels

The third category of kernels is graph kernels based on graph parsing. All-paths graph kernel
is a graph kernel counting weighted shared paths of all possible lengths [44]. Paths are

produced from both the dependency parse graph and the surface word sequence of the
sentence (Figure 9 and Figure 10).

— R |

S = Protesters seized several pumping stations , holding 127 shell workers hostage .

I T L e

Sz= Troops recently have raided churches , warning ministers to stop preaching .

Figure 9: Sentences as sample of directional dependency graphs
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Figure 10: Graph representation generated from an example sentence with the
candidate interaction pair is marked as PROT1 and PROT2

2.3.2.4 Other Types of Kernels

Some other forms of kernels have been developed through heuristic or combinational
methods. Some new kernels proposed in [45], include predicate, walk, dependency, and
hybrid kernels. Each of these kernels work on dependency trees extended with shallow
linguistic. The walk kernel exhibited the best performance.

In addition, the general sparse subsequence kernel for the relation extraction [46], calculates
the total number of weighted subsequences of a given length between two strings.

In [47], the authors define a Smith—Waterman distance function between two string
sequences. Then, they define a local alighnment kernel as the sum of Smith—-Waterman
distance scores on all possible alignments between the strings.

2.4 Related NLP Tasks

In this section, we introduce the basics and state-of-the-art NLP tasks of some linguistically
driven operations and phenomena, which are considered to be investigated in the course of
biomedical relation extractions in this thesis. They are negation operation, clause related
subtasks and level of confidence and modalities. Ultimately, the aim of this research is to
improve the performance of the biomedical relation extraction tasks through considering and
employing the mentioned operations and feature sets.

2.4.1 Negation Detection Methods

One of the essential tasks in biomedical text mining is identifying negations. Linguists define
negation as a morphosyntactic operation [2]. Through this operation, a lexical item either
denies or inverts the meaning of another item or construction. The importance of negation
in biomedical text mining is revealed when we consider the fact that negation is very
common in texts leading to lack of precision in automatic information retrieval systems. As
found by Chapman, 95% to 99% of reports in a radiological reports database include
negations [48]. As a result, detecting negative assertions in most biomedical text mining
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tasks is essential, where, in general, the aim is to derive factual knowledge from textual
data.

The most known corpus annotated with negation are BioScope, linguistically based, and
Genia, event-oriented [15]. In Bioscope, the main idea is based in the detection of a set of
negation cue, like “no” or “not”. After this, the scope of the cue is calculated based on its
syntactic context [49]. In Genia, biological concepts (relations and events) have been
annotated for negation, but no linguistic cues have been annotated for them. In fact, the
main objective of the BioScope corpus is to investigate this language phenomenon in a
general, task-independent and linguistically-oriented manner. A more detailed comparison
between these two corpora can be found in [50]. A number of examples of the sentences
annotated with the BioScope guideline [49] are presented below. They demonstrate the
annotation strategy, when the sentence is in active voice and the subject contains the
negation cue (a), a sentence is in passive voice (b) and sentence is elliptic (c):

a) Surprisingly, however, [{neither} of these proteins bound in vitro to EBS1 or EBS2].
b) [A small amount of adenopathy <cannot be> completely {excluded}].

¢) This decrease was seen in patients who responded to the therapy as well as in those
who did [{not}].

The SFU Review Corpus [51] consists of 400 documents annotated with negative and
speculative keywords and their scope. A number of changes in their adaptation moved the
negation cues from inside of the negation scope tags to the outside, and allowed the
sentences to have only the negation cue, not the negation scope. Similarly, ConanDoyle-neg
[52] is manually annotated with negation cues and their scope with several differences with
the Bioscope corpus.

One of the researches that took negation into account in the relation extraction task was
conducted by Faisal Chowdhury et al. [10]. They developed a list of features, such as the
nearest verb to the pair entities in the parse tree and few negation cues, feeding the SVM
classifier. They reported some improvement, but they did not specified how much the
negation identification step enhanced the performance.

Furthermore, a survey that took negation into account was conducted by Pyysalo et al. [44].
They compared five PPI (protein-protein interaction) corpora in terms of several factors,
including annotation of negative interactions and certainty level of interaction. According to
them, Biolnfer was the only corpus that had negative annotation.

2.4.2 Clause Dependency Detection in Relation Extraction

According to linguistics, a dependent clause refers to a group of words including a subject
and a verb, which does not express a complete thought and usually extends the main
clause. An independent clause or main clause, however, is one that can be seen as a
complete sentence by itself, expressing a complete thought. Consequently, a complex
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sentence consists of one independent clause together with one or more dependent clauses.
Moreover, the term clause connector refers to a word used to join or to connect clauses to
compose complex sentences. As an example, a complex sentence with a dependent clause
in parenthesis and two negation cues is presented below:

e (Although the clinical significance is not known,) it is not recommended that
cefditoren pivoxil be taken concomitantly with H, receptor antagonists

Identifying the role of clause dependency in complex sentences in DDI and SNP-Phenotype
association detection is another linguistically driven subject investigated in this thesis. One
of the few researches that has considered clauses, in relation extraction task, was
conducted in [53], which attempted to select the best clauses and, consequently, developed
a simplification algorithm. They reported some improvements regarding the different types
of simplification and clause selection rules they used. In this research, it was attempted to
extract new features based on the text or subtree features in the kernel-based relation
extraction methods. This process is conducted by detecting their component's existence
token or subtree in a dependent or independent clause, as well as the type of the clause
itself, through checking several clause connectors.

A subtask employed in relation extraction tasks is sentence and clause simplification to
overcome complexity of the sentences. Text simplification modifies, enhances, classifies or
otherwise processes an existing text in a way that the grammar and structure of the prose
are simplified to a great extent, while the original meaning and information remain the
same [54]. ISIMP [55] is a system that simplifies the text so that its mining tools, including
relation extraction tasks, can be improved. Along the same line, another research [11]
applied some simplification techniques to simplify complex sentences by splitting clauses.
They used some rules and patterns to split clauses and then adopted some simplification
rules to generate new simple sentences. According to their conclusion, difficulty of resolving
nested clauses is the major source of errors.

2.4.3 Level of Confidence and Neutral Candidate Detection in Relation Extraction

Identifying the intensity of a biomedical relation is an important and valuable task that
allows us to extract deeper and more useful information about the desired relation.
Estimation of the degree of confidence in information retrieval task is a difficult action that
has not been seriously investigated for the extraction of relations from text.

Most of the current relation extraction problems and the produced corpora are based on
binary relations, which decide whether a binary relation, between the two entities, exists in
the sentence. Similarly, in the DrugDDI corpus [29] and almost all of other relation
extraction corpora, the implemented systems did not consider the neutral relation
candidates and accordingly, they were not annotated in the corpora.

Although detecting positive interaction is the main target of the DrugDDI corpus, there is a
difference between a negative interaction candidate which has been stated by the authors
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(distinguished candidate) and a negative interaction candidate which has not (neutral
candidate); whilst, both are considered as negative in DrugDDI corpus. In other words, the
neutral interaction candidate is one with no remark by the author, while the biased
interaction candidate is exactly the opposite (with remarks sentence by the author). For
instance in the sentence
e Studies in healthy volunteers have shown that Acarbose has no effect on either
the pharmacokinetics or pharmacodynamics of digoxin, nifedipine, propranolol,
or ranitidine.

There is no remark by the author about the interaction between propranolol and ranitidine.
We define this pair of drugs as a neutral candidate.

One among the few studies on detection of neutral candidates in the course of relation
extraction has been conducted by [56], introducing two iteration-based systems of DIPRE
and Snowball that regard the confidence level of the relation. In both systems, when the
confidence level is zero, there is a neutral candidate. In addition, Frunza and Inkpen
conducted another similar research considering neutral candidates [21]. They categorized
and extracted the semantic relationships between disease and treatments from biomedical
sentences. However, no significant improvement was reported through using neutral class
in the work.

On the other hand, although several researches have been conducted within the linguistics
community on the use of hedging and confidence level in scientific text such as [57] and
[58], there is little of direct relevance to the task of classifying from an NLP/ML perspective.
According to linguistics, modality indicates the degree to which an observation is possible,
probable, likely, certain, permitted, or prohibited.

One of the very few direct studies is [59], where the speculation identification problem is
introduced using examples in the biomedical domain. They address the question of whether
there is sufficient agreement among humans regarding what constitutes a speculative
assertion to make the task viable from a computational perspective. Although they
attempted to separate two shades of speculation: strong and weak, they failed to gather
sufficient agreement for such a reliable distinction. However, they concluded that having a
reliable distinction between speculative and non-speculative sentences was feasible and
reliable automated methods might be also developed.

Nevertheless, to the best of our knowledge, no research has been conducted regarding the
degree of confidence of the relations in the biomedical relation extraction task.
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3 Enhancing Automatic Extraction of Biomedical Relations
Using Different Linguistic Features Extracted From Text

This chapter is devoted to present the main contributions shaped by this thesis. We describe
our effort during this period of time as an exploration journey, which is more tangible.
During the expedition, we visited different places, some stunning places, in the sense that
they formed some of our new outcomes; some were sensational, where provided new
routes to explore, and some places were left for the future; or too outlandish and even
dangerous at this time which could lead us to a point of no return. As a curious adventurer,
we always attempted to pick up valuable gifts from each one of these rooms. However,
even the difficult steps form good experience, assisting me to evolve as a researcher.
Truthfully, although we expected that the effort collected in this thesis will be worth the
trouble, it is also true that we decided to conclude the story with some sedition —see Section
4.2 for details—. Furthermore, now there are some exciting directions to follow, we will
continue our voyage in a short time with more work that, hopefully, will produce some new
results.

After exploring the field, the first direction that we followed was to study and figure out the
strengths of methods presented by the participants of the DDI Challenge 2011 [29].

In the rest of this section, we will enumerate the objectives of the thesis and explain our
related contributions asserting the mentioned objective.

3.1 Improving the Performance of Methods of the DDI Extraction
from Text through Detecting Linguistic-Based Negation

In this part, we mention our contributions in this thesis that is related with our first
objective: to extract DDIs from text employing negation related features.

We start with the annotation of the DDI corpus with the linguistic-based negation and then
the implemented neutral DDI feature extractor will be mentioned.

3.1.1 Annotating the Drug-DDI Corpus with Negation

Marking the DrugDDI corpus with linguistic based negation is the first contribution in this
thesis. As mentioned before, two negation detection methods have been developed and
employed to annotate the used corpora: a linguistic-based (Bioscope) approach and an
event-oriented (Genia) approach. The adaptations of the Bioscopes guidelines, briefly
mentioned earlier, alongside to its capability to be extracted automatically and needing less
manual working, have proved potentially capable of feeding the study. However, they may
be hard to synthesize with kernel methods in tasks like ours.
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In addition, as mentioned earlier, although the DrugDDI corpus is a valuable resource to
perform comparable experiments in order to investigate relation extraction methods, one
restriction of this corpus is lack of negation annotation.

Some analyses were conducted on the DrugDDI corpus, showing that a significant number
of sentences in the corpus have at least one negator [60]. Consequently, it can be concluded
that identifying negative statements is an essential task to obtain accurate knowledge from
textual data.

In the present thesis, we annotated the DrugDDI corpus (2011 and 2013 versions) with
negation scope and cues automatically [9] and manually. The DrugDDI corpus (2013)
included two parts: DrugBank and Medline parts, which were annotated automatically with
a rule-base method with the BioScope guidelines and then checked manually using the BRAT
annotation tool. The NegDDI-DrugBank and NegDDI-MEDLINE corpora are the final products
of the whole process (Figure 11).

<sentence id="DDI-DrugBank.d297.s4" text="Concurrent therapy with ORENCIA and TNF antagonists is not recommended.”>
<entity charOffset="24-30" id="DDI-DrugBank.d297.s4.e0" text="ORENCIA” type="brand"/>

<entity charOffset="36-50" id="DDI-DrugBank.d297.s4.e1" text="TNF antagonists” type="group”/>

<pair ddi="true" e1="DDI-DrugBank.d297.s4.e0" e2="DDI-DrugBank.d297.54.e1" id="DDI-DrugBank.d297.54.p0" type="advise" />

<negationtags>/ <xcope> Concurrent therapy with ORENCIA and TNF antagonists is '<cue> not | </cue>
recommended </xcope> .</negationtags>

<[sentence>

Figure 11: A sample of sentence annotated with negation scope and cue in the NegDDI
corpus

The analyses of the NEGDDI corpus demonstrate that the negated statements consist of
approximately 21% of its sentences. Furthermore, our analyses show, “not” and “no” are by
far the most frequent cues in the corpora. However, more changes during the manual
checking process have been performed with the cue “not”, forming 27.41% of changes.
Most of the errors with the other cues are associated with problems detecting certain
patterns of passive voice sentences. It is worth mentioning that although, we conducted a
manual checking for the annotations, the experiments mentioned in 3.1.2 and 3.2.1 briefly
show that the usage of manually checked annotations do not considerably affect the
performance of the proposed DDI extraction method. Therefore, it can be concluded that
the automated negation detection method indicate satisfactory results.
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The mentioned contribution explained and presented in our papers was published in SEPLN
(Sociedad Espafiola para el Procesamiento del Lenguaje Natural, 2013) and LREC
(International Conference on Language Resources and Evaluation, 2014) conferences.

In the paper presented under the title of “Extracting Drug-Drug Interaction from Text Using
Negation Features”, we explain the detailed process of automatically and manually
annotation of the DDI 2011 corpus with negation scope and cues according to the Bioscope
guidelines.

Additionally, in the paper with the title “Exploring Negation Annotations in the DrugDDI
Corpus”, a number of analyses concerning the correlations between negations and DDI
annotations are presented. Furthermore, the annotation with negation scope and cue are
extended to the DDI corpus 2013. The annotation process includes the automatic and
manual checking conducted by the BRAT annotating tool.

It is worth mentioning that the analyses presented in these papers led us to implement the
comprehensive enhancement method published in our paper in the PLoS journal under the
title “Enhancing Extraction of Drug-Drug Interaction from Literature Using Neutral
Candidates, Negation, and Clause Dependency”.

3.1.2 Proposing the Neutral Candidates Features and Linguistic-based
Negation

The neutral candidates are a subclass of non-positive class of candidates, not mentioned by
the authors in the text. These candidates are important, since their status is not be inverted,
if they are located in the negation scope. Other contribution of the thesis is introducing
different types of neutral relation candidates and implementing a feature extractor method.
The paper presented in the PLoS journal has clarified this work with more details. We
identified three types of neutral candidates and developed a rule-based system to detect
three types of text patterns.

Taking neutral candidates into account is critical from another perspective, since not doing
may induce conflicts in the corpus later. In this situation, the author did not make any
remarks concerning the interaction or association between the two biological entities and it
is possible that in the future, other researchers could find an interaction, which would lead
the corpus to face conflicts.

The significant contribution of neutral candidates and effectiveness of related features has
been confirmed in the two studied corpus. The important role of neutral candidates in the
SNP-Phenotype Association has been mentioned in our paper presented in the Journal of
Biomedical Semantics.

Moreover, it is important to mention that the proposed neutral-related rules can be used
with extremely slight changes in other biomedical relation extraction tasks, particularly
symmetric relations such as protein-protein interaction.
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The semantic analyses of the sentences of the corpus assist us in identifying three types of
neutral candidates in sentences, which can be extended in other relation extraction tasks. In
addition, we implemented a rule-based system to detect different types of neutral
candidates. Our experiments indicate that the features aimed at detecting the neutral-
related candidates are the most effective category among the three categories occurred in
three linguistic patterns.

Moreover, we extracted six Boolean features to detect relative position of biomedical
entities with negation scope. Additionally, the negation cue was employed as other negation
related feature.

We conducted a number of experiments using the proposed features. The experiments
indicate that the best result was achieved by the enhanced local context kernel method with
68.4% F-measure, which is 2.7%, more than the first system in the DDI extraction (2011)
challenge. Moreover, the experiments indicate the best combination of invented feature
sets (the two mentioned feature sets and the clause dependency feature set that will be
explained in 3.2.1) for the proposed local context kernel is neutral candidate with negation
cue and scope features, producing a slightly more improvement than the entire list of the
invented features.

As mentioned earlier, to the best of our knowledge, the only research that considers
negation in the DDI extraction has been conducted by Chowdhury et al. However, they did
not report the improvement obtained for usage of negation. Therefore, we compared our
results with other participants of the challenges and also verified the significance of the
obtained improvement in comparison to the original methods.

3.2 Improving the Performance of DDI Extraction Methods from
Text through Detecting and Discriminating Between Different
Clauses

In the second part, we will mention our other contributions in this thesis, creating the
second objective, which is pay off to the DDI extraction from text through considering
complex sentences. We start with mentioning the proposed method enhancing the utilized
kernel methods through considering the clause dependency related features. Then, we state
our other contribution of the thesis, which is devoted to the combination of three and
sequence kernels.

3.2.1 Enhancing the DDI Supervised Extraction Methods Using Clause
Dependency Features

Another contribution of the thesis is dedicated to overcome the complex sentences. The
complex and negated sentences are two major sources of inaccuracy in biomedical relation
extraction.

-42-



Enhancing automatic extraction of biomedical relations using different linguistic features extracted from text

We proposed a method to distinguish the components of the studied kernel methods by
detecting their position in dependent or independent clauses and their types of related
clause connectors. The experiments indicate that the ratio of negation cues is higher in
complex sentences in comparison with simple ones. Additionally, the results show that by
employing the proposed features combined with a bag of words kernel, the performance of
the used kernel methods improves. Furthermore, experiments demonstrate that the
enhanced local context kernel outperforms other methods. The proposed method can be
used as an alternative approach for sentence simplification techniques in biomedical area,
which is an error-prone task.

The paper published in the PLoS journal (2016) shows the comprehensive approach by
employing the three linguistics-based features, i.e. negation, clause dependency, and
neutral candidates. Although the features pertinent to clause dependency were introduced
briefly in a previous paper, we proposed more features with additional details in this paper
to improve the performance of the DDI extraction task. Furthermore, the overall
performance of the method as well as the contribution of each feature set in the
performance of the system is presented for both DrugBank and Medline parts.

Our experiments demonstrate considering the clause dependency and type of clauses
beside to negation related features improve the performance of the DDI extraction
methods. The obtained improvements of the features in conjunction with neutral related
features mentioned in 3.1.2 in comparison with the original kernel methods were verified
through identifying the DDIs in the test parts of the DDI corpus as well as a statistical sign
test. The sign test demonstrates that the achieved improvements are significant.

3.2.2 Proposing a New DDI Extraction Method through Combining Tree and
Sequence Kernels

Combining the tree and sequence kernels through a BOW (bag of words) method is the
other contribution of the thesis. The proposed method shows better performance in
comparison with each of the subtrees, subset trees and global and local context kernels
separately. Our method and experiments show that the combination of different types of
kernels can improve the overall performance of the methods.

More details of the contribution have been explained in our paper presented in the
SEMEVAL Conference (International Workshop on Semantic Evaluation, 2013) under the
title of “NIL UCM: Extracting Drug-Drug Interactions from Text Through Combination of
Sequence and Tree Kernels”. In this paper, we employ Subtree and SubSetTree, local
context kernel, global context kernel, and some conjunction features. The proposed
conjunction features include POSLEMMA (POS+Lemma) and POSSTEM (POS+ Stem), the first
verb before Drugl and the first verb after Drug2, and their stems and lemmas.

It is worth mentioning, we have proposed two DDI extraction approaches in the paper; the
first approach with all categories of the DDI sentence types and the second approach that
initially extract positive and negative DDIs and then a second classifier was used to classify
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the positive extracted DDIs. It is observed that the results of the detection of the DDI are
better with the two-step approach: 0.656 against 0.588 on F1. The implemented system
with the two-stage classification was ranked the 3rd in the DDI extraction challenge (2013).

3.3 Preparing a Corpus For Extracting SNP-Phenotype Association
from Text, Annotated With Negation, Modality and Ranked
Associations

Here, we mention our contributions in this thesis regarding the third objective, which is
devoted to producing the SNPPhenA corpus. We start with the main steps of producing the
corpus including collecting documents, recognizing the entities and annotation of negation,
SNP-phenotype associations, three levels of association and their level of confidence. The
next related contribution is preparing the website for the corpus, making its usage easier.

3.3.1 Producing the Ranked SNP-Phenotype (SNPPhenA) Association
Extraction Corpus

The second biomedical relation extraction corpus prepared and employed during the thesis
is the SNPPhenA corpus. The corpus was prepared to extract ranked SNP-Phenotype
association from text. It is the first relation extraction corpus annotated with degree of
confidence, showing the strength of associations. The process of producing the corpus
includes collecting abstracts, recognizing named entity, and annotating the ranked
association, negation scope and cues as well as modality markers. In addition, the confident
level of positive association was annotated in three categories: Strong, moderate and weak
degree of confidence. Most frequently phenotypes, SNPs, and some basic statistics
concerning the produced corpus are presented. The corpus is generated in two formats: xml
and standoff BRAT formats. Figure 12 and Figure 13 present an example of an annotated
sentence in xml and brat standoff formats. Furthermore, the Figure 14 shows a visualization
of the annotated sentence using brat. Moreover, the inter-annotator agreement is analyzed,
and the Kappa coefficient is calculated for SNP-phenotype associations and the degree of
confidence of associations showing the reliability of the corpus. The Kappa inter-annotator
agreement between the two annotators was calculated 0.79 for annotating the associations
and 0.80 for annotating the confidence degree of associations, approving the reliability of
the corpus.

Moreover, the analyses show 16.8% of the sentences have at least one negation cue and
76.3% of the samples are distinguished (i.e. they are positive and negative association
candidates). Additionally, 63.8% of the candidate sentences have at least one clause
connector, while 36.2% do not have one. It is necessary to mention that the prepared
SNPPhenA corpus is the first ranked biomedical relation extraction annotated reliably with
the degree of confidence of associations.
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<?xml version="1.0" encoding="UFT-8"?>
<!DOCTYPE abs SYSTEM “SNPPhentA.dtd”>
<abstract TEXT="UNLABELLED: Background: It has been suggested that the serine/threonine kinase 15 (STK15)
. Stratified analysis by cancer type revealed that the STK rs2273535 polymorphism may contribute to the
risk of breast cancer (AA vs. TT:OR=1.21, 95”%Cl=1.01-1.44, Pheterogeneity=0.002), colorectal cancer (AA vs.
UNASSIGNED: OR=1.24, 95%C|=1.05-1.47 , Pheterogeneity=0.124), and esophageal cancer (AA vs. UNASSIGNED:
OR=1.19, 95%CI=1.02-1.39, Pheterogeneity=0.148) ... “ABSTRACTID="1130">
<sentence END="1281" START="920" ID="1130_0">
<snp TEXT="rs2273535 END="986" START="977" ID="0"/>
<phenotype END="1281" START="943" ID="0" text="cancer”/>
<phenotype END="1281" START="1030" ID="3" text="breast cancer”/>
<phenotype END="1281" START="1105" ID="1" text="colorectal cancer”/>
<phenotype END="1281" START="1196" ID="2" text="esophageal cancer”/>
<modality_marker END="963" START="955” text="revealed”/>
<modality_marker END="1003" START="1000" text="may"/>
<pair CONFIDENCE="weak” ASSOCIATION="positive” SNPID="0" PHENOTYPEID="0" PAIRID="0"/>
<pair CONFIDENCE="weak” ASSOCIATION="positive” SNPID="0" PHENOTYPEID="1" PAIRID="1"/>
<pair CONFIDENCE="weak” ASSOCIATION="positive” SNPID="0" PHENOTYPEID="2" PAIRID="2"/>
<pair CONFIDENCE="weak” ASSOCIATION="positive” SNPID="0" PHENOTYPEID="3" PAIRID="3"/>
</sentence>
</abstract>

Figure 12: The unified XML format of a sentence in the SNPPhenA corpus

Tl SNP 57 66 rs2273535

T2 Phenotype 23 29 cancer

T3 Phenotype 110 123 breast cancer

T4 Phenotype 185 202 colorectal cancer
T5 Phenotype 276 293 esophageal cancer

T6 Modality_Marker 35 43 revealed

T7 Modality_Marker 80 83 may

Rl weak_confidence_association Argl:T1 Arg2:T2
R2 weak_confidence_association Argl:T1 Arg2:T4
R3 weak_confidence_association Argl:T1 Arg2:T5
R4 weak_confidence_association Argl:T1 Arg2:T3

Figure 13: The annotation of the sample sentences in brat format (*.ann)

Weak Confidence Association ———————
Weak Confidence Association

—| Weak Confidence Association j l

Phent MM SNP MM Phenotype| Phenotype

r Weak Confidence Association

Stratified analysis by cancer type revealed that the STK rs2273535 polymorphism may contribute to the risk of breast cancer (AA vs. TT: OR=1,21, 95%Cl=1.01-1.44, Pheterogeneity=0.002), colorectal cancer (AA

———  Weak Confidence Association —¢

Phenotype

vs. UNASSIGNED: OR=1.24, 95%Cl=1.05-1.47 , Pheterogeneity=0.124), and esophageal cancer (AA vs. UNASSIGNED: OR=1.19, 95%Cl=1.02-1.39, Pheterogeneity=0.148)

Figure 14: A sample of a sentence in the produced SNPPhenA corpus drawn by brat
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More details of the contribution have been presented in our paper presented in the Journal
of Biomedical Semantics (2017) under the title “SNPPhenA: A Corpus for Extracting Ranked
Associations of Single-nucleotide Polymorphisms and Phenotypes from Literature”.

In this paper, some statistics regarding linguistic features and annotation tags are
presented. In addition, the paper presents the document of guidelines for the corpus and
some analyses pertinent to the reliability of the annotation.

The process of producing the corpus is mentioned in the paper and most frequently
phenotypes, SNPs, and some basic statistics concerning the corpus produced are presented.
In addition, the initial experiments are conducted with the corpus to extract the associations
and the confidence level of associations with two popular kernel methods.

3.3.2 Developing a Website for the SNPPhenA Corpus

Additionally, for better and more convenience usage of the corpus, a website for the corpus
was developed, which is available online at NIL Server. The website contained a brief
introduction of the corpus and inter-annotator agreement analyses. Furthermore, the
guidelines document; xml files of the corpus, dtd, ann and txt files were uploaded to the
website.

The details of the mentioned contribution and preparing the website are explained in the
paper presented in in the Journal of Biomedical Semantics (2017).
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Home : Behrouz Bokharaeian

SNPPhentA: A corpus for extracting ranked associations of SNP and

phenotypes from literature
Submitted by behrouz on Mon. 10/ 17 / 2016 — 14:07

The SNPPhenA corpus

The SNPPhenA corpus consists of medical and biological texts annotated for snp-phenotype associations, negation,
modality markers and degree of confidence of associations. This was done to allow a comparison between the
development of systems for association extraction as well as the degree of confidence and strength of associations
The corpus is publicly available for research purposes.

The annotation guidelines: pdf
Annotation principles are also discussed in the following paper:

Corpus download
Information provided in the http://www.gopubmed.org/ search engine was used to collect genome-wide

association abstracts. GoPubMed is a webserver that allows users to explore PubMed search results with Gene
Ontology . Here is DTD for the xml files containing the annotations: DTD

Abstracts of the SNPPhenA corpus: xml v1.0

The full corpus in XML and BRAT formats is available in one file: zip

An online association extraction system that utilizes the SNPPhenA corpus is available here.

Inter-agreement analysis

In order to evaluate the quality of the corpus and the reliability of the annotations, inter-annotator agreement score

was measured for the task of classifying candidate sentences into positive, negative and neutral classes, and also for
task of determining the confidence level of the association. two annotators independently have tagged the corpus.

Figure 15 : A screenshot of the produced website corpus for the SNPPhenA

3.4 Developing a Method for Extracting Graded SNP-Phenotype
Associations from Text through Degree of Confidence and
Negation

Finally, we mention our contributions in this thesis dedicated to our last objective, which is
developing a method to extract graded SNP-phenotype associations from text. Initially, we
explain the important criteria that must be verified to ensure that the negation-neutral
based method can work effectively. The next contribution allowing us to reach the objective
is the proposed association extraction method that initially decides on the existence of
association and then identifies the degree of confidence of association. Additionally, as the
other contribution, we developed a web-based program that first recognizes entities and
secondly identifies ranked SNP-Phenotype associations.

-47-



Enhancing automatic extraction of biomedical relations using different linguistic features extracted from text

3.4.1 Suggesting the Criteria for Reliability of the SNP-Phenotype Association
Extraction Method

Another contribution of the thesis is suggesting a criterion that must be verified to ensure
that the proposed negation and neutral-based method can be employed in other corpora.
To examine whether the proposed method is applicable to other corpora or not, the
verification criteria must be analyzed, i.e. complexity of the sentences and uniform polarity
of the sentences.

The paper published in the Journal of Al and Data Mining (JAIDM) under the title “Automatic
Extraction of Ranked SNP-Phenotype Associations from Literature through Detecting
Neutral Candidates, Negation and Modality Markers” explains the criteria with more precise
details.

Moreover, some statistics related to the complexity of the sentences and the innate
polarities of the sentences are presented in the paper and the paper published in in the
Journal of Biomedical Semantics.

Furthermore, our analyses of the DDI corpus demonstrate the high number of dependent
clauses of the sentences and non-uniform polarity of the key verbs, leading us to the fact
why the proposed method mentioned in 3.4.2 has poor performance in comparison to the
result obtained from the SNPPhenA corpus.

3.4.2 Proposing a New Method for Extraction of SNP-Phenotype Association
and Degree of Confidence of Association through Linguistic-Based
Negation

Implementing a supervised method to extract SNP-Phenotypes associations through
detecting neutral candidates and negation scope and cues is other contribution of the
thesis. The paper presented in the Journal of Al and Data Mining (JAIDM) shows the details
of the method.

The relation extraction method relied on linguistic-based negation detection and neutral
candidates. The experiments showed that negation cues and scope as well as detecting
neutral candidates can be employed to implement a superior relation extraction method
outperforming the kernel-based counterparts due to a uniform innate polarity of sentences
and the small number of complex sentences in the corpus.

Furthermore, we implemented a novel modality-based supervised method (MMS) to
identify the level of confidence of the extracted association. The proposed method employs
a classifier trained by the modal markers, the mentioned p-value, some other linguistics
features and the confidence level of the association annotated in the corpus.

To evaluate the performance of our proposed association extraction method, two other
schemes are also tested, namely local context and sub-tree kernel methods. We have used
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the two enhanced kernel-based methods as the benchmarks, since there is no available
method to extract the ranked SNP-Phenotype association from text working particularly
with negation and neutral candidates.

Our experiment shows that the proposed method outperforms the mentioned schemes.
Moreover, the proposed MMS method outperformed the utilized benchmark method in
identifying the degree of confidence of associations. We used the BOW as a benchmark for
this purpose, since to the best of our knowledge; there is no method for identifying the level
of confidence of associations in the biomedical relation extraction task.

The best f-measure was achieved in candidate expressions related to associations with a
weak degree of confidence and the worst result was obtained in the medium degree of
confidence. However, the experiments demonstrate that both methods have weak f-score,
recall and precision in the category of the middle level of confidence.

3.4.3 Developing an Online Web Based Portal for Extracting SNP-Phenotypes
from Text

Other contribution of the thesis is a web-based version of the ranked SNP-phenotype
association extraction method. The application detects negation cues and scope and the
container clause. Moreover, through employing a trained SVM classifier, the type of the
candidate is detected. Additionally, the web-based program classifies the level of
confidence of association in three mentioned degrees (Figure 16 and Figure 17). The details
of the algorithm and the used technologies are available in our paper presented in the
Journal of Biomedical Semantics.

Enter the sentence(es) in the text area :

Haplotypes of rs1056827 and rs10012 or rs1056827 and 1056836 revealed an
association with colorectal cancer.

Extract Reset

Figure 16 : A screenshot of the web based ranked association extractor
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Sentence: Haplotypes of A1450G and rs10012 or rs1056827 and rs1056836
revealed an association with colorectal cancer.
Phenotype: colorectal cancer

SNP: A1450G

Negation cue:

Status of SNP-Phenotype Association: true
Degree of confidence of Association: Medium
Phenotype: colorectal cancer

SNP: rs10012

Negation cue:

Status of SNP-Phenotype Association: true
Degree of confidence of Association: Medium
Phenotype: colorectal cancer

SNP: rs1056827

Negation cue:

Status of SNP-Phenotype Association: true
Degree of confidence of Association: Medium
Phenotype: colorectal cancer

SNP: rs1056836

Negation cue:

Status of SNP-Phenotype Association: true
Degree of confidence of Association: Medium

Figure 17 : A screenshot of the result of the web based ranked association extractor
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Conclusions and Future Works

4 Conclusions and Future Works

The publications summarized in the previous chapter (and will be presented in the next part
of this thesis) to our knowledge, are a beneficial effort in the field of extracting biomedical
relations from text, and more specifically, Drug-Drug interaction and SNP-Phenotype
association extraction area. This hard attempt not only helped us to grow as a researcher,
but also enabled me to grow as an individual. | hope to have established my future within
the scientific community, whose first step is, in fact, becoming a reality while writing these
concluding lines of my thesis.

However, this period of my life has taught me that constancy together with the hope of
being following the right path, have their reward. Real evidence is this work that has now
definitely formed.

This chapter will conclude with a discussion regarding the potential ways of continuing our
research. In the first place, concerning the near future, we present some partial results and
ideas that we are investigating by now, all of them corresponding to the field of DDI and
SNP-Phenotype association extraction from text.

At the end, | will present our proposals for the future, when | expect to explore new
horizons broadened to us at this time.

4.1 Conclusions

As we mentioned earlier, the thesis pursued four main objectives shaped by the mentioned
contributions. In this section, we explain the conclusions reached during the process of
achieving our objectives.

In the rest of this section, we mention the conclusions reached in terms of our main
objectives mentioned with further details in the first chapter.

4.1.1 Improving the Performance of Methods of the DDI Extraction from
Text through Detecting Linguistic-Based Negation

Our obtained results concerning the DDI task showed that the linguistically-oriented scope-
based negation annotating identifying the negation cue and scope, may not have always
enough information to overcome the act of negation in the DDI task. Therefore, one must
take account of other sorts of bases and factors including identifying the neutral candidates
and dependency of clauses.

According to the obtained results, the neutral candidate feature set is the most useful one
among the three different invented feature sets, generating better results with the
combination of the other two invented feature sets.

-53-



Enhancing automatic extraction of biomedical relations using different linguistic features extracted from text

In addition, the experiments and analyses demonstrated that, medical texts with symmetric
relations such as Drug-Drug Interaction are more difficult regarding the consideration of
negation in comparison with biological texts with asymmetric associations. Complex
structure of sentences mentioning the DDIs, large average number of the DDI candidates in
each sentence and uninform polarity of the key verbs are the main factors that we relied to
be considered. Although, developing more accurate methods for identifying the polarity of
the key verbs needs more investigation, it leads to better performance of the DDI extraction
methods.

4.1.2 Improving the Performance of the DDI Extraction Methods from Text
through Detecting and Discriminating between Different Clauses

In addition, as analyses of the DDI corpus show, sentences with negation cue have more
clause connectors compared to sentences without negation cue. Therefore, taking clause
connectors and dependent clauses into account is important in resolving the negation
action.

The experiments show that the used sequence kernels benefit more from the clause related
features in comparison to tree kernels. Consequently, it can be concluded that the tree
kernels consider clauses more than sequence kernels.

Although combination of clause dependency related features with other kernel methods
demonstrates significant improvement, we can reach the conclusion that extracting more
features related to different types of clauses. In other words, concessive clause in addition
to an effective feature selection method can have better performance.

While, the current results are promising, one of the challenging discussions is whether all
kernel methods benefit from the clause, negation and neutral related features. As results of
the conducted experiments, we maintain that it is probable that more advanced kernels
deriving more informative features from different presentations of the sentence, may not
be beneficiary from the proposed features.

Furthermore, as a result of the conducted experiments to determine the contribution of the
different invented feature sets, in most of the experiments, the complete list of features
provided the best results. However, in few of them, the list did not have the best
performance, in comparison to the other possible combinations of datasets of features;
therefore, a suitable feature selection method can improve the results more.

4.1.3 Preparing a Corpus For Extracting SNP-Phenotype Association from
Text, Annotated With Negation, Modality and Ranked Associations

In addition to the conclusions reached on the DDI extraction task and related annotations,
we have arrived conclusion through experiments conducted on the SNPPhenA Corpus. As
opposed to the previous biomedical relation extraction corpora containing true and false
types of relations, the annotated associations in the corpus were divided into three classes:
positive, negative and neutral candidates. Identifying neutral candidates is critical for the
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negation process, since the status of those candidates and their corresponding level of
confidence did not change, when they were located in the scope of negation terms, while
the status of distinguished association candidates did change in such cases. Similarly, the
level of confidence, certainty or uncertainty of a neutral candidate did not change if it was
located in the scope of a speculation or modality term. Therefore, determining the effect of
negation as well as modality terms requires identification in neutral candidates.

It should be mentioned that the SNPPhenA corpus must be considered an initial step in
extracting graded associations from the literature so that it can be used by other
researchers as a resource to evaluate and compare the association extraction methods
trying to identify the degree of confidence of associations.

However, annotation of other modality and clause related features and identification of
statistical features and values useful in the task of the degree of confidence identification
are among the works that can improve the credibility and authority of the corpus.

4.1.4 Developing a Method to Extract Graded SNP-Phenotype Associations
from Text through Recognizing Degree of Confidence and Negation

In this thesis, we proposed a ranked SNP-phenotype association extraction method based
on the degree of confidence of association. The results demonstrate the superior
performance of the proposed method. Additionally, the results show the neutral candidates
are the important category of candidates that can be utilized to implement better relation
extraction methods. Furthermore, the achieved results show the importance of the
confidence level of the association as a linguistic-based factor that can be used in addition
to the existing methods to obtain more useful information.

Identifying the important criteria to be verified in order to perceive the effectiveness of the
proposed method is the other contribution of the thesis; however, other types of sentences
and factors might remain unrecognized. It may need more analyses and experiments with
other biomedical corpora in different fields.

Consequently, it is expected for asymmetric relations such as Gene-Disease and Disease-
Treatment associations, to take more advantage from the proposed method and
introducing the neutral candidates, rather than symmetric relations. The reason is that for
symmetric relations such as PPl and DDI, every binary combination of entities in a sentence
is a candidate relation. Therefore, they have significantly more neutral examples in
comparison with the asymmetric relations.

Generally, it can be concluded, identification of confidence level of association in biomedical
domain is a difficult task. Lack of uniform usage of modality and confidence-related
linguistic-rules by the authors, nonexistence of the united interpretation of the statistical
tests and usage of different statistically significant tests between the researchers are among
the factors making the task difficult. Thus, a precisely ranked SNP-Phenotype association
extraction method based on the degree of confidence of associations must include these
factors.
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4.2 Future Works

We start this section by the future directions that can be pursued concerning the DDI
extraction task and discuss a new idea and open rooms for SNP-Phenotype association task.

4.2.1 DDI Extraction

First, encouraging future work over the DDI extraction task can be the expansion of the
definition of the Drug-drug interaction extraction from a binary relation to a ranked relation
through considering the corresponding confident level and other linguistic features; similar
to the work we did with the SNPPhenA Corpus to some extent. Expansion of the confident
level concept to a membership function for a fuzzy DDI relation instead of a crisp DDI
relation will enable us to compare and combine the extracted results from different
sentences. In other words, dissimilar results for a specific DDI candidate extracted from
different sentences with different confident levels can be compared and combined with
each other. Comparing and combining the different results for a specific candidate will help
to identify different types of the errors including systematic or human mistakes, which can
lead to boosting the overall performance of the system. The achievement is not possible
with a crisp DDI relation that only detects the existence or lack of existence of an
interaction. Speculation and deduction cues include modal verbs of possibility such as
“may” and related adjective and adverbs such as likely in addition to the proposed rule-
based system to identify neutral confidents that can be used to calculate the membership
function (the confident level).

In this regard, although during the thesis some experiments for using a few basic
simplification methods were conducted on DDI corpus to overcome the complex sentences,
no significant improvement was achieved. However, it is believed that a remarkable future
work is the combination of simplification and a pronoun resolution specified for drugs
leading to better performance.

4.2.2 SNP-Phenotype Association Extraction

In the rest of this section, we present some new future works and directions that can be
followed in the continuation of the work we conducted for the new proposed ranked SNP-
Phenotype association extraction task.

It is important to remember that the SNPPhenA Corpus and the proposed association
extraction method are an initial step to extract graded associations from literature, which
could lead to an idea for complete fuzzy association extraction task that can be employed to
construct better and more realistic biomedical ontologies automatically. More generally,
although all existing relation extraction corpora and methods utilize crisp relations, they
could be replaced with a better mathematical model called probabilistic fuzzy relations
(PFR) which is newer mathematical model than usual fuzzy relations. Membership function
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and probability function are two functions used in a probabilistic fuzzy method indicating
the level of strength of association between SNP and phenotype and confidence level of
sentence, respectively. Thus, in future work, implementation of probabilistic fuzzy relations
could be further investigated. Using PFRs, modals in sentences could be considered, while
combining different confidence levels. Presumably, it will lead to improved results.
Moreover, employing other linguistics-based or non-linguistic-based factors that could be
utilized to determine the credibility of the reported association is an important future work.
Assessing the statistical confidence level of the used case control tests mentioned in the
text, as well as using genotyping techniques (such as MLPA or RFLP) in addition to more
accurate epistemic modal analysis methods, are among the factors that could be employed
to identify the overall degree of confidence and credibility of the reported associations.
Moreover, although the proposed sentence-level ranked SNP-Phenotype association
extraction method shows promising results, the estimated level of the confidence of
association can be used in addition to other factors such as confidence level of the abstract
and the paper itself to define the overall confidence and credibility of the extracted
association. For example, number of citations and credibility of the publisher can be among
the factors determining the confidence and credibility of the abstract and the paper.
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Resumen: La extraccion de relaciones entre entidades es una tarea muy impor-
tante dentro del procesamiento de textos biomédicos. Se han desarrollado muchos
algoritmos para este propdsito aunque sélo unos pocos han estudiado el tema de
las interacciones entre farmacos. En este trabajo se ha estudiado el efecto de la
negacién para esta tarea. En primer lugar, se describe cémo se ha extendido el
corpus DrugDDI con anotaciones sobre negaciones y, en segundo lugar, se muestran
una serie de experimentos en los que se muestra que tener en cuenta el efecto de
la negacién puede mejorar la deteccién de interacciones entre farmacos cuando se
combina con otros métodos de extraccion de relaciones.

Palabras clave: Interacciones entre farmacos, negaciéon, funciones kernel, maquinas
de vectores de soporte, funciones kernel.

Abstract: Extracting biomedical relations from text is an important task in
BioMedical NLP. There are several systems developed for this purpose but the ones
on Drug-Drug interactions are still a few. In this paper we want to show the ef-
fectiveness of negation features for this task. We firstly describe how we extended
the DrugDDI corpus by annotating it with the scope of negation, and secondly we
report a set of experiments in which we show that negation features provide benefits
for the detection of drug-drug interactions in combination with some simple relation
extraction methods.
Keywords: Drug-Drug interaction, Negation, Support vector machines, kernel-
based methods
1. Introduction however the research on studying the effect

A drug-drug interaction (DDI) occurs when of negation in biomedical relation extraction

one drug affects the level or activity of an-
other drug, this may happen, for instance, in
the case of drug concentrations. This interac-
tion can result on decreasing its effectiveness
or possibly altering its side effects that may
even the cause of health problems to patients
(Stockley, 2007).

There is a great amount of DDI databases
and this is why health care experts have dif-
ficulties to be kept up-to-date of everything
published on drug-drug interactions. This
fact means that the development of tools for
automatically extracting DDIs from biomed-
ical resources is essential for improving and
updating the drug knowledge and databases.

There are also many systems on the ex-
traction of biomedical relations from text;
ISSN 1135-5948

is still limited. On the other hand, nega-
tion is very common in clinical texts and
it is one of the main causes of making er-
rors in automated indexing systems (Chap-
man et al., 2001); the medical personnel is
mostly trained to include negations in their
reports. Particularly when we are detect-
ing the interaction between drugs, the pres-
ence of negations can produce false positives
classifications, for instance, the sentence Co-
administration of multiple doses of 10 mg
of lenalidomide had no effect on the single
dose pharmacokinetics of R- and S- warfarin
a DDI between lenalidomide and warfarin
could be detected as a practicable fact if
negation is not taken into account. We there-
fore believe that detecting the words that
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are affected by negations may be an essen-
tial part in most biomedical text mining tasks
that try to obtain automatically the accurate
knowledge from textual data.

In order to avoid errors derived of us-
ing automatic negation detection algorithms
such as NegEx (Amini et al., 2011), we anno-
tated a DDI corpus - previously developed-
with the scope of negations. The corpus
is called DrugDDI corpus (Segura-Bedmar
et al., 2011b), and it was developed for
the Workshop on Drug-Drug Interaction Ex-
traction (Segura-Bedmar et al., 2011a) that
took place in 2011 in Huelva, Spain. The
DrugDDI corpus contains 579 documents ex-
tracted from the DrugBank database. We an-
alyzed the corpus and we annotated the sen-
tences within with the scope of negation in
order to find the effect of negation features in
the detection of DDIs. We annotated it using
the same guidelines of the BioScope corpus
(Vincze et al., 2008), that is, we annotated
cues and scopes affected by negation state-
ments into sentences in a linear format.

For detecting the DDIs we used a fast ver-
sion of a support vector machine (henceforth,
SVM) classifier with a linear kernel based on
a bag of words (henceforth, BOW) represen-
tation obtained from the extracted features.
We carried out some experiments with dif-
ferent kernels (global context, subtree, short-
est path), with and without negation infor-
mation. The results presented in this paper
show that negation features can improve the
performance of relation extraction methods.

The rest of the paper is structured as
follows. In Section 2 we discuss previous
related work about biomedical relation ex-
traction and relevant information about the
DrugDDI corpus. In Section 3 we explain
how we annotated the corpus with the scope
of negation. In Section 4 we explain how we
used the obtained information from negation
tags to improve the DDI detection task. In
Section 5 we discuss the results obtained. Fi-
nally, in Section 6, we show our conclusions
and suggestions for future work.

2. Related work

In this Section we describe the DrugDDI cor-
pus and we present some related work on
kernel-based relation extraction.

50
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2.1.

There are some annotated corpora that
were developed with the intention of study-
ing biomedical relation extraction, such as,
Aimed (Bunesu et al., 2005), LLL (Nedellec
et al., 2005), BioCreAtIvE-PPI (Krallinger
et al., 2008) on protein-protein interactions
(PPI) and DrugDDI (Segura-Bedmar et al.,
2011b), on drug-drug interactions. In par-
ticular, the DrugDDI corpus is the first an-
notated corpus on the phenomenon of inter-
actions among drugs and it is the one that
we used for our experiments. It was de-
signed with the intention of encouraging the
NLP community to conduct further research
on this type of interactions. The DrugBank
database (Wishart et al., 2008) was used as
source to develop this corpus. This database
contains unstructured textual information on
drugs and their interactions.

The DrugDDI corpus is available in two
different formats: (i) the first one con-
tains the information provided by MMTX
(Aronson, 2001) and the unified format
adapted from PPI corpora format proposed
in (Pyysalo et al., 2008). The unified XML
format (see Figure 1) does not contain any
linguistic information; it only provides the
plain text sentences, their drugs and their in-
teractions. Each entity (drug) includes ref-
erence (origld) to the sentence identifier in
the MMTX format corpus. For each sen-
tence contained in the unified format, the
annotations correspond to all the drugs enti-
ties and the possible DDI candidate pair that
represents the interaction. Each DDI candi-
date pair is represented as a pair ID node in
which the identifiers of the interacting drugs
are registered on its el and e2 attributes. If
the pair is a DDI, the interaction attribute
is set to true, otherwise this attribute is set
to false. Table 1 shows related statistics of
the DrugDDI corpus (Segura-Bedmar et al.,
2011Db).

DrugDDI corpus

2.2. Biomedical Relation

Extraction

Nowadays, there are many systems developed
for extracting biomedical relations from text
that can be categorized in (i) feature based
and (ii) kernel-based approaches. Feature-
based approaches transform the context of
entities into a set of features; this set is
used to train a data-driven algorithm. On
the other hand, kernel-based approaches are
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—-<sentence id="DrugDDI.d346.s0" origld="s0" text="Uricosuric Agents: Aspirin may decrease the effects of probenecid,

sulfinpyrazone, and phenylbutazone.">

<entity id="DrugDDI.d346.50.e0" origld="s0.p0" charOffset="0-17" type="drug"” text="Uricosuric Agents"/>
<entity id="DrugDDI1.d346.50.e1" origld="s0.p2" charOffset="19-26" type="drug" text="Aspirin"/>
<entity id="DrugDDI.d346.50.e2" origld="s0.p6" charOffset="55-65" type="drug" text="probenecid"/>

<pair id="DrugDDI.d346.s0.p0" e1="DrugDDI.d346.50.e0" e2="DrugDDI.d346.50.e1" interaction="false"/>
<pair id="DrugDDI.d346.50.p1" e1="DrugDDI.d346.50.e0" e2="DrugDDI.d346.s0.¢2" interaction="false"/>
<pair id="DrugDDI.d346.s0.p4" e1="DrugDDI.d346.50.e1" e2="DrugDDI.d346.50.e2" interaction="true"/>

</sentence>

Figure 1: The unified XML format in the DrugDDI corpus.

No.
Documents 579
Sentences 5,806
Drugs 8,260
Sentences with at least two drug | 3,775
Sentences with at least one DDI | 2,044
Sentences with no DDI 3,762
Candidate drug pairs 30,757
Positive interactions 3,160
Negative interactions 27,597

Table 1: Basic statistics for the DrugDDI
corpus.

based on similarity functions. This idea pro-
vides the option of checking structured rep-
resentations, such as parse trees and comput-
ing the similarity between different represen-
tations directly. Combing kernel based and
feature based approaches were investigated
by Thomas et al. (2011), they developed a
voting system (based on majority) that ben-
efits from the outcomes of several methods.

So far, the sequence and tree kernels are
the ones that have shown a superior perfor-
mance for the detection of biomedical rela-
tions from text (Bunesu et al., 2005). In
particular, global context kernel, subtree and
shortest path kernels are three important ker-
nel methods that were applied successfully
for biomedical relation extraction task. For
instance, Giuliano et al. (2005) applied by
considering three different patterns and they
calculated the similarity between two sen-
tences by computing common n-grams of two
different patterns.

The shortest path kernel (Bunescu y
Mooney, 2005) uses the shortest path be-
tween two entities (or drugs) in a phrase
structure tree. The subtree kernel (Mos-
chitti, 2006) counted the number of common
subtrees in whole parse trees by comparing
two different sentences. Moreover, a com-
parative survey about different kernel-based
approaches and their performances can be
found in (Frunza y Inkpen, 2010).

More recent research on tree kernels were
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carried out by Guodong et al. (2010). They
introduced a ”context-sensitive* convolution
tree kernel, which specifies both ”context-
free“ and ”context-sensitive“ sub-trees by
traversing the paths of their ancestor nodes
as their contexts to capture structural infor-
mation in the tree structure. Another mo-
tivating work was reported by Chen et al.
(2011), that presented a proteing-protein in-
teraction pair extractor, it consists on a SVM
classifier that exploits a linear kernel with a
complete set of features.

Finally, Simdes et al. (2013) introduced
an approach for Relation Extraction (RE)
based on labeled graph kernels, they pro-
posed an implementation of a random walk
kernel (Neuhaus y Bunke, 2006) that mainly
explores two characteristics: (i) the words be-
tween the candidate entities and (ii) the com-
bined information from different sources.

3. Annotating the DrugDDI

corpus with negations

We followed the Bioscope guidelines in order
to annotate the corpus (Vincze et al., 2008).
The main idea is based in the detection of a
set of negation cues, like 'no’ or not’. Af-
ter this, the scope of the cue is calculated
based on its syntactic context. There are
several systems that annotate the scope of
negation, in our approach we used the one
published by Ballesteros et al. (Ballesteros et
al., 2012), which is publicly available,! rule-
based system that works on biomedical litera-
ture (Bioscope) and the input is just the sen-
tence without any required annotation, which
serves very well for our purposes.

We used as input all the sentences of the
DrugDDI corpus, containing 5,806 sentences
and 579 files. The output was therefore a
set of sentences annotated with the scope of
negation. After applying the system, we ob-
served that there were a set of 1,340 sen-
tences containing negations in the corpus,

"http://minerva.fdi.ucm. es: 8888/
ScopeTagger/
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which conforms 23% of the corpus.

Taking into account that the negation
scope detection system is fully automatic, we
manually checked the outcome correcting the
annotations when needed. In order to do so,
we divided the annotated corpus in 3 different
sets that were assigned to 3 different evalu-
ators. The evaluators checked all the sen-
tences contained in each set and corrected
the sentences that contained annotation er-
rors. After this revision, a different evaluator
revised all the annotations produced by the
other 3 evaluators. Finally, we got the whole
set of 1,340 sentences (correctly) annotated
with the scope of negation.

The algorithm produced errors -according
to the evaluators- in 350 sentences from
the 1,340, including false positives matches
(there were 16 cases). Which means that 74%
of sentences was annotated correctly in an
automatic way, when considering a full scope
match. The main errors produced by the al-
gorithm were related with the processing of
passive voice sentences, commas, and copu-
lative keywords (and, or). In particular the
problem of passive voice sentences was re-
lated with the pattern It + to be + not +
past participle, which seems that it was not
captured by the system, at least in all cases.
The false positives were related with the cue
failure, which is not a negation when it is a
noun modified by an adjective, for instance,
renal failure or heart failure. In the DrugDDI
corpus these words appear always as nouns,
and therefore all of the performed annota-
tions were incorrect.

The following paragraph shows some ex-
amples and corrections made by the evalua-
tors:

= Scope closed in an incorrect way con-
taining words from two different clauses
such as: Example: It is [{not} clear
whether this represents an interaction
with TIKOSYN or the presence of more
severe structural heart disease in pa-
tients on digozin;]. The scope should be
closed in or.

= Scope closed in an incorrect way in
copulative coordinated sentences: Ex-
ample: The following medications have
been administered in clinical trials with
Simulect? with [{no} increase in adverse
reactions: ATG/ALG] , azathioprine,
corticosteroids, cyclosporine, mycophe-

52

-71-

nolate mofetil, and muromonab-CDS3.

= Scope opened incorrectly in coordinated
copulative sentences: Example: In an in
vitro study, cytochrome P450 isozymes
1A2, 246, 2C9, 2C19, 2D6, 2E1, [and
3A4 were{not} inhibited by exposure to
cevimeline].

= Some passive voice sentences were not
detected. In particular, as it is already
mentioned, sentences with the format It
(this and that) + finite form of to be +
not + past participle’. Example: [Con-
comitant use of bromocriptine mesylate
with other ergot alkaloids is{not} recom-
mended].

We also carried out some analysis concern-
ing the number of different cues in the corpus
and the number of different errors observed.
Table 2 shows that not and no are by far
the most frequent cues in the corpus. It can
be observed that the most problematic cue is
neither ... nor.

Cue No. | MODFs | Rate
Not 855 266 31.1%
No 439 58 13.2%
without 47 8 17.0%
Neither ... nor | 14 12 85.7%
Absence 10 5 50%

Lack 8 1 12.5%
cannot 7 4 57.1%

Table 2: Statistics of negations cues in the
corpus and modifications for each cue in the
manual checking process.

We finally explored the sentences that are
not automatically annotated but they indeed
show a negative statement in order to find
false negatives. We looked into several nega-
tions cues that are not detected by the system
such as unaffected, unchanged or nonsignifi-
cant. We detected and corrected 75 different
sentences that belong to this problem.

Here we show some examples of false neg-
atives:

» [The pharmacokinetics of naltrexone
and its major metabolite 6-beta-
naltrezol were {unaffected} following
co-administration with Acamprosate].

s [Mean T maz and mean plasma elimi-
nation half-life of albendazole sulfoxide
were {unchanged}|.




Extracting Drug-Drug interaction from text using negation features

= Monoamine Ozidase Inhibition: Line-
zolid is a reversible, [{nonselective} in-
hibitor of monoamine ozidase].

Therefore, the corpus finally contains
1,399 sentences annotated with the scope of
negation, of which 932 correspond to sen-
tences in which there are at least two drugs
mentioned. It is worth mentioning that there
are 1,731 sentences with 2 or more drug men-
tions but no DDI, and 2,044 with 2 or more
drugs and at least one interaction.

Finally, the extension of the DrugDDI cor-
pus consists of adding a new tag in the an-
notation of each sentence with the scope of
negations. Figure 3 shows an example. The
produced corpus is available for public use.?

4. DDI detection

In this Section, we explain in detail the ex-
periments we carried out by using negation
features. First, we illustrate in detail the
methods we used without negation features,
and then we present our proposed combined
negation method, see figure 4. All the experi-
ments were carried out by using the Stanford
parser® for tokenization and constituent pars-
ing (Cer et al., 2010), and the SVMs provided
by Weka as training engine.

4.1. DDI detection without

negation features

The DDI extraction method consists of four
different processes: (1) initial prepossessing,
(2) feature extraction, (3) Bag of Words com-
putation and (4) classification. The prepro-
cessing step (1) consists of removing some
stop words and tokens, for instance remov-
ing question marks at the beginning of the
sentence. We also carried out a normaliza-
tion task for some tokens due to the usage of
different encoding and processing methods,
mainly HTML tags. In the feature extraction
step (2), we extracted three different feature
sets corresponding to different used relation
extraction methods. The feature extraction
step for global context kernel consists of ex-
tracting fore-between, between, and between-
after tokens that we mentioned in Section 2.
The feature extraction step for shortest path
kernel method included constituent parsing

2http://nil.fdi.ucm.es/sites/default/
files/NegDrugDDI.zip

Shttp://nlp.stanford.edu/software/
lex-parser.shtml
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of the sentence and then extracting short-
est path between two drugs in the gener-
ated parse tree. And for the subtree kernel
we also extracted all subtrees from the men-
tioned constituent parse tree. After extract-
ing features, we applied the BOW method (3)
to generate new feature sets that the SVM
classifier uses. The aim of this step is pro-
ducing a new representation of the instances
which is used in the classification step. And
finally in the classification step (4), we ap-
plied the Weka SVM classifier (Platt, 1998)
(SMO), with a linear composition of features
produced by the BOW method to detect the
interactions among drugs. The Inner product
of new features was used as kernel function
between two new representations.

4.2. DDI detection with negation
features

In this section, we explain our proposed
method that merges negation features with
the features mentioned in Section 4.1. We
divided the corpus in instances affected by
negation and instances without negation
statements. The last ones were classified in
the same way as in Section 4.1, while for
the instances with negations we added nega-
tion features to the representation. The pos-
itive instances were classified in the same
way as previous approaches but the sentences
containing negations were categorized using
negation features in addition to the other pre-
vious features. As in previous subsection, the
combined method for instances containing
negations consists of 4 steps. After a simple
preprocessing step we carried out a feature
extraction process. In this step, we generated
six negation features in addition to three fea-
ture sets corresponding to global context ker-
nel (GCK), Shortest Path and Subtree kernel
methods. Negation feature consists of tokens
inside the negation scope, left side tokens
outside of the negation scope and right side
tokens, and the negation cue tokens, negation
cue, and position of open and closed negation
scope. For instance in the sentence shown in
Figure 3: tokens inside brackets create mid-
dle scope features, right side tokens construct
right features and tokens in the left side of the
negation scope form left scope features. As
in the previous subsection, we used a BOW
method to convert negation string features to
word features. Finally, the new feature set is
used to classify the drug-drug interactions by
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<sentence origld="s0" id="DrugDDI.d291.s0" text="Zidovudine: There is no significant
pharmacokinetic interaction between ZDV and zalcitabine which has been confirmed

clinically.">
<entity seee />
<pa'r oo />

<negaiontag§>2idovudinef. There is <xcope><cue>no</cue> significant pharmacokinetic

«+« clinically</xcope>.</negationtags>

</sentence>

Figure 2: A sentence annotated with the Scope of Negation in our version of the DrugDDI
corpus.

making use of the Weka SVM.

Middle Scope
g i

Left Cue
=

It is [{not} clearthis represents an interaction with TIKOSYN]
or the presence of more severe structural heart disease.

Right Scope

Figure 3: Left, middle and right side scope
and negation cue in a negative sentence.

In summation, our approach is a feature
based method that uses a bag of word kernel
utilizing basic features to compute simple ba-
sic kernels and negation features. We applied
a fast implementation of the support vector
machine provided in Weka, which uses se-
quential minimal optimization. By carrying
out some experiments we also limited the size
of the words in each feature bag in the BOW
approach to 1000 words per feature class.

Corpus

preprocessing

StopWord List

Tokenizer Stanford Parser

Feature extraction

Bag Of Word

Positive instances

[ SVMCIassifier] [ SVMCIassifier]

Classified DDI Set 1 Classified DDI Set 2

| ———

Negative instances

Figure 4: The different processes followed
by our proposed approach.

Negation Features
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5. FEwvaluation

5.1.

In order to demonstrate the improvements
provided by using negation features, our ex-
periments consisted of a 10-fold cross valida-
tion over the training part of the DrugDDI
corpus. Therefore, our results are not di-
rectly comparable to the ones provided in
the DDI challenge (Segura-Bedmar et al.,
2011a). The training DrugDDI corpus con-
tains 437 documents extracted from Drug-
Bank database. It consists of 4267 sentences
with average of 9.8 sentences per document
and 25,209 instances with 2,402 interactions
between different drugs.

Our measurement metrics included true
positive, false positive, false negative, total
number of positive instances, Precision, Re-
call and F-1 score.

Evaluation Setup

5.2. Results

Table 3 shows the outcomes of the exper-
iments by computing the metrics and by
training over the DDI corpus. The ta-
ble shows results for Global context ker-
nel (GCK), Subtree and shortest path ker-
nel (SubtreeK) and corresponding combined
negation methods (GCKNS = GCK with
negation features; SubtreeKNS = Subtree
kernel with negation features). The first
three rows of the table show the performance
of the three basic kernels and the last three
ones (with NS postfix) show the outcomes for
the combined version that includes negation
features. The best result was obtained with
GCKNS, and the worst result was obtained
by the shortest path tree approach. More-
over, the best improvement was obtained
by the GCK approach; it improves 3.8 per-
centual points of the F score.

As we can see in the table, there is an
improved performance when we applied the
negation features for classification. This fact
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Method TP | FP | FN |Total| P R F1

GCK: 9021|1094 | 1500 | 2402 | 0.4520.376 [ 0.410
SubtreeK: 818 | 1105 | 1584 | 2402 | 0.425]0.341 [ 0.378
ShortestPathTK: 79511066 | 1607 | 2402 | 0.427]0.331 (0.373
GCKNS: 9871021 | 1415 | 2402 | 0.492]0.411 | 0.448
SubtreeKNS: 919 | 1280 | 1483 | 2402 | 0.418]0.383 [ 0.399
ShortestPathTKNS: || 936 | 1240 | 1466 | 2402 | 0.430 | 0.390 | 0.409

Table 3:

10- cross validation results for the methods that do not use negation features and the

methods that use negation features.

demonstrates our hypothesis and the empha-
sizes the purpose of the present work.

6.

Due to the huge amount of drug related in-
formation in bio-medical documents and the
importance of detecting dangerous drug-drug
interactions in medical treatments, we believe
that implementing automatic Drug-Drug in-
teraction extraction methods from text is
critical. The DrugDDI corpus is the first
annotated corpus for Dug-Drug interaction
tasks used in the DDI Extraction 2011 chal-
lenge.

In this paper, after reviewing related
work on biomedical relation extraction, we
first explained the process of annotating the
DrugDDI corpus with negation tags; and
then we explored the performance of combing
negation features with three simple relation
extraction methods. Our results show the su-
perior performance of the combined method
utilizing negation features over the three ba-
sic experimented relation extraction meth-
ods.

However, the experiments also show that
the application of negation features can in-
deed improve the relation extraction perfor-
mance but the obtained improvement clearly
depends on the number and rate of positive
and negative relations, rate of negative cues
in the corpus, and other relation extraction
features. It is also true that combining nega-
tion features with a huge number of other fea-
tures may not improve the performance and
even may hurt the final result, and this is
why we used a limited number of features.
It is therefore obvious that corpora having
more sentences with negation cues can bene-
fit more from using negation features.

For further work, we plan to use a different
type of annotation such as negation events

Conclusions and Future Work
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instead of scopes, and also handling hedge
cues and speculative statements in conjunc-
tion with negations.
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Abstract
Detecting drug-drug interactions (DDI) is an important research field in pharmacology and medicine and several publications report every
year the negative effect of combining drugs and chemical treatments. The DrugDDI corpus is a collection of documents derived from the
DrugBank database and contains manual annotations for interactions between drugs. We have investigated the negated statements in this
corpus and found that they consist of approximately 21% of its sentences. Previous works have shown that considering features related
to negation can improve results for the DDI task. The main goal of this paper is to describe the process for annotating the DDI-DrugBank
corpus with negation cues and scopes, to show the correlations between these and the DDI annotations and to demonstrate that negations
can be used as features for a DDI detection system. Basic experiments have been carried out to show the benefits when considering
negations in the DDI task. We believe that the extended corpus can be a significant progress in training and testing algorithms for DDi

extraction.

Keywords: Negation detection, Drug-Drug Interaction,
Relation extraction

1. Introduction

A drug-drug interaction (DDI) usually occurs when one
drug changes the level of activity of another drug. Accord-
ing to FDA’s reports and acknowledged surveys (Gurwitz et
al., 2000), over 2 million serious Adverse Drug Reactions
(ADRs) occur in the United States every year, including the
register of one hundred thousand deceases (Lazarou et al.,
1998). Moreover, 3.5% of these deaths are due to drug-drug
interaction (Martin, 1990). Detecting and identifying inter-
actions between drugs is a crucial field of research given
the high risks of most drug-drug interactions and the impor-
tance of patient safety and health care cost control. Many
academic researchers and pharmaceutical companies have
developed databases where DDI are recorded, but most of
the research and valuable information is still only found in
unstructured text documents, such as scientific publications
and technical reports.

Information extraction is an important task in natural lan-
guage processing (NLP) and has also been used in many
applications in the biomedical domain, ranging from sim-
ple binary relationships to complex and hierarchical rela-
tion extraction (McDonald et al., 2005). Recent research on
biomedical information extraction has focused on biologi-
cal entities and relationships, since many annotated corpora
are available for this purpose, which are valuable resources
for repeatable automatic training and evaluation of NLP
techniques. For instance, several corpora have been anno-
tated for protein-protein or gene-protein interactions, such
as Aimed (Bunescu et al., 2005), LLL (Nedellec, 2005),
IEPA (Ding et al., 2002) or BioCreAtIvE-PPI(Krallinger et
al., 2008)).

A DrugDDI corpus was initially developed by (Segura-
Bedmar et al.,, 2011a) based on a set of 579 xml files
describing DDIs which was randomly collected from the
DrugBank database (Wishart et al., 2007). The UMLS
MetaMap (MMTXx) tool (Aronson, 2001) was used to anal-

yse the corpus and was manually annotated with the help of
pharmacist experts (DDI 2011 corpus). With the aim of en-
couraging researchers to explore new methods for extract-
ing drug-drug interactions, the first DDI Extraction chal-
lenge task! was held in 2011 with the participation of ten
teams (Segura-Bedmar et al., 2011b). The best results were
an F-measure of 65.74%, a precision of 65.04% and a re-
call of 71.92% in detecting and classifying DDIs (Thomas
et al., 2011). A second challenge was held on 2013 as
part of SemEval: the DDI Extraction2013%. A new cor-
pus was developed which included the corpus used in 2011
(DDI-DrugBank 2013) as well as Medline abstracts. Par-
ticipating teams developed solutions based on supervised
and sentence-level relation extraction methods and the best
F1 score obtained was 80%. According to Segura and her
colleagues, increasing the size of the corpus and optimizing
the quality of annotations have contributed to this improve-
ment (Segura-Bedmar et al., 2013).

The DDI-DrugBank 2013 corpus is a useful resource for
performing comparable experiments and for investigating
relation extraction methods. However, one limitation of
this corpus is the lack of negation annotation. For instance,
in the sentence below, an interaction between itraconazole
and S-ketamine drugs could be identified if negation is ig-
nored.

Ticlopidine treatment increased the mean area under the
plasma concentration-time curve extrapolated to infinity
(AUC(0-)) of oral ketamine by 2.4-fold, whereas itracona-
zole treatment did not increase the exposure to S-ketamine.
Negation is frequently used in clinical and biomedical doc-
uments and it is an important cause of low precision in
automated indexing systems (Chapman et al., 2002). For
instance, Chapman has observed that 95% to 99% of the
searched reports would state no signs of fracture or similar

"http://labda.inf.uc3m.es/
DDIExtraction2011/

http://www.cs.york.ac.uk/semeval-2013/
task9/




expressions in a certain radiology report database (Chap-
man et al., 2002). As a result, identifying negative state-
ments is an important task to obtain accurate knowledge
from textual data.

In previous work (Bokharaeian et al., 2013), the DDI 2011
corpus was annotated with negations (NegDrugDDI cor-
pus) and a basic experiment showed that improvements in
drug-drug interactions can be obtained when considering
annotations for negations. Additionally, the best-scoring
team in the DrugDDI 2013 challenge also use negation in-
formation in their system (Chowdhury et al., 2013).

In this paper, we describe the annotation of the DDI-
DrugBank 2013 corpus with negation cues and scopes, the
hereafter called NegDDI-DrugBank 2013, following the
BioScope guidelines (Szarvas et al., 2008). We also present
the correlations between the negation annotations and the
position of the drugs in a sentence. Finally, we have per-
formed some experiments with the TEES event extraction
tool (Bjorne and Salakoski, 2013) to confirm the positive
effect of the negation annotations for the DDI task.

In Section 2, we present related work on previous corpora
annotated with negation, while Section 3 describes corpora
annotated with drug-drug interactions. In Section 4, the
annotation process and the obtained results are described.
Section 5 presents the correlations between DDI and nega-
tion that have been found in the extended corpus while Sec-
tion 6 shows the experiments carried out to confirm the
effects of negation annotations for the DDI task. Finally,
Section 7 presents discussions and suggestions for future
works.

2. Corpora annotated with negation

In this section, we review the main corpora annotated with
negation, emphasizing the annotation guidelines that were
followed and the main differences between them.

2.1. Bioscope

Bioscope® (Szarvas et al., 2008) is an open access corpus
of biomedical documents, manually annotated with nega-
tion and speculation. It contains more than 20,000 sen-
tences which are split in three collections: clinical docu-
ments (6,383 sentences, 863 with negations), scientific pa-
pers (2,670 sentences, 339 with negations) and scientific
abstracts (11,871 sentences, 1,597 with negations). All the
sentences which assert the non-existence of something are
annotated, including sentences which do not contain any
biomecial term. Each negated sentence is annotated with
information about the negation cue and the scope of nega-
tion.

The annotation of Bioscope followed a min-max strategy:
the minimal unit that expresses negation is considered the
negation cue (min strategy) and the scope is extended to the
largest syntactic unit possible (max strategy). The nega-
tion cue is always included in the scope. However, it is
worth emphasizing that when the scope is opened at the
cue and continues to the right of the cue (around 90% of
the cases), the scope affected by the cue leaves the subject
out. This corresponds to sentences in active voice which

3http: //www.inf.u-szeged.hu/rgai/bioscope

are the most frequent case. Additionally, there are cases in
which the scope is opened to the left of the cue. The most
frequent ones are the structures in passive voice. As shown
in (Szarvas et al., 2008), passive voice is an exception in
the way of tagging sentences in Bioscope. In this case, the
subject is annotated within the scope, because if the sen-
tence had been written in active voice, it would have been
the object of a transitive verb.

2.2. SFU Review Corpus

SFU Review Corpus (Konstantinova et al., 2012) is a freely
available corpus annotated with negation and speculation.
It consists of 400 documents of movie, book and consumer
product reviews. It is annotated with negative and specula-
tive keywords and their scope. The entire corpus was manu-
ally annotated by one linguist and reviewed by another one.
The guidelines followed during the annotation was an adap-
tation of Bioscope guidelines, which main changes were:

e Negation cues were not included in the scope.
e Coordination was annotated in a different way.

e Sentences with negation cue and without scope were
possible.

2.3. ConanDoyle-neg

ConanDoyle-neg (Morante and Daelemans, 2012) was re-
leased in conjunction with the 2012 shared task on NR
hosted by The First Joint Conference on Lexical and Com-
putational Semantics (*SEM 2012). It is a corpus of Arthur
Conan Doyle’s stories manually annotated with negation
cues and their scope. The annotation was performed by
two annotators using the Salto Tool.

The following is annotated in each sentence which contain
negation statements: the negation cue, its scope and the
negated event. For example, in the sentence “After mine
I asked no questions” no is identified as the negation cue,
after mine I asked questions is identified as the scope and
asked is the negated event.

This corpus annotation was inspired by the guidelines of
Bioscope, but with several differences, being the following
the most important ones:

e The negated event is annotated.
e Negation cues are not included in the scope.
e Scopes can be discontinuous.

e All arguments of the negated event are included in the
scope, including the subject (which in Bioscope cor-
pus was kept out in active sentences).

e Affixal cues are annotated. If the scope of a negation
cue is not explicit, the negation cue is marked as such,
but the scope is not annotated. If the scope is recover-
able from the same sentence, it is added to the scope.

The domain of this corpus is very restrictive so some con-
structions that are typical in other domains are left out. For
instance, constructions that express absence of an entity,
which are very frequent in biomedial texts, are not included
in this corpus.
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2.4. UAM Spanish Treebank

UAM Spanish Treebank (Moreno Sandoval et al., 2003) is
a corpus composed of 1,501 syntactically annotated sen-
tences derived from Spanish newspapers. The syntactic an-
notation was extended with annotations for negation. An-
notation of negation was carried out by two experts in Cor-
pus Linguistics. The annotation guidelines were very simi-
lar to those of Bioscope, except for one main difference: all
arguments of the negated events are included in the scope,
including the subject (which were kept out in active sen-
tences in the Bioscope corpus).

3. Drug-drug interaction annotation

The DDI 2011 corpus was the first annotated corpus deal-
ing with the interaction phenomenon between drugs. The
corpus was designed by (Segura-Bedmar et al., 2011a) in
order to encourage the NLP community to conduct fur-
ther research in the field of pharmacology. A set of 579
xml files describing DDIs was randomly collected from the
DrugBank database (Wishart et al., 2007). The corpus was
analyzed by the UMLS MetaMap tool (MMTX) (Aronson,
2001) and was manually annotated with the help of phar-
macist experts.

This corpus is provided in the unified format used for PPI
corpora proposed in (Pyysalo et al., 2008) (see Figure 1).
Each entity (drug) includes reference (origld) to the id
phrase in the MMTX format corpus text in which the corre-
sponding drug appears. For each sentence in the corpus, all
DDI candidate pairs are generated from the possible combi-
nation of different drugs appearing therein. Each DDI can-
didate pair is represented as a pair node in which the ids
of the interacting drugs are registered in its e/ and e2 at-
tributes. If the pair is a DDI, the interaction attribute must
be set to true, otherwise this attribute must be set to false.
The DDI-DrugBank 2013 corpus was developed for the
DDI Extraction 2013 SemEval task and includes part of the
the DDI 2011 corpus. Concretely, new documents were an-
notated from the DrugBank database and were used for the
test dataset (DDI-DrugBank Test 2013 corpus), while 572
documents from the previous corpus were used as training
dataset (DDI-DrugBank Train 2013 corpus). Therefore, the
DDI-DrugBank 2013 corpus contains a total of 730 docu-
ments. A dataset of 233 MedLine abstracts (DDI-MedLine
2013 corpus) was also annotated for the 2013 shared task,
however, in this work we have concentrated on the Drug-
Bank documents.

Table 1 shows basic statistics of the DDI-DrugBank 2013
corpus. It contains 6,648 sentences with 9.1 sentences per
document on average. The average number of drug men-
tions per document was 21.15, and the average number of
drug mentions per sentence was 2.4. Finally, among the
31,270 candidate drug pairs, only 4,672 (14.94%) were an-
notated as positive interactions, (i.e., DDIs), while 26,598
(85.06%) were marked as negative interactions (i.e., non-
DDIs). There is a much larger proportion of negative in-
stances than positive ones.

All drug-drug interactions in the DDI-DrugBank 2013 cor-
pus was also annotated with one of the following four in-
teraction types: advice, effect, mechanism and int. The
advice type corresponds to an advice or recommendation

regarding the concomitant use of the two drugs, the effect
category refers to the effect of DDIs, the mechanism type
were assigned to DDIs which describe pharmacodynamic
or pharmacokinetic mechanism and the default int category
is used otherwise. More detailed definition of the types can
be found at (Segura-Bedmar et al., 2013). With respect
to the distribution of categories, as can be seen in Table 2,
there is a smaller number of instances for categories int and
advice and effect type is the most frequent.

4. Annotating DDI-DrugBank corpus with
negation

The aim of this paper is to extend a drug-drug interactions
corpus (DDI-DrugBank 2013) with annotations for nega-
tion, the NegDDI-DrugBank 2013, as none of the exist-
ing corpora meets this requirement. All the sentences in
the original corpus were annotated, which conforms 6,648
sentences from 730 files. For the DDI DrugBank 2013
training dataset, annotations from the NegDrugDDI cor-
pus (Bokharaeian et al., 2013) have been transferred to the
NegDDI-DrugBank 2013 corpus and then reviewed, given
that there were some discrepancies between the documents
from the two DDI editions.

For the DDI DrugBank 2013 test dataset, a first annota-
tion was done with the rule based system (Ballesteros et
al., 2012), which follows the BioScope guidelines to anno-
tate sentences with negation. The annotation consisted on
adding two new tags, the cue and the scope of the nega-
tions, as depicted in Figure 3. The pre-annotation automat-
ically obtained was then reviewed by four annotators using
the Brat NLP annotation tool*. Brat is a web based soft-
ware tool which was developed for rich annotating which
has proven to decrease the annotation time and to increase
the quality of the resulting annotations (Stenetorp et al.,
2012). A screenshot of the NegDDI-DrugBank 2013 cor-
pus as visualized in the tool is shown in Figure 2. The test
dataset was split in four parts, one for each annotator, who
have manually corrected the automatically generated anno-
tations, whenever necessary, and have added the missing
ones. Subsequently, the more experienced annotator re-
viewed all the annotations to ensure coherence. According
to the annotators, 18 modifications have been done. That is,
the algorithm have annotated the majority of the sentences
correctly. The extended corpus is available for public use >.
We have performed an analysis on the number of distinct
cues in the entire NegDDI-DrugBank 2013 corpus and the
number of different problematic annotation that were ob-
served. This analysis is shown in Table 3. As can be
seen in this table, not and no are by far the most frequent
cues in the corpora: 1018 and 498 occurrences. However,
more changes have been performed with cue not, 27.41%
of changes. On the other hand, it can be observed that the
most problematic cue is neither ... nor ..., with a 85.71% of
changes. It is due to the difficult double cue pattern associ-
ated to this cue. Most of the errors with the other cues are
associated with problems detecting certain patterns of pas-

‘http://brat.nlplab.org/
Shttp://nil.fdi.ucm.es/sites/default/
files/NegDDI_DrugBank.zip
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—<sentence id="DrugDDI.d346.s0" origld="s0" text="Uricosuric Agents: Aspirin may decrease the effects of probenecid,

sulfinpyrazone, and phenylbutazone.">
<entity id="DrugDDI.d346.50.e0" origld="s0.p0" charOffset="0-17" type="drug" text="Uricosuric Agents"/>
<entity id="DrugDDI.d346.50.e1" origld="s0.p2" charOffset="19-26" type="drug" text="Aspirin"/>
<entity id="DrugDDI.d346.50.e2" origld="s0.p6" charOffset="55-65" type="drug" text="probenecid"/>
<entity id="DrugDDI.d346.s0.e3" origld="s0.p7" charOffset="67-81" type="drug" text="sulfinpyrazone"/>
<entity id="DrugDDI.d346.50.e4" origld="s0.p9" charOffset="87-101" type="drug" text="phenylbutazone"/>
<pair id="DrugDDI.d346.s0.p0" e1="DrugDDI.d346.50.e0" e2="DrugDDI1.d346.s0.e1" interaction="false"/>
<pair id="DrugDDI.d346.s0.p1" e1="DrugDDI.d346.50.e0" e2="DrugDDI1.d346.s0.e2" interaction="false"/>
<pair id="DrugDDI.d346.50.p2" e1="DrugDDI.d346.s0.e0" e2="DrugDDI1.d346.50.e3" interaction="false"/>
<pair id="DrugDDI.d346.s0.p3" e1="DrugDDI.d346.50.e0" e2="DrugDDI1.d346.s0.e4" interaction="false"/>
<pair id="DrugDDI.d346.s0.p4" e1="DrugDDI.d346.s0.e1" e2="DrugDDI1.d346.s0.e2" interaction="true"/>
<pair id="DrugDDI.d346.s0.p5" e1="DrugDDI.d346.s50.e1" e2="DrugDDI1.d346.s0.e3" interaction="true"/>
<pair id="DrugDDI.d346.s0.p6" e1="DrugDDI.d346.s0.e1" e2="DrugDDI1.d346.s0.e4" interaction="true"/>
<pair id="DrugDDI.d346.s0.p7" e1="DrugDDI.d346.50.e2" e2="DrugDDI1.d346.s0.e3" interaction="false"/>
<pair id="DrugDDI.d346.50.p8" e1="DrugDDI.d346.s0.e2" e2="DrugDDI1.d346.50.e4" interaction="false"/>
<pair id="DrugDDI.d346.s0.p9" e1="DrugDDI.d346.50.e3" e2="DrugDDI1.d346.s0.e4" interaction="false"/>

</sentence>

Figure 1: The unified XML format of a sentence in the DrugBank-DDI 2013 corpus.

Number | Avg. per document
Documents 730
Sentences 6,648 9.11
Entities 15,441 21.15
Candidate drug pairs 31,270 42,84 (4.70 per sentence)
Positive interactions (DDIs) 4,672 6.40 (14.94%)
Negative interactions (no DDIs) | 26,598 36.44 (85.06%)

Table 1: Basic statistics of the DDI-DrugBank 2013 corpus.

Training pairs | negative DDIs | positive DDIs | effect | mechanism | advice | int
DrugBank | 26005 22217 3788 1535 1257 818 178
Test pairs | negative DDIs | positive DDIs | effect | mechanism | advice | int
DrugBank | 5265 4381 884 298 278 214 94

Table 2: Statistics of the training and test datasets of the DDI-DrugBank 2013 corpus.

1/ Cholestyramine: Concomitant cholestyramine administration decreased the mean AUC of total ezetimibe approximately 55%.
2 The incremental LDL-C reduction due to adding ezetimibe to cholestyramine may be reduced by this interaction

3 Fibrates: The safety and effectiveness of ezetimibe administered with fibrates have not been established

4 Fibrates may increase cholesterol excretion into the bile, leading to cholelithiasis.

5 a preclinical study in dogs, ezetimibe increased cholesterol in the gallbladder bile.

& Co-administration of ZETIA with fibrates is not recommended until use in patients is studied.
7 Fenofibrate: In a pharmacokinetic study, concomitant fencfibrate administration increased total ezetimibe concentrations approximately 1.5-fold
5 Gemfibrozil: In a pharmacokinetic study, concomitant gemfibrozil administration increased total ezetimibe concentrations appraximately 1.7-fold
- = ) I
9 HMG-CoA reductase inhibitors: No clinically significant pharmacokinetic interactions were seen when zatimibe was co-administered with atonastatin, simastatin, pravastatin, lovastatin, or fluvastatin.
10/ Cyclosporine: The total ezetimibe level increased 12-fold in one renal transplant patient receiving multiple medications, including cyclosporine.

Figure 2: Examples of negation cue and scope annotations.

Cue DDI-DrugBank Train | Changes | DDI-DrugBank Test | Changes | DDI-DrugBank | Total Rate

not 855 266 163 13 1018 279 | 27.41%
no 439 58 59 1 498 59 11.85%
without 47 8 9 4 56 12 21.43%
neither ... nor ... 14 12 0 0 14 12 85.71%
absence 10 5 3 0 13 5 38.46%
lack 8 1 0 0 8 1 12.50%
cannot 7 4 3 0 10 4 40.00%
Total 1380 354 237 18 1617 372 | 23.01%

Table 3: Statistics of the negative cues in the training and test datasets, the changes for each cue during manual checking
and the rate of changes, for the NegDDI-DrugBank 2013.
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<sentence Id="DDI-DrugBank.d297.s4" text="Concurrent therapy with ORENCIA and TNF antagonists is not recommended.">
<entity charOffset="24-30" id="DDI-DrugBank.d297.s4.e0" text="ORENCIA" type="brand"/>
<entity charOffset="36-50" id="DDI-DrugBank.d297.s4.e1" text="TNF antagonists" type="group"/>
<pair ddi="true" e1="DDI-DrugBank.d297.s4.e0" e2="DDI-DrugBank.d297.s4.e1" id="DDI-DrugBank.d297.s4.p0" type="advise"/>
<negationtags><xcope> Concurrent therapy with ORENCIA and TNF antagonists is <cue>not</cue>

recommended< /xcope>.</negationtags>
</sentence>

Figure 3: The extended unified XML format of a sentence with negation cue in NegDDI-DrugBank corpus.

sive voice sentences and with the bad processing of com-
mas and copulative keywords.

5. Analysis of correlations between
negations and DDI annotations

NegDDI-DrugBank 2013 corpus contains 1,448 sentences
with at least one negation scope, which correspond to
21.78% of the sentences (4). This confirm the statement
that negation is frequently used in clinical and biomedical
documents, and particularly, in pharmacological documents
describing drug activity.

Table 5 shows the correlations between the annotations for
negation scopes and the position of the two candidate drugs
that represent a DDI. The first two columns indicate the
position of the drugs, there are 5 possibilities:

e both drugs inside of the negation scope (inside, in-
side).

e both drugs outside of the negation scope but on the
right hand side of the sentence (right, right).

e both drugs outside of the negation scope but on the left
hand side of the sentence (left, left).

e one drug inside the negation scope but the other one
outside on the right-hand side (inside, right).

e one drug inside the negation scope but the other one
outside on the left hand side (inside, left).

For instance, Figure 3 shows a sentence with a negation cue
and two drug which are both inside of the negation scope.
We can conclude from this data that, in the majority of the
cases (around 90%), there is no DDI when a negation scope
is present. With respect to the position of the drugs, the best
correlation occurs when both drugs are inside the negation
scope (93.78%), while the worst correlation occurs when
one drug is inside and the other one is outside or on the
right hand side (88.43%).

The correlation between DDI type and drug positions com-
pared to negation scope has also been analyzed. As Table 6
confirms, there is a clear correlation between the DDI type
and relative candidate drug positions to negation scope.
The highest correlation can be seen when both candidate
drugs are inside the negation scope and DDI type is advice
(78.65% of all advice type cases with negation cue mention
a positive DDI). For instance in the below sentence:
<xcope>It is recommended that the combination of in-
travenous dantrolene sodium and calcium channel block-
ers, such as verapamil, <cue>not </cue>be used together
during the management of malignant hyperthermia crisis

until the relevance of these findings to humans is estab-
lished. </xcope>

The candidate drugs (dantrolene sodium and verapamil) are
both inside of the negation scope and the advice type was
assigned to the DDI.

The other three DDI types (effect, mechanism and int)
have a similar behavior regarding the correlation between
DDI type and candidate drug positions. For instance, for
all of them, percentages are low (effect= 4.49%, mecha-
nism=16.8% and 0% for int) when two candidate drugs are
inside the scope.

Table 7 shows the average of correlations between the DDI
type and candidate drug positions. As can be seen there is
a significant difference between advice type and the other
three DDI types. The 53.87% of the sentences with nega-
tion that contains a positive DDI correspond to advice type
and the 1.3% of the sentences with negation that contains a
positive DDI correspond to int type.

We can conclude that the position of entities regarding the
scope of negation is an important factor in determining the
effect of negation and the candidate DDIs.

On the other hand, regarding to Drug-Drug Interaction
relation, recommended and advised words have negative
polarity. In fact recommendation is used to avoid co-
administration of two drugs, instead of recommending
them, but effect, excretion and interact phrases have pos-
itive polarities. Consequently, classifying and extracting
positive DDIs should consider these important factors in
addition to other syntactic factors that are usually em-
ployed.

Our analysis shows that we need semantic and polarity-
based processing to efficiently employ negation informa-
tion in relation extraction task. For instance, the two sen-
tences below are in passive voice and they have similar
length and annotations for negations. The first one men-
tions a drug-drug interaction in an advisory notion, while
the second one explains a mechanism for possible drug in-
teraction, but does not mention a DDI. In both sentences,
two drug names are inside the negation scope and related
verb and adverbs are also inside of scope. These two sen-
tences are good examples that deep and semantic process-
ing are needed to employ negation in detecting positive
drug-drug interactions.

e <xcope>Concurrent therapy with OREN-
CIA and TNF antagonists is <cue>not</cue>
recommended. < /xcope>

e <xcope>This small decrease in ec of gabapentin by
cimetidine is <cue>not</cue> expected </xcope> to
be of clinical importance.
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Number | Percentage (%)
Documents 730
Sentences 6,648
Sentences with negation 1,448 21.78
Sentences without negation 5200 78.22

Table 4: Basic statistics from the NegDDI-DrugBank 2013 corpus

Druglposition | Drug2position | DDI | Train | Test | Total | Percentage (%)
inside inside false 613 730 1343 93.78
inside inside true 39 50 89 6.63
left left false 141 1191 | 1332 89.82
left left true 27 124 151 11.34
right right false 101 819 920 92.56
right right true 12 62 74 8.04
inside left false 256 921 1177 92.31
inside left true 6 92 98 8.33
inside right false 52 437 489 88.43
inside right true 7 57 64 13.09

Table 5: Correlations between DDI and drug positions compared to negation scope for the NegDDI-DrugBank 2013 corpus.
The third column indicates if the candidate DDI associated with the annotation is true or false. The fourth and fifth columns
indicate if the correlation appears in the training or in the test dataset. Finally, the last column indicates the total of possible
correlations of each type and the corresponding percentage.

Druglposition | Drug2position | Type Total | Percentage (%)
inside inside advise 70 78.65
left left advise 50 33.11
right right advise 24 3243
inside right advise 37 57.81
inside left advise 66 67.34
inside inside effect 4 4.49
left left effect 56 37.08
right right effect 14 18.91
inside left effect 26 26.53
inside right effect 15 23.43
inside inside mechanism 15 16.85
left left mechanism 44 29.13
right right mechansim 34 45.94
inside left mechanism 6 6.12
inside right mechanism 10 15.62
inside inside int 0 0
left left int 1 0.66
right right int 2 2.l
inside left int 0 0
inside right int 2 812

Table 6: Correlations between positive DDI and drug position compared to negation scope. The last columns show the total
of possible correlations of each type and the corresponding percentage.

Type Total | Average (%)
advise 247 53.87

effect 115 22.01
mechanism | 129 26.81

int 5] 1.3

Table 7: Total average correlations between DDI type and candidate drug positions

6. Exploring negation features event extraction software tool® to verify the effects of the
negation annotations in a relation extraction task. TEES
is a well known machine-learning based tool for extract-

In addition to extending the DDI-DrugBank 2013 corpus,
we carried out experiments using the version 2.1 of TEES Shttp://jbjorne.github.io/TEES/
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ing text-bound graphs from natural language text and has
shown successful performance in many binary relationship
and event extraction tasks (Bjorne and Salakoski, 2013).
TEES supports negation detection using the schema used in
the BioNLP Genia event Extraction tasks’, where a nega-
tion attribute is assigned to the event, but no cue or scope
are annotated. When performing our experiments with
TEES, we have added the negation cues and scopes as ad-
ditional entities with the corresponding entity types (“cue”
or ’xscope”).

We have carried out experiments only with the training
dataset (NegDDI-DrugBank Train 2013), i.e., training and
testing on the 572 documents dataset (90% and 10%,
respectively), and using the complete corpus (NegDDI-
DrugBank 2013), i.e., the training dataset of the 2013
edition for training (i.e., 572 documents) and testing on
the test dataset of the 2013 edition (i.e., 158 documents).
For each of these experiments, we considered three situa-
tions: the original corpus without any negation annotations,
the addition of only the negation cues and also consider-
ing the scope annotations. Results are presented in Table
8. Results show that we get different responses for each
of the experiments when considering the negation anno-
tations, nonetheless, both of them positive. When using
only the training dataset, the number of true positives does
not change much, but TEES returns less false positives, i.e,
higher precision, without the degradation of the recall, thus,
also with an improvement on the F-score. However, con-
trary to what was expected, the negation annotations had
more effect on the recall for the 2013 test dataset, i.e., de-
crease of false negatives, instead on the precision, thus the
additional true positives. A future error analysis on the re-
sults returned by TEES will shed some light on this behav-
ior and give use some insights on how to better use negation
annotations for drug-drug interactions.

7. Conclusions and Future Work

We have annotated the DDI-DrugBank 2013 corpus with
annotations for negation following BioScope guidelines. It
consists of 730 files with 6,648 sentences extracted from
the DrugBank database. The extended corpus (NegDDI-
DrugBank 2013) contains 1,448 sentences with at least one
negation scope. This is the 21.78% of the sentences, con-
firming the tendency of use of negation expressions on
biomedical documents.

We have computed correlations between the DDI and nega-
tion annotations present in the corpus. We can conclude
that all these effective factors should be considered as po-
tential features for a machine learning based method or in
combination with a rule based system for extracting posi-
tive DDI from sentences with negation.

We plan to continue exploring the effect of features ex-
tracted from negation annotations in the DDI task, given the
promising results which have been obtained in the prelim-
inary experiments carried out with TEES, which explored
only indirectly the potentials of negation cue and scope an-
notations.

"http://bionlp.dbcls. jp/redmine/projects/
bionlp-st-ge-2013/wiki/Wiki

Additionally, we plan to extend the annotations to the DDI-
MedLine 2013 corpus. We expect differences in these an-
notations due of the language used in scientific publica-
tions.

Finally, we have used BioScope guidelines to annotate the
NegDDI-DrugBank 2013 corpus but we plan to explore
other guidelines as well, such as the one considered in
*SEM conference (Morante and Blanco, 2012).
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Abstract

A drug-drug interaction (DDI) occurs when
one drug affects the level or activity of another
drug. Semeval 2013 DDI Extraction challenge
is going to be held with the aim of identify-
ing the state of the art relation extraction algo-
rithms. In this paper we firstly review some of
the existing approaches in relation extraction
generally and biomedical relations especially.
And secondly we will explain our SVM based
approaches that use lexical, morphosyntactic
and parse tree features. Our combination of
sequence and tree kernels have shown promis-
ing performance with a best result of 0.54 F1
macroaverage on the test dataset.

1 Introduction

A drug-drug interaction occurs when one drug af-
fects the level or activity of another drug, for in-
stance, drug concentrations. This interaction can
result on reducing its effectiveness or possibly in-
creasing its side effects (Stockley, 2007). There are
some helpful DDIs but most of them are danger-
ous (Aronson, 2007), for example, patients that take
clarithromycin and glibenclamide concurrently may
experiment hypoglycaemia.

There is a great amount of information about DDI
described in papers that health experts have to con-
sult in order to be updated. The development of tools
for extracting this type of information from biomed-
ical texts would produce a clear benefit for these pro-
fessionals reducing the time necessary to review the
literature. Semeval 2013 DDI Extraction challenge
decided to being held with the aim of identifying the
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state of the art algorithms for automatically extract-
ing DDI from biomedical articles. This challenge
has two tasks: recognition and classification of drug
names and extraction of drug-drug interactions. For
the second task, the input corpus contains annota-
tions with the drug names.

A previous Workshop on Drug-Drug Interaction
Extraction (Segura-Bedmar et al., 2011) was held
in 2011 in Huelva, Spain. The main difference is
that the new challenge includes the classification of
the drug-drug interactions in four types depending
on the information that is described in the sentence
making the task much more complicated than be-
fore. Additionally the current task involves DDIs
from two different corpora with different character-
istics (Segura-Bedmar et al., 2013).

We participated in the task of extracting drug-drug
interactions with two approaches that exploit a rich
set of tree and sequence features. Our implemented
methods utilize a SVM classifier with a linear ker-
nel and a rich set of lexical, morphosyntactic and se-
mantic features (e.g. trigger words) extracted from
texts. In addition some tree features such as shortest
path and subtree features are used.

2 Related work

Due to the importance of detecting biological and
medical relations several methods have been applied
for extracting biological relation information from
text. In (Song et al., 2010) is presented a method for
extracting protein-protein interaction (PPI) through
combination of an active learning technique and a
semi-supervised SVM.

Another motivating work can be found in (Chen et

Second Joint Conference on Lexical and Computational Semantics (*SEM), Volume 2: Seventh International Workshop on Semantic
Evaluation (SemEval 2013), pages 644-650, Atlanta, Georgia, June 14-15, 2013. (©2013 Association for Computational Linguistics




al., 2011) in which a PPI Pair Extractor was devel-
oped that consists of a SVM for binary classification
which exploits a linear kernel with a rich set of fea-
tures based on linguistic analysis, contextual words,
interaction words, interaction patterns and specific
domain information.

Another PPI extraction method have been devel-
oped in (Li et al., 2010). They have applied an en-
semble kernel composed of a feature-based kernel
and a structure-based kernel. A more recent research
on tree kernels has been carried out by (Guodong
et al,, 2010). They have introduced a context-
sensitive convolution tree kernel, which specifies
both context-free and context-sensitive sub-trees by
taking into account the paths of their ancestor nodes
as their contexts to capture structural information in
the tree structure. A recent work (Simodes et al.,
2013) has introduced an approach for Relationship
Extraction (RE) based on labeled graph kernels. The
proposed kernel is a specification of a random walk
kernel that exploits two properties: the words be-
tween the candidate entities and the combination of
information from distinct sources. A comparative
survey regarding different kernel based approaches
and their performance can be found in (Frunza and
Inkpen, 2008).

Using external knowledge and resources to the
target sentence is another research direction in the
relation extraction task that Chan and Roth have
investigated in (Chan and Roth, 2010). They
have reported some improvements by using exter-
nal sources such as Wikipedia, comparing to basic
supervised learning systems. Thomas and his col-
leagues in (Thomas et al., 2011) have developed
a majority voting ensemble of contrasting machine
learning methods using different linguistic feature
spaces.

A more systematic and high quality investigation
about feature selection in kernel based relation ex-
pression can be found in (Jiang and Zhai, 2011).
They have explored a large space of features for re-
lation extraction and assess the effectiveness of se-
quences, syntactic parse trees and dependency parse
trees as feature subspaces and sentence representa-
tion. They conclude that, by means of a set of ba-
sic unit features from each subspace, a reasonably
good performance can be achieved. But when the
three subspaces are combined, the performance can
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slightly improve, which shows sequence, syntactic
and dependency relations have much overlap for the
task of relation extraction.

Although most of the previous researches in
biomedical domain has been carried out with respect
to protein-protein interaction extraction, and more
recently on drug-drug interaction extraction, other
types of biomedical relations are being studied: e.g.
gene-disease (Airola et al., 2008), disease-treatment
(Jung et al., 2012) and drug-disease.

3 Dataset

The dataset for the DDIExtraction 2013 task con-
tains documents from two sources. It includes Med-
Line abstracts and documents from the DrugBank
database describing drug-drug interactions (Segura-
Bedmar et al., 2013). These documents are anno-
tated with drug entities and with information about
drug pair interactions: true or false.

In the training corpus the interaction type is also
annotated. There are 4 types of interactions: effect,
mechanism, int, advice.

The challenge corpus is divided into training and
evaluation datasets (Table 1). The DrugBank train-
ing data consists of 572 documents with 5675 sen-
tences. This subset contains 12929 entities and
26005 drug pair interactions. On the other hand, the
MedLine training data consists of 142 abstracts with
1301 sentences, 1836 entities and 1787 pairs.

The distribution of positive and negative exam-
ples are similar in both subsets, 12.98% of positives
instances on MedLine and 14.57% on DrugBank.
With respect to the distribution of categories, the fig-
ures show that there is a small number of positive
instances for categories int and advice on the Med-
Line subset. The effect type is the most frequent,
outmatching itself on the MedLine subset.

The evaluation corpus contains 158 abstracts with
973 sentences and 5265 drug pair interactions from
Drugbank, and 33 abstracts with 326 sentences and
451 drug pair interactions from Medline. It is worth
to emphasize that the distribution of positive and
negative examples is a bit greater (2.22%) in the
DrugBank subset compared to the training data, but
is almost doubled with respect to MedLine (12,98%
to 21,06%). The categories advice and int have very
few positive instances in the MedLine subset.
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Training pairs | negative DDIs | positive DDIs | effect | mechanism | advice | int
DrugBank || 26005 22217 3788 1535 1257 818 178
MedLine 1787 1555 232 152 62 8 10
Test pairs | negative DDIs | positive DDIs | effect | mechanism | advice | int
DrugBank | 5265 4381 884 298 278 214 94
MedLine 451 356 95 62 24 7 2
Table 1: Basic statistics of the training and test datasets.
4 Method
Corpus

Initially several experiments have been developed to
explore the performance of shallow linguistic (SL)
and parse tree based methods on a subset of the train-
ing corpus. Although the SL kernel achieved consid-
erably good results we have found that the best op-
tion was the combination of different kernels using
linguistic and tree features.

Our implemented kernel based approach consists
of four different processes that have been applied se-
quentially: preprocessing, feature extraction, feature
selection and classification (Figure 1). Our two sub-
mitted results were obtained by two different strate-
gies. In the first outcome, all the DDIs and type of
interactions were extracted in one step, as a 5-class
categorization problem. The second run was carried
out in two steps, initially the DDIs were detected and
then the positively predicted DDIs were used to de-
termine the type of the interaction. In the next sub-
section the four different processes are described.

4.1 Preprocessing

In this phase we have carried out two types of text
preprocessing steps before training the classifier.
We have removed some stop words in special
places in the sentences that clearly were a matter of
concern and caused some inaccuracy, for example,
removing question marks at the beginning of a sen-
tence. We also carried out a normalization task for
some tokens because of usage of different used en-
codings and processing methods, mainly html tags.

4.2 Feature extraction

Initially 49 feature classes were extracted for each
instance that correspond to a drug pair interaction
between Drugl and Drug2:

e Word Features: Include Words of Drugl, words
of Drug2, words between Drugl and Drug2,
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preprocessing |« ———— StopWord List

Stanford Tree Parser

Tokenizer

Stemmer

—
Featureextraction | pos Tagger
Lemmatizer //

Bag of words

Feature Selection

SVM Classifier

Classified DDI

Figure 1: The different processes followed for our two
submitted results.

three words before Drugl and three words after
Drug2. Lemmas and stems of all these words.
We have used TreeTagger to obtain lemmas and
Paice/Husk Stemmer (Paice, 1990) to obtain
stems.

e Morphosyntactic Features: Include Part-of-
speech (POS) tags of each drug words (Drugl
and Drug2), POS of the previous 3 and next 3
words. We have used TreeTagger.

o Constituency parse tree features: Include short-
est path between Drugl and Drug2 in the con-
stituency parse tree, shortest path between first
token in the sentence and Drugl, and shortest
path between Drug2 and last token in the sen-
tence in the parse tree, and all subtrees gener-
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ated from the constituency parse tree. We have
used Stanford parser ! for producing tree fea-
tures.

e Conjunction features: We have produced some
new conjunction features by combination of
different word features and morphosyntactic
features such as POSLEMMA and POSSTEM
for all the words before Drugl, words between
Drugl and Drug2 and words after Drug2.

e verbs features: Include verbs between Drugl
and Drug2, first verb before Drugl and first
verb after Drug2. Their stem, lemma and their
conjunction features are also included.

e negation features: Only if the sentence contains
negation statements. The features extracted in-
clude the left side tokens of the negation scope,
the right side tokens of the negation scope and
the tokens inside the negation scope. We have
used NegEx? as negation detection algorithm.

Finally we have deployed a bag of words ap-
proach (BoW) for each feature class in order to ob-
tain the final representation for each instance. We
have limited the size of the vocabulary in the BoW
representation with a different number depending on
the data subset. We carried out several experiments
to fix these numbers and at the end we have used
1000 words/feature class for MedLine and 6000
words/feature class for DrugBank.

4.3 Feature selection

We have conducted some feature selection experi-
ments to select the best features for improving the
results and reducing running time. We have finally
used Information Gain ranker to eliminate the less
effective features. We have computed the informa-
tion gain for each feature class as the linear combi-
nation of the information gain of each corresponding
word. Empirically we have selected the best 42 fea-
ture classes.

On the other hand, we have done a preliminary
study of the effect of the negation related features.
We have found more than 3000 sentences contain-
ing negation, most of them corresponds to sentences

1 http://nlp.stanford.edu/software/lex-parser.shtml
%http://code.google.com/p/negex/
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associated with negative examples of interactions.
However, these features have been eliminated be-
cause we have not obtained a clear improvement
when we combined them with the other features.

4.4 Classification

First we have performed several experiments with
different supervised machine learning approaches
such as SVM, Naivebayes, Randomtree, Random
forest, Multilayer perceptron in addition to combina-
tion of methods. Finally we decided to use a SVM
approach, the Weka Sequential Minimal Optimiza-
tion (SMO) algorithm. We used the inner product of
the BoW vectors as similarity function.

We have submitted two approaches:

e approach 1: SVM (Weka SMO) with 5 cate-
gories (effect, mechanism, int, advice and null).

e approach 2: We have extracted final results in
two stages. In the first step we have used a
SVM (Weka SMO) with 2 categories (positive
and negative) and then we have used a second
SVM classifier with 4 classes on positive ex-
tracted DDIs to train and extract the type of in-
teraction in the test dataset.

The classifiers have been applied separately with
each data subset, that is, a classifier per approach has
been developed using the DrugBank training subset
and has been evaluated using the DrugBank test sub-
set, and the same process has been applied with the
MedLine training and test subset.

5 Results

In this section we first show the evaluation results
with our two approaches. Secondly an error analy-
sis was carried out with a development set extracted
from the training corpus.

5.1 Test data results

We have submitted two runs that corresponds with
the approaches described in the previous section.
Table 2 shows the results obtained with the first ap-
proach (one step) and Table 3 shows the results with
the second approach (two steps).

It can be observed that the results on detection of
DDI are better with the approach 2: 0.656 against
0.588 on F1. This result is a consequence that we
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Run P R F1

NILUCMI1 (All) 0.632 | 0.464 | 0.535
NILUCM?2 (All) 0.547 | 0.507 | 0.526
NILUCMI1 (Drugbank) || 0.651 | 0.498 | 0.565
NILUCM2 (Drugbank) (| 0.558 | 0.542 | 0.550
NILUCMI1 (Medline) 0.333 | 0.074 | 0.121
NILUCM2 (Medline) 0.221 | 0.073 | 0.110

Table 4: Macroaverage test set results.

have more information to obtain the detection of the
interaction if we use the information from all the dif-
ferent types than if we obtain it joining the results
obtained per each category. With respect to detec-
tion and classification the results are also better with
approach 2 for a similar reason: 0.548 against 0.517
on F1.

With respect to the categories, in the more pop-
ulated ones the general tendency of better results
from approach 2 continues, especially in effect type:
0.556 against 0.489. With respect to advice and int,
the recall is better in approach 2 but the improve-
ment in precision is greater in approachl giving a
better result on F1 to approach 1, especially in int
type: 0.427 against 0.393.

Table 4 shows the macroaverage results separated
by subset data. The best results obtained for ap-
proach 1 are due to that this type of average gives
equal weight to each category, favouring then the
categories with less instances.

Other important insight that can be extracted from
this table is that our results are much better for Drug-
Bank dataset with both approaches. These results
can be justified due to high similarity between sen-
tences in Drugbank training and test corpus. In fact
the Medline corpus commonly has more words un-
related to DDI subjects. In addition to this argument,
the smaller number of training pairs in the Medline
corpus can be other reason to obtain worst results.

5.2 Error analysis

We have extracted a stratified development corpus
from the training corpus in order to perform an error
analysis. We have used a 10% of the training corpus.
It contains 2779 pairs, of which 397 are DDIs. Table
5 shows the results obtained with the two submitted
approaches.
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The results with our development corpus shows
the same tendency, that is, approach 2 is better than
approach 1 on detection of DDI and on microav-
erage classification. On the other hand, results are
higher than those on test corpus because the infor-
mation contained in the development corpus is more
similar to the rest of training corpus than informa-
tion on the test set.

We have performed an analysis of the errors pro-
duced for both approaches in the Detection and
Classification of DDI subtask. The errors obtained
are 112 false positives (Fp) and 116 false negatives
(Fn) associated to approach 1, and 111 false posi-
tives (Fp) and 112 false negatives (Fn) to approach
2. Apart from the comments explained in the pre-
vious section about the small number of instances
on the MedLine subset, we think the main problem
is related with the management of long sentences
with complex syntax. These sentences are more dif-
ficult for our approaches because the complexity of
the sentence generates more errors in the tokenizing
and parsing processes affecting the representation of
the instances both in training and test phases. We
show below some false positives and false negatives
examples.

o The effects of ERGOMAR may be potentiated
by triacetyloleandomycin which inhibits the
metabolism of ergotamine. DrugBank. False
negative.

e Prior administration of 4-methylpyrazole (90
mg kg(-1) body weight) was shown to prevent
the conversion of 1,3-difluoro-2-propanol
(100 mg kg(-1) body weight) to (-)-erythro-
fluorocitrate in vivo and to eliminate the
fluoride and citrate elevations seen in 1,3-
difluoro-2-propanol-intoxicated animals Med-
Line. False negative.

e Drug Interactions with Antacids Administra-
tion of 120 mg of fexofenadine hydrochloride
(2 x 60 mg capsule) within 15 minutes of an
aluminum and magnesium containing antacid
(Maalox ) decreased fexofenadine AUC by
41% and cmax by 43%. DrugBank. False pos-
itive.

o Dexamethasone at 10(-10) M or retinyl acetate
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approach 1 Tp | Fp || Fn |[total| P R F1

Detection of DDI 55713591422 979 |0.608 | 0.569 | 0.588
Detection and classification of DDI || 490|426 (489 979 |0.535|0.501 |0.517
Score for type mechanism 147|122 155| 302 |0.546|0.487{0.515
Score for type effect 2002581160 || 360 |0.437|0.556|0.489
Score for type advice 115| 39 || 106]| 221 [0.747 {0.520|0.613
Score for type int 28 | 7 || 68 || 96 [0.8000.292|0.427

Table 2: Test corpus results (approachl).

approach 2 Tp | Fp | Fn |total|| P R F1

Detection of DDI 631]315|348| 979 ||0.667 || 0.645 |0.656
Detection and classification of DDI || 527 {419 452|979 |0.557|0.538|0.548
Score for type mechanism 146|102 | 156|302 [[0.589 || 0.483|0.531
Score for type effect 210|186 150 360 ||0.530]0.583|0.556
Score for type advice 139] 96 | 82 | 221 {|0.591{[0.6290.610
Score for type int 32 |135]| 64| 96 (|0.478[0.333{0.393

Table 3: Test corpus results (approach2).

approach 1 Tp | Fp || Fn |total| P R F1

Detection of DDI: 292|101/ 1051 397 |0.743]0.736|0.739
Detection and Classification of DDI: || 281|112 | 116 397 |0.715[0.708 | 0.711
approach 2 Tp | Fp || Fn |total| P R F1

Detection of DDI: 296|102 101 397 |0.744|0.746 | 0.745
Detection and Classification of DDI: || 285111 |[ 112 397 [0.720]0.718{0.719

Table 5: Error analysis with a development corpus.

at about 3 X 10(-9) M inhibits proliferation
stimulated by EGF. MedLine. False positive.

6 Conclusions

In this paper we have shown our approaches for
the Semeval 2013 DDI Extraction challenge. We
have explored different combinations of tree and se-
quence features using the Sequential Minimal Opti-
mization algorithm.

The first approach uses a SVM with 5 categories,
and the second one extracts the final results in two
steps: detection with all the categories, and classifi-
cation on the positive instances. The results are bet-
ter for approach 2 mainly due to the improvement on
the detection subtask because the information from
all the categories is used.

We think some of our errors come from using a
general tool (Stanford parser) to obtain the parse tree

649

of the sentences. In the future we are going to ex-
plore other biomedical parsers and tokenizers.

With respect to the data used, we think the Med-
Line dataset needs to be greater in order to ob-
tain more significant analysis and results. Our ap-
proaches are especially affected by this issue be-
cause the small number of positive instances on ad-
vice and int categories implies that the algorithm can
not learn to classify new instances accurately. On
the other hand, although n-fold cross validation is
considered as the best model validation technique,
it was time consuming for DDI and need powerful
processors.

Another interesting future work is related with
the application of simplification techniques in order
to solve the problems in the processing of complex
long sentences (Buyko et al., 2011).
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Abstract

Motivation

Supervised biomedical relation extraction plays an important role in biomedical natural lan-
guage processing, endeavoring to obtain the relations between biomedical entities. Drug-
drug interactions, which are investigated in the present paper, are notably among the criti-
cal biomedical relations. Thus far many methods have been developed with the aim of
extracting DDI relations. However, unfortunately there has been a scarcity of comprehen-
sive studies on the effects of negation, complex sentences, clause dependency, and neu-
tral candidates in the course of DDI extraction from biomedical articles.

Results

Our study proposes clause dependency features and a number of features for identifying
neutral candidates as well as negation cues and scopes. Furthermore, our experiments
indicate that the proposed features significantly improve the performance of the relation
extraction task combined with other kernel methods. We characterize the contribution of
each category of features and finally conclude that neutral candidate features have the
most prominent role among all of the three categories.

Introduction

Extracting biomedical relations from texts is a relatively new, but rapidly growing research
field in natural language processing. Owing to the increasing number of biomedical research
publications and the key role of databases of biomedical relations in biological and medical
research, extracting biomedical relations from scientific articles and text resources is of utmost
importance. Drug-druginteraction (DDI) is, in particular, a widespread concern in medicine,
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and thus, extracting this kind of interaction automatically from texts is of high demand in
BioNLP. Drug-druginteraction usually occurs when one drug alters the activity level of
another drug. According to the reports prepared by the Food and Drug Administration (the
FDA) and other acknowledged studies [1], over 2 million life-threatening DDIs occur in the
United States every year. Many academic researchers and pharmaceutical companies have
developed relational and structural databases, where DDIs are recorded. Nevertheless, most
up-to-date and valuable information is still found only in unstructured research text docu-
ments, including scientific publications and technical reports.

In this paper, we first introduce the basics of three complementary, linguistically driven fea-
ture sets of (i) negation, (ii) clause dependency, and (iii) neutral candidates. The ultimate aim
of this research is to enhance the performance of DDI extraction task by considering and
employing the above-mentioned three operations and feature sets.

First, it is essential to detect negative assertions in most biomedical text-mining tasks, where
the overall purpose s to derive factual knowledge from textual data. According to Loos et al.
[2], negation is a morphosyntactic operation in which a lexical item denies or inverts the mean-
ing of another lexical item or construction. Likewise, a negator is a lexical item that expresses
negation. Negation is commonly utilized in biomedical articles and is an important origin of
low precision in automated information retrieval systems [3]. Generally, two negation detec-
tion methods have been developed and employed for annotating the applied corpora: a linguis-
tic-based approach and an event-oriented approach. Two of the known negation annotated
corpora are the linguistically focused, scope-based BioScope and the event-oriented Genia [4].

Second, identifying the role of clause dependency in complex sentences in DDI detection is
another linguistically driven subject which is investigated in this research. According to Harris
and Rowan [5], a dependent clause is a group of words with a subject and a verb that do not
express a complete thought, cannot stand alone, and usually extend the main clause. An inde-
pendent clause, or main clause, is one that can stand alone as a sentence and express a complete
thought. Consequently, a complex sentence has one independent clause and at least one depen-
dent clause. Moreover, a clause connector is a word that joins clauses in order to form complex
sentences. Coordinators, conjunctive adverbs, and subordinators are three types of connectors.

Miwa et al. [6] have considered clauses in relation extraction task. They have reported some
improvements regarding different types of simplification and clause selection rules which they
have applied. By contrast, in this research we extract new features based on the text or subtree
features in a kernel-based relation extraction method. Our features detect the existence token
or subtree in a dependent or independent clause as well as the type of the clause itself via check-
ing several clause connectors.

Finally, we study the role of neutral DDI candidates in the relation extraction. Most of the
current relation extraction problems and the produced corpora are based on binary relations;
they decide a binary relation between two entities. Similarly, in the DrugDDI corpus [7], the
implemented systems must predict whether or not an interaction between the two drugs has
occurred. Although detecting DDI interactions is the main target of the DrugDDI corpus,
there is a difference between a negative interaction candidate having been stated by the authors
(distinguished candidate) and that which has not (neutral candidate). Both of these candidates
are considered negative in DrugDDI corpus. In other words, the neutral interaction candidate
is a co-mention of two drugs with no remarks by the author in the sentence or the discussed
clause, while the distinguished interaction candidate is exactly the opposite (with remarks by
the author). In point of fact, neutral candidates are a particular subclass of non-positive candi-
dates whose lack of interaction cannot be exactly determined by the confident level above zero.
For instance, consider the following sentence:
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« Studies in healthy volunteers have shown that acarbose has no effect on either the pharmaco-
kinetics or pharmacodynamics of digoxin, nifedipine, propranolol, or ranitidine.

There is no remark by the author about the interaction between propranolol and ranitidine.
Therefore, we define this candidate of drug-drug interaction as a neutral candidate.

One among the few studies on detection of neutral candidates has been conducted by [8],
introducing two iteration-based systems of DIPRE and Snowball that take into account the
confidence level of the relation. In both systems, when the confidence level is zero, there is a
neutral candidate. Moreover, Frunza and Inkpen have carried out another similar research
which considers neutral candidates [9]. They categorize and extract the semantic relationships
between disease and treatments from biomedical sentences. However, no significant improve-
ment has been reported through using neutral class in the work.

In the present study, we characterize the role and the potential importance of the three
above- mentioned categories of features in DDI extraction. We employ the combinations of
the extracted features along with the existing well-established kernel methods. For instance, the
status of a neutral DDI candidate is not inverted when negation is used, whereas a non-neutral
candidate is inverted. In addition, when a negator is added, the overall status of a DDI candi-
date may or may not be reversed, depending on the type of the clause connector that contains
DDI candidate and negator. This issue will be expounded in the methods section.

The rest of the paper is structured as follows. The following section provides the background
in some of the kernel-based relation extraction methods, beneficial NLP subtasks, and some of
the related data sources. In section 3, we present our approach and the feature extraction pro-
cess, and section 4 is devoted to presenting the results obtained. The final section concludes the
paper and gives some suggestions for future research.

Background

The majority of previous works on biomedical relation extraction, including the DDI detection,
have been carried out on the basis of supervised binary relations extraction [8]. In this paper,
we summarize kernel-based relation extraction methods as well as some NLP preprocessing
enhancements and the related corpora.

2.1 Kernel-based methods

Sequence kernels [10], Tree kernels such as parse tree based [11], and Graph kernels such as
graph parsing [12] are among the most important kernel-based methods [13]. Two more
recent approaches have been proposed by [14] and [15], being ranked first and second in
DrugDDI challenge (2013), respectively. Chowdhury and Lavelli [14] proposed a hybrid kernel
through linear combination of a feature-based kernel, a Shallow Linguistic (SL) kernel, and a
Path-Enclosed Tree (PET) kernel. Through defining a multiplicative constant, they assigned
more (or less) weight to the information obtained by tree structures. Another recent work has
been accomplished by [16] who employed a feature-based linear kernel that contains five cate-
gories of features, including word pair and dependency graph features. In addition to the previ-
ous methods, a number of research have improved the performance of the task through
ensemble approaches. For example, Thomas and his colleagues [15] proposed a two-step
approach in which the relation candidates are initially extracted, using the ensembles of up to
five different classifiers and then are relabeled to one of the four used categories in the task.
The other work which has been suggested by He and her colleagues [17] applies a stacked gen-
eralization approach to learn the weights which have been exploited to combine graph and tree
kernels.
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2.2 NLP enhancements

Several related NLP enhancements have improved the performance of the relation extraction
algorithms. They are often employed as a preprocessing step which is a pivotal stage in enhanc-
ing the overall performance and results. In particular, we summarize the studies on negation,
sentence, and clause simplification.

Faisal et al. [18] took negation into account in the relation extraction task. They developed a
list of features, such as the nearest verb to the candidate entities in the parse tree and few nega-
tion cues, which are fed into an SVM classifier. They reported some improvements, but did not
specify how much the negation identification step enhanced the performance.

Another NLP enhancement in the relation extraction is sentence and clause simplification
to overcome the complexity of the sentences. Text simplification modifies, enhances, classifies,
or otherwise processes an existing text in such a way that the grammar and the structure of the
prose are simplified to a great extent, while the original meaning and information remain the
same [19]. ISIMP is a system that simplifies the text so that its mining tools, including the rela-
tion extraction tasks, can be improved [20]. In the same direction, Segura and her colleagues
proposed techniques to simplify complex sentences by splitting the clauses [21]. They applied
some rules and patterns to split the clauses and then utilized some simplification rules to gener-
ate new simple sentences. However, according to their conclusion, difficulty of resolving nested
clauses is the major source of errors. There are other NLP subtasks enhancements that can be
employed in the relation extraction task, although they were not applied in our work. To name
a few, Velldal et al. [22] proposed speculation detection, and Lappin [23] utilized anaphora
resolution.

2.3 Related corpora

DrugDDI corpora. Drug-DrugInteraction corpus was primarily developed by Segura and
Mart [7], with 579 XML files describing DDIs which were collected randomly from the Drug-
Bank database [24]. The first DDI Extraction competition was held in 2011 with the aim of
encouraging researchers to explore new methods for extracting drug-druginteractions [7]. A
second competition was held in 2013 as part of SemEval-2013 (International Workshop on
Semantic Evaluation). Furthermore, a new corpus was developed which included the corpus
used in 2011 (DDI-DrugBank, 2011) as well as some MEDLINE abstracts. The teams partici-
pating in this venue had developed solutions based on supervised and sentence-level relation
extraction methods, and the best F-measure achieved was 75% [25].

Corporaannotated with negation. As mentioned earlier, thus far two negation detection
methods have been developed and employed for annotating the corpora utilized: a linguistic-
based approach and an event-oriented approach. Linguistically-focused BioScope and the
event-oriented Genia [4] are two of the known negation annotated corpora.

In BioScope, the scopes aim to recognize the negation position of the key event in the sen-
tence and with each argument of these key events was located under the negation scope as well
[26]. In contrast, Genia deals with the modality of events within the events independently. In
the Genia event, biological concepts (relations and events) are annotated for negation, but no
linguistic cues are annotated for them. In point of fact, the main objective of the BioScope cor-
pus is to investigate this language phenomenon in a general, task-independent, and linguisti-
cally-oriented manner. Additionally, in the BioScope, in-sentence negation scope and cues can
be recognized automatically [4].

NegDDI-DrugBank corpus. Konstantinova et al. developed two corpora [27] and Mor-
ante and Blanco [28] adapted Bioscope’s guidelines. These adaptations in addition to the previ-
ously mentioned advantages of the bioscope annotations prove them to be a valuable resource.
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<sentence id="DDI-OrugBank,4297.54" text="Concurrent therapy with ORENCIA and TNF antagonists s not recommended.">
<entity charOffset="24-30" id="D01-OrugBank.4297.54.e0" text="0RENCIA" type="brand"/>

<entity charOffset="36-50" id="D0I-DrugBank.4297.s4.e1" text="TNF antagonists' type="group’/>

<pair ddi="true" e1="0DI-DrugBank,d297.54.60" e2="0DI-DrugBank,d297.54.e1" id="D01-OrugBank.4297.54.0" type="aavise'>

<negationtags><xcope> Concurrent therapy with ORENCIA and TNF antagonists is <cue>not< /cue>
recommended< /xcope>. < negationtags

<sentence>

Fig 1. The extended unified XML format of a sentence with negation cue in NegDDI-DrugBank corpus.

doi:10.1371/journal.pone.0163480.9001

Consequently, we produced NegDDI-DrugBank corpus based on the Bioscope’s guidelines.
For this purpose, all sentences of DrugDDI (2011) and DrugBank part of the DrugDDI (2013)
were utilized and automatically annotated. Bokharaeian et al. [29] explained the annotation
process and presented a detailed analysis of the number of distinct negation cues in the NegD-
DI-DrugBank corpus. The extended corpus is available for public use [30]. A sample of the
extended negation annotation can be seen in Fig 1. The negation scope and the cue xml tags
are highlighted in the extended part which is transparent in this figure.

Methods

In this section, the feature extraction phase as well as the proposed method for the DDI predic-
tion will be presented. Our features, presented in Table 1, are categorized into three major cate-
gories based on the linguistic definition of negation, the position of the drugs discussed in the
sentence, and the linguistic-based confident level of an interaction: (i) negation scope and cue-
related features, (ii) clause dependency features, and (iii) neutral candidate’s features. In all of
the presented tables, “NEG” has been used as the abbreviation for the negation scope and cue
feature set,and “CLA” and “NEUT” stand for the clause dependency feature set and the neutral
candidate feature set, respectively. Moreover, it is worth mentioning that all of the sample sen-
tences in this paper have been obtained from the DrugDDI corpus [25].

Additionally, as previously mentioned, DDI Extraction (2013) datasets also include 233
MEDLINE abstracts in addition to the obtained DrugBank texts. This extension was carried
out due to dealing with different types of texts and language styles [25]. While, DDI-DrugBank
texts focus on the description of drugs and their interactions, the main topic of DDI-MEDLINE
texts does not necessarily focus on DDIs. Consequently, in addition to the annotation of the
DrugBank part of the corpus, we annotated the MEDLINE part with negation scope and cue.
The annotation process was carried out in a similar way to the above-mentioned DrugBank
part. The prepared corpus is available at this address (https://figshare.com/s/
b657c8ccfal52ed8a426)

3.1 Negation scope and cue features

In negative sentences, the relative position of the entities compared to the negation scope and
cue is an important factor that can be extracted directly from the extended corpus. For
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Table 1. The list of the extracted features used in the system.

Feature category Feature name Type Definition
Negation Scope and BothInsideNegSc Boolean | is set as true when both drugs are inside the negation scope
Cue BothRightNegSc Boolean | is set as true when both drugs are on the right side of the negation scope
BothLeftSNegSc Boolean | is set as true when both drugs are on the left side of the negation scope
OneLeftOnelnsideNegSc | Boolean | is set as true when one drug is on the left side of the negation scope, and the otheron the inside
OneRightOnelnsideNegSc | Boolean | is set as true when one drug is on the right side of the negation scope, and theother on the inside
OneLeftOneRightSc Boolean | is set as true when one drug is on the right side of the negation scope, and theother on the left
NegationCue String | Negation cue
Clause Dependency AlthoughlS Boolean | set as true when the sentence has although token
Detection WhilelS Boolean | set as true when the sentence has while token
WhenlS Boolean | set as true when the sentence has when token
BeforelS Boolean | set as true when the sentence has before token
NowthatlS Boolean | set as true when the sentence has now that token
AssoonaslS Boolean | set as true when the sentence has as soon as token
AslongaslS Boolean | set as true when the sentence has as long as token
AnywherelS Boolean | set as true when the sentence has anywhere token
UntillS Boolean | set as true when the sentence has until token
OncelS Boolean | set as true when the sentence has once token
TilllS Boolean | set as true when the sentence has fill token
BecauselS Boolean | set as true when the sentence has because token
ThoughlS Boolean | set as true when the sentence has though token
EventhoughlS Boolean | set as true when the sentence has even though token
SincelS Boolean | set as true when the sentence has since token
ButlS Boolean | set as true when the sentence has but token
UnlessIS Boolean | set as true when the sentence has unless token
afterlS Boolean | set as true when the sentence has after token
whereasl|S Boolean | set as true when the sentence has where token
asthoughlS Boolean | set as true when the sentence has as though token
sothatlS Boolean | set as true when the sentence has so that token
inorderthatIS Boolean | set as true when the sentence has in order totoken
everywherelS Boolean | set as true when the sentence has everywhere token
eveniflS Boolean | set as true when the sentence has even iftoken
RatherthanIS Boolean | set as true when the sentence has rather than token
AslongaslS Boolean | set as true when the sentence has as long as token
OnlyiflS Boolean | set as true when the sentence has only iftoken
JustaslS Boolean | set as true when the sentence has just as token

F-StructuresDependencies | String Corresponding to every feature F of the original method which contains only tokens or subtrees, if the token
or subtree X located in an independent clause, a string X-IDC added to this new feature, otherwise if the
token or subtree X located in a dependent clause, a string X-DC added to this new text feature

Neutral Candidate NeutralCandRule1 Boolean | (.)*d1(/[s|()d2(.)
Detection NeutralCandRule2 Boolean | d2 ||d1.contains(OtherNs(d2)) ||(d2.contains(OtherNs(d1))

NeutralCandRule3 Boolean | (.)*d1((|s) (N,|e.g.|i.e.|s|DrgNaOth|,|))* d2(.)*

NeutralCandRule4 Boolean | (.)*d1(s)*,(s|DrgNaOth|,|, and|, other|oral)*d2(.)*

NeutralCandRule5 Boolean | (.)*(:|such as|e.g.|i.e.)(s|DrgNaOth|,|and|or|and/or)*d1(s|DrgNaOth|,|and) *d2(.) *

NeutralCandRule6 Boolean | (.)* (been studied)(.)*

NeutralCandRule7 Boolean | (.)* been investigated (.)* & (.)*(although)(.)*

NeutralCandRule8 Boolean | (.)* (been established)(.)*

NeutralCandRule9 Boolean | (.)*(studies)(.)* (performed)(.)*& (.)*(studies)(.)* (conducted)(.)*

NeutralCandRule10 Boolean | [(.)*][no experience][(.)*]

doi:10.1371/journal.pone.0163480.t001

instance, consider the negated sentence in Fig 2 [31]. As can be seen in this figure, the scope of
negation is highlighted in green.

PLOS ONE | DOI:10.1371/journal.pone.0163480 October 3, 2016

6/20

-105-




@PLOS | ONE

Drug-Drug Interaction Extraction Using Neutral Candidates, Negation and Clause Dependency

Population pharmacokinetic analyses revealed that MTX, NSAIDs, corticosteroids, and TNF blocking
agents did not influence abatacept clearance.

Fig 2. A sample of a negated sentence with some DDI candidates.

doi:10.1371/journal.pone.0163480.g002

In the sentence, MTX and NSAIDs, which have been highlighted in the image, are two drug
names that are located outside the negation scope, and consequently, their interaction status is
not inverted by negation. However, abatacept and MTX interaction status is inverted by nega-
tion due to the position of abatacept located in the negation scope. Regarding the position of
drug names inside or outside the negation scope, there are 6 different possibilities used as the
six features:

1. BothInsideNegSc: A Boolean feature which is set true when both drugs are inside the nega-
tion scope and is set false in all other situations.

2. BothRightNegSc: A Boolean feature which is set true when both drugs are on the left side of
the negation scope and is set false in all other situations.

3. BothLeftSNegSc: A Boolean feature which is set true when both drugs are on the right side
of the negation scope and is set false in all other situations.

4. OneLeftOnelnsideNegSc A Boolean feature which is set true when one drug is on the left
side of the negation scope and the other drug is inside it. The Boolean feature is set false in
all other situations.

5. OneRightOnelnsideNegSc: A Boolean feature which is set true when one drug is on the
right side of the negation scope and the other drug is inside it. The Boolean feature is set
false in all other situations.

6. OneLeftOneRightSc: A Boolean feature which is set true when one drug is on the right side
of the negation scope and the other drugis on its left side. The Boolean feature is set false in
all other situations.

In addition to these six features, the negation cue is utilized as a text feature.

3.2 Clause dependency features

Previous studies generally indicate that complex and compound sentences, which are very
common in the biomedical literature, produce more errors than simple sentences with one
clause [21]. Thus, distinguishing between independent and dependent clauses is a critical mat-
ter. The analyses demonstrate that more than 27% of the sentences in the test part of NegDDI--
DrugBank and 19% of the sentences in the training part of NegDDI-DrugBank have at least
one dependent clause. Since a large number of sentences have more than one clause in complex
structures, taking clause dependency features into account is important. However, there are
different types of dependent clauses that can alter the overall meaning of a sentence in different
ways. For instance, concessive clause is a clause which begins with “although” or “even though”
and expresses an idea that suggests the opposite of the main part of the sentence, like in the
sentence shown in Fig 3. The sentence also has one negation cue and scope which has been
highlighted in green, and the two drug candidates are highlighted in blue. The clause connector
is highlighted in red.

The main clause (“Co-administration of TIKOSYN with verapamil resulted in increases in
dofetilide peak plasma levels by 42%.) conveys a meaning opposite to that of the dependent
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- ¢sentence d="DDI-DrugBank.d558.57" text="Co-administration of TIKOSYN with verapamil resulted in increases in dofetilide peak plasma levels of 42%, although overall exposure to dofetilide was not
significantly increased. >
<entity id="DDI-DrugBank.d558.57.e0" text="TIKOSYN" type="brand" charOffeet="21-27/>
<entity id="DDI-DrugBank.d558.57.e1" text= verapamd type "drug" cnaroffsel- - 42/
<entity id="DDI-DrugBank.d558.57.e2" text="dofetilide" type="drug" char
="DDI-DrugBank.d558.57.e3" text="dofetilide" type="drug" charOffeet="136- 145 >
/d="DDI-DrugBank.d558.57.p0" type="mechanism" e2=’DDI-DrugBank 558.57.1" e1="DDI-DrugBank.d558.57.e0" ddi="true’/>
<pair id="DDI-DrugBank.d558.57.p1" ¢2="DDI-DrugBank.d558.57.e2" e1="DDI-DrugBank.d558.57.e0" ddi="false’/>
ir id="DDI-DrugBank.d558.57.p2" ¢2="DDI-DrugBank.d558.57.e3" ¢1="DDI-DrugBank.d558.57.e0" ddi="false"/>
d="DDI-DrugBank.d558.57.p3" ¢2="DDI-DrugBank.d558.57.e2" ¢1="DDI-DrugBank.d558.57.e1" ddi="false'/>
d="DDI-DrugBank.d558.57.p4" ¢2="DDI-DrugBank.d558.57.3" ¢1="DDI-DrugBank.d558.57.e1" ddi="false’/>
'DDI-DrugBank.d558.57.p5" e2="DDI-DrugBank.d558.57.e3" e1="DDI- DrugBank 4558.57.e2" ddi="false’/>
< 305> Co-administration of TIKOSYN with verapamil resulted in increases in dofetilide peak plasma levels of 42%, although overall exposure to dofetilide was <xcope><cue>not</cue>
significantly increased</xcope>.</negationtags>
<[sentence>

Fig 3. A sample of a negated sentence with a concessive clause.
doi:10.1371/journal.pone.0163480.g003

clause (“Overall exposure to dofetilide did not significantly increase”). As another example, a
graphical view of a parse tree for a complex sentence with a highlighted dependent clause and
two highlighted negation cues is presented in Fig 4 [31]. Although it appears that the first
clause conveys the same idea as the main clause expresses, the dependent clauses carry less
important information than do the main clauses from a linguistic point of view. This point has
been neglected in most previous methods, particularly in the sequence kernels.

The next most frequent type of clause in the corpus is adverbial clauses of time that indicate
the time of a DDI prevalent in the pharmacological literature. The analysis carried out in the
corpus shows that the most frequent adverbial clause connectors are “when”, “while”, and
“before”. They collectively constitute approximately half of the total clause connectors.

Considering the different types of dependent clauses, two categories of features were
extracted. The first group consists of 28 Boolean features corresponding to 28 clause connec-
tors. The complete list of those connectors as well as their corresponding features is presented
in Table 1. The second group of features is based on the substructures (token or subtree) uti-
lized in the applied method, which locates whether the substructure is inside the main clause or
not. Three new text features, similar to the features used in the Global context kernel [32], were
extracted with IDC prefix for independent clause tokens and DC for dependent clause tokens.
Similarly, to improve the subtree kernel, we defined new subtrees. In short, the subtree inside a
dependent or independent clause comes with DC or IDC prefix beside the root name,
respectively.

3.3 Neutral candidate features

As it was previously explained, the distinction between distinguished and neutral interaction
candidates is critical. A neutral candidate is one with no remark by the author in the sentence,
while a distinguished candidate is exactly the opposite (with remarks by the author). In point
of fact, neutral candidates are a particular subclass of non-positive candidates that are detect-
able by meticulously defined features. However, a distinguished candidate can belong to the
positive or negative class of DDI’s. In the sentence in Fig 5, the two mentioned interaction can-
didates are shown. The status of the interaction candidate between each of the discussed drugs
at the end of the sentence, i.e. Propranolol, Ranitidine, etc. is neutral because there are no
remarks by the author about their interaction with each other. However, the status of the rela-
tion between Acarbose and Ranitidine, Propranolol, and the other mentioned drugs is
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Fig 4. A constituency parse tree of a sentence with a concessive dependent clause highlighted in blue and two negation cues.

doi:10.1371/journal.pone.0163480.g004

distinguished since the author explicitly explains the lack of interaction (“. . .Acarbose has no
effect on either the...”).

From the negation action perspective, a negation cue inverts the distinguished candidate,
but does not invert the status of a neutral interaction candidate. For instance, in the sentence in
Fig 5, the negation has inverted the status of the distinguished candidate Acarbose and Raniti-
dine from positive into negative. However, it has not changed the status of the neutral candi-
dates Propranolol and Ranitidine, and thus, the interaction has remained negative.

In more precise terms, a DDI candidate is called neutral if it has the following two
properties:

1. The interaction or lack of interaction between two drugs cannot be extracted from the sen-
tence (or container clause) with confidence level more than zero.

2. The status of the interaction or lack of interaction between two drugs does not change from
positive to negative or vice versa if the sentence (or container clause) is negated and drug
names are located in the scope of the negation.

It is worth mentioning that being a neutral candidate can be defined in different linguistic
scopes such as a clause, sentence, or a paragraph. In the present paper, a neutral candidate is
defined in the scope of the container clause and sentence. Accordingly, 10 Boolean features
have been defined concerning linguistically different patterns to detect neutral candidates in
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<entity id="DDI-DrugBank.d536.56.0" Text="Acarbose" type="drug" charOffset="46-53'/>
<entity id="DDI-DrugBank.d536.56.e3" text="propranolol" type="drug" char0ffset="144-154'/>
<entity id="DDI-DrugBank.d536.56.e4" text="ranitidine" type="drug" charOffset="160-169"/>
<pair id="DDI-DrugBank.d536.56.p2" e2="DDI-DrugBank.d536.56.e3" e1="DDI-DrugBank.d536.s6.e0" ddi="false’)> ~ ———
<pair d="0DI-DrugBank.d536.56,p3" e2="DDI-DrugBank.d536.56.e4' e1="DDI-DrugBank.d536.56.0" ddi="false'/ > = | Bed Cndidte
<pair id="DDI-DrugBank.d536.56.p9" 2="DDI-DrugBank.d536.56.e4" ¢1="DDI-DrugBank.d536.56.e3" ddi="false/> = Neutral candidate
<negationtags>Studies in healthy volunteers have shown that Acarbose has <xcope><cue>no</cue> effect on either the pharmacokinetics or pharmacodynamics of
digoxin, nifedipine, propranolol, or ranitidine </xcope>.</negationtags>
¢[sentence>

Fig 5. A sample sentence with negation from NegDDI-DrugBank with neutral and distinguished false DDIs.
d0i:10.1371/journal.pone.0163480.9005

the clause and sentences (Table 1). A rule-based system was implemented, using regular
expression language beside to some defined functions to extract the features below. In the
table, java regular expression patterns have been utilized to mention the rules [33]. In addition
to the used patterns, some predefined variables and functions were used in the written rules
such as “DrgNaOth” constant has been used as non-DDI candidate drug names. Moreover,
“OtherNs (Drug)” is a function, which returns other generic or brand name of the Drug. Below
shows the corresponding feature names alongside to the implemented rules:

« NeutralCandRulel-2: Two Boolean features are set true when the second drug name is a
sample, a commercial brand or other common name of the first drug or both drugs belong to
the same pharmacological class. For instance, in the sentence given in Fig 6, Purinethol is the
brand name for mercaptopurine, and similarly Imuran for azathioprine:

The first Boolean (NeutralCandRule1) feature identifies textual patterns, where a “/” and a
“(” separate the two drug names, and the second Boolean (NeutralCandRule2) feature detects
textual patterns in which one of drug names contain another drug name or its synonyms. In
both cases, the interaction status between the two recognized drug names is a valueless concept,
hence a neutral candidate.

« NeutralCandRule3-5: Three Boolean features are set true when an interaction between the
two desired drugs with a third drug (or drugs) has been investigated; however, the interaction
between the two drugs discussed has not been inspected. For instance, in the sentence pre-
sented in Fig 7, the interaction between doxorubicin and bleomycin (highlighted in red) has
not been studied.

In patients receiving mercaptopurine (Purinethol) or azathioprine (Imuran), the concomitant
administration of 300-600 mg of allopurinol per day will require a reduction in dose to approximately
one-third to one-fourth of the usual dose of mercaptopurine or azathioprine.

Fig 6. A sample of a sentence having two neutral DDI candidates.

doi:10.1371/journal.pone.0163480.9006
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However, in a well-controlled study of patients with lymphoma on combination therapy, Allopurinol
did not increase the marrow toxicity of patients treated with cyclophosphamide, doxorubicin,
bleomyecin, procarbazine and/or mechlorethamine.

Fig 7. A sample of a sentence including a neutral and a distinguished DDI candidate.

doi:10.1371/journal.pone.0163480.9007

The first feature detects those drug candidates that have the same part of speech and gram-
matical roles (Object or Subject), and they are separated by " or “” or an “additive transition”
word. The second feature detects the case, where both drug names are samples of the same
drug category (NeutralCandRule3). In this case, both drug names are mentioned after an intro-
duction additive transition word, and they are also separated by 7’ or an “additional additive
transition” word.

The idea behind this category of features is that the interaction between two drug names,
that have exactly the same “part of speech” and “grammatical role”, cannot be determined by
the confident level more than zero. Therefore, the two drugs form a neutral candidate.
Although these two features are the only patterns we could detect through analyzing textual
language patterns, other similar features could possibly be extracted based on the similar “part

of speech” and “grammatical roles” idea.

« NeutralCandRule6-10: Five Boolean features are defined for detecting those DDI candidates
that are located in a clause (or sentence) with no additional information to the DDI, i.e. the
lack of any investigation. We call these clauses non-informative clauses throughout this
paper. Both dependent and independent clauses can be non-informative. Moreover, although
non-informative clauses can have negation cue or do not have, the negated clauses have
more neutral DDI candidates in comparison with non-negated clauses. For instance, in the
following example, the sentence is non-informative, and the interaction between the drugs
cannot be determined by the confident level greater than zero; consequently, the identified
DDI candidates are neutral:

> “Pharmacokinetic interaction trials with cetirizine in adults were conducted by pseudo-
ephedrine, antipyrine, ketoconazole, erythromycin and azithromycin?”

Taking neutral candidates into account is critical from another perspective, since not doing
so may induce conflicts in the corpus later. For instance, in sentence presented in Fig 2, no
investigation has actually been conducted into the possible interactions between Propranolol
and Ranitidine, while such an interaction is considered as a negative DDI candidate in
DrugDDI corpus. In this situation, the author did not make any remarks about the interaction
between the two drugs, and it is possible that in the future, other researchers could find an
interaction which would lead the corpus to face conflicts.

Ultimately, it is worth noting that the significant contribution of neutral candidates and fea-
tures has been reconfirmed in our other research with other corpus [34]. Moreover, it is impor-
tant to mention that the proposed neutral-related rules can be used with very slight change in
other biomedical relation extraction tasks, especially symmetric relations such as protein-pro-
tein interaction. The first subcategory of neutral detection rules identify superficial patterns
that can be applied to other biomedical domains. However, more patterns can be employed for
identifying equivalent names of an entity in addition to the proposed patterns. The second sub-
category of neutral features detects candidates that are located in non-informative sentences
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which may provide the background information or mention the objectives of the research
which are common in biomedical articles. Finally, the third category detects candidates that
occur more frequently in symmetric biomedical relations in which every the combination of
entities can be a relation candidate.

3.4 Drug-drug interaction prediction

Finally, the proposed method and different components of the system are discussed. The
implemented framework is depicted in Fig 8. As the flowchart shows, the sentence, drug
names, and negation scopes and cues extracted from the NegDDI corpus are employed as
inputs for the three improved methods. Each of the three proposed methods consists of linear
combination of the novel proposed features and the substructures of the kernel method (e.g. all
tokens for global context kernel and subtrees for subtree kernel). During the experiments, the
training parts of the DrugBank and MEDLINE of the corpus was utilized to train the classifiers,
and the test part was used to test the system.

A support vector machine with SMO implementation [35] was applied, which performed
likewise with [ibSVM, when the best setting of parameters was employed. Weka API was uti-
lized as the implementation platform. The tokenization of the text features was executed with-
out stemming process. Furthermore, in all of the above-mentioned methods, all the entities
were considered as blind, replacing all the drug names in the generated features with two gen-
eral terms, i.e. DrugName (for the two drugs whose interaction is being investigated) and
OtherDrugNames (for the other drugs). Tokenization was carried out by the Stanford BioNLP-
Tokenizer [36] which was adapted with pharmaceutical text, while the Stanford parser was
used for constituent parsing. In addition, TreeTagger [37] was employed for Lemmatizing and
POS tagging which were applied by the winning team in the DDI extraction challenge in 2011.

Results

We first present our results of the comparison between the augmented method and the original
method as well as the contribution of different features. Following that, the results of a statisti-
cal sign test for characterizing the significance of the obtained improvements will be presented.
F-measure is selected as a single performance measure.

It is important to mention that the two datasets of the DDI corpus was utilized due to deal-
ing with different types of texts and language styles [25]. DrugBank texts focus on the descrip-
tion of drugs and their interactions, while the MEDLINE text would not emphasis on DDIs.
Table 2 demonstrates some of the basic statistics of the two used datasets.

4.1 Overall comparison of methods

The results of experiments that are similar to the SemEval DDI are presented in this section. In
these results the training parts of the NegDDI-DrugBank and NegDDI-MEDLINE of the cor-
pus was used to train the system, and the test parts were utilized to test the system.

Table 3 demonstrates the results for our improved global context (GC), subtree (ST), and
local context (LC) kernel methods with NCT features in comparison with the standard meth-
ods. Four categories as well as the overall result are presented in that table as well: (i) those can-
didate sentences in the test part that have negation cue, but do not have any clause connectors,
(ii) those with negation cue that have clause connectors, (iii) those without negation cue and
with clause connector, and (iv) those without negation cue and clause connectors. The number
of tested DDI candidates for each categories of sentence is presented in column four of the
table.
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Fig 8. Basic components of the implemented framework.
doi:10.1371/journal.pone.0163480.g008
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Table 2. Basic statistics of the two utilized datasets of the DDI corpus.

MEDLINE DrugBank

Test Train Total Test Train Total
Documents 33 142 175 158 572 730
Sentences 326 1301 2308 973 5675 6648
Drug Names 426 1836 2308 2512 12,929 15,441
True DDI candidates 95 232 327 884 3788 4672
False DDI candidates 356 1555 1911 4381 22,217 26,598
Candidates with clause connectors 126 478 604 2067 9215 11,282
Number of Tokens 14,358 61,525 75,883 244,658 1,163,072 1,407,730
DDI Candidates with negation 43 316 359 1367 4558 5925
Total number of DDI candidates 482 2033 1787 5265 31,432 36,697

doi:10.1371/journal.pone.0163480.t002

The best result for the test part of the DrugBank part was achieved by the enhanced local
context kernel method (LC+NCT), with 68.4% F-measure which is 2.7% more than the first
system in DDI Extraction (2011) challenge (DrugBank part) with an F-measure of 65.7% that
was implemented by the University of Trento, Italy.

In the global context and the local context kernel methods, the sentences without negation
cues and clause connectors demonstrate the best improvement with an average of +8.1% (6.5%
for MEDLINE part) increases in the F-measure. Moreover, in the subtree kernel method, the
sentences without negation cues but with clause connectors indicate the best improvement
with an average of +15.4% (+5.2% for MEDLINE part) increases in the F-measure.

We conclude that by using the proposed NCT features, not only the sentences with negation
cues and clause connectors, but also the other sorts of sentences, including the sentences with-
out negation cues and clause connectors benefit. As elaborated on in section 4.2, the main rea-
son for this finding is neutral candidate features.

4.2 Contribution of each feature set

Table 4 shows that the proposed global context kernel with NCT features has the best perfor-
mance in sentences that lack negation cues and clause connectors. The best improvement is
gained by combining the neutral candidates and clause dependency features in the global

Table 3. F1-measure results for Global Context (GC), SubTree (ST), and Local Context (LC) kernel methods with and without the NCT augmenting

features.
Category Test Size GC (%) ST (%) LC (%)
- +NCT 1 - +NCT 1 - +NCT )

DrugBank +Negation -Connector 971 56.5 62.2 5.7 61.0 68.5 75 62.6 65.2 2.6
+Connector 396 51.7 58.4 6.7 63.2 63.4 0.2 58.0 63.1 4.9

-Negation +Connector 1,005 62.3 66.2 3.9 58.6 73.8 15.4 64.8 69.5 4.8

-Connector 2,893 64.8 72.9 8.1 36.3 39.1 2.8 63.9 69.9 5.8

Total 5,265 61.7 68.3 6.5 471 53.0 5.9 63.4 68.4 4.9
MEDLINE +Negation -Connector 198 31.1 39.2 8.1 18.7 22.7 4 39.4 50.6 11.2
+Connector 161 28.3 38.2 9.9 17.9 23.1 5.2 40.1 50.1 10

-Negation +Connector 443 34.6 38.4 3.8 18.9 19.8 0.9 44.2 48.7 4.5

-Connector 1436 34.1 40.6 6.5 18.2 18.4 0.2 41.7 44.8 3.1

Total 2238 33.9 38.8 5.9 18.4 21.5 3.1 42.3 48.4 6.1

doi:10.1371/journal.pone.0163480.t003
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Table 4. F1-measure results for the global context kernel with combination of different feature sets: Negation scope and cue (N), Clause depen-
dency (C), and neuTral candidate (T).

Category Global Context (%)

- +N +C +T +NC +CT +NT +NCT

DrugBank +Negation -Connector 56.6 54.9 58.6 66.2 57.8 67.2 59.8 62.1
+Connector 51:7 52.2 52.9 59.7 52.3 59.8 58.2 58.0

-Negation -Connector 64.7 64.8 64.8 71.8 64.8 71.9 71.9 72.9

+Connector 62.3 62.3 65.3 65.3 63.7 66.4 65.7 65.9

Total 61.7 61.3 62.9 68.6 62.4 69.0 67.5 68.3

MEDLINE +Negation -Connector 31.1 32.6 34.2 37.5 37.2 37.4 38.2 39.2
+Connector 28.3 33.5 33.5 35.2 38.4 35.8 39.4 38.2

-Negation -Connector 34.6 38.7 35.4 35.4 36.1 34.8 37.5 38.4

+Connector 34.1 38.2 36.7 37.2 35.4 36.4 39.5 40.6

Total 33.9 36.6% 34.2 36.0 36.8 36.7 38.4 38.8

doi:10.1371/journal.pone.0163480.t004

context kernel, contributing 0.7% (for DrugBank part) more in the improvement process com-

pared with the entire list of the invented features.

Our results concerning the proposed subtree (ST) kernel (Table 5) confirm that the dataset
containing sentences without negation cues and with clause connectors has the best perfor-
mance and the best rate of improvement (15.3% for DrugBank part). Although all feature sets
improve the performance of the original subtree kernel, the best combination of features is
neutral candidate and negation cue and scope features (Table 5), whose improvement is com-
parable to that of the entire list of features (15.3%). However, for those sentences containing
negation cues, scopes, and connectors, no significant improvement was observed, possibly
because the original subtree kernel had good performance for that type of sentences.

Finally, Table 6 indicates that the best combination of feature sets for the proposed local
context (LC) kernel is neutral candidate with negation cue and scope features, producing

slightly more improvement than the entire list of the invented features (68.5% for DrugBank
and 48.3% for MEDLINE part). Furthermore, similar to the global context kernel, due to the
consideration of tokens in the original version of the LC, negation scope and cue and clause
dependency features generate some duplicated features which reduce the performance of the
system. The high performance of neutral candidate features lifts up the overall performance of
the feature set up to around +5%. Table 7 presents the f-measure results for test parts of the
two used datasets as well as p-values which will be defined in the following section.

Table 5. F1-measure results for the subtree kernel with combination of different feature sets: Negation scope and cue (N), Clause dependency
(C), and neuTral candidate (T).

Category SubTree (%)
- +N +C +T +NC +CT +NT +NCT

DrugBank +Negation -Connector 60.9 59.2 59.9 66.9 68.9 59.9 70.2 68.5

+Connector | 63.2 63.1 62.6 63.2 62.7 63.2 63.1 63.3

-Negation -Connector 58.6 62.9 59.7 68.5 59.5 68.4 73.9 73.9

+Connector 36.3 36.3 36.3 38.7 36.3 38.6 36.3 39.1

Total 471 47.6 471 51.4 48.7 50.1 51.6 53.0

MEDLINE +Negation -Connector 18.7 19.9 20.2 20.8 19.8 22.6 23.5 22.7

+Connector 17.9 19.4 19.6 19.6 17.3 18.7 20.7 23.1

-Negation -Connector 18.9 18.8 19.8 20.9 19.7 19.7 20.7 19.8

+Connector | 18.2 19.6 19.1 19.8 15.8 18.6 20.6 18.4

Total 18.4 19.8 19.6 19.9 19.6 20.3 21.4 21.5

doi:10.1371/journal.pone.0163480.t005
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Table 6. F1-measure results for the local context kernel with combination of different feature sets: Negation scope and cue (N), Clause depen-
dency (C), and neuTral candidate (T).

Category Local Context (%)

- +N +C +T +NC +CT +NT +NCT
DrugBank +Negation -Connector 62.6 63.4 62.8 66.0 61.5 65.7 65.6 65.2
+Connector 58.0 52.2 60.9 67.2 50.9 67.8 64.8 63.1
-Negation -Connector 64.8 65.9 64.9 66.2 65.7 66.9 68.9 69.5
+Connector 63.9 65.3 63.9 69.6 64.2 70.0 69.9 69.9
Total 63.4 64.1 63.7 68.1 63.0 68.5 68.5 68.4
MEDLINE +Negation -Connector 39.4 43.4 492 51.2 48.5 46.8 48.6 50.6
+Connector 40.1 44.2 50.2 48.4 53.8 48.9 50.2 50.1
-Negation -Connector 44.2 37.2 42.5 42.6 45.9 52.9 44.7 48.7
+Connector 41.7 48.4 43.2 49.8 46.1 47.3 48.1 44.8
Total 42.3 43.5 45.7 46.5 47.7 48.3 47.9 48.2

d0i:10.1371/journal.pone.0163480.t006

4.3 Sign test

To verify the significance of the proposed method, a sign test was conducted according to the
approach of [22]: P = P r(X > Y); thus, the null hypothesis: HO: P = 0.50 was tested. For a given
random pair of predictions by the original and the corresponding improved method (X;, Y;),
the null hypothesis states that X; and Y; are equally prone to be larger than each other.

For calculating the sign test, we trained the systems with the training part of NegDDI-Drug-
Bank and MEDLINE parts and tested them with the test part of the datasets. Table 7 depicts
the p-values which state probabilities for accepting the null hypothesis.

In Table 7, column M+ shows the number of correct predictions by the improved method
which have been incorrectly predicted by the corresponding original method and are consid-
ered a success. Column M- presents the number of correct predictions by the original method
which has been incorrectly predicted by the corresponding improved method and is considered
a failure. For instance, for the local context kernel, the calculated p-value is the chance of
observing 480 successes in 553 trials.

Due to the p-value < 0.0001 in all the sign tests for all experiments, the null hypothesis is
rejected and, as a result, all the improvements obtained are statistically significant.

4.4 Error analysis
In this subsection, two categories of errors are presented:
« Inherent word ambiguities. Although most of the clause connector features were success-

fully identified by the proposed system during the superficial features extraction process, few
clause connectors features that have alternative speech parts in the sentence were identified

Table 7. The f-score and calculated p-values by sign test for the test parts of the two datasets of the three improved and original methods.

Method - +NCT (%) M+ M- p-value

DrugBank GC 61.7 68.3 425 62 9.0e-53

ST 471 53 395 65 3.6e-71

LC 63.4 68.4 480 73 3.3e-64

MEDLINE GC 33.9 38.8 143 35 2.0e-23

ST 18.4 21.5 129 38 2.3e-32

LC 42.3 28.2 153 34 3.4e-43

doi:10.1371/journal.pone.0163480.t007
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with higher error rate. This happened because the extraction process of the superficial fea-
tures only considers the structure of the texts rather than their semantics. For example, the
connector’that” was the most problematic connector feature, due to the possibility of having
different speech parts in the sentence, for example, being also a demonstrative pronoun.
Thus, that was not used as a clause connector feature for simplicity.

Other clause connectors feature, similar to that, were considered or ignored, due to the com-
mon speech roles they take or do not, in scientific medical articles. For instance, the connector
feature “when” was considered only as a connector, a common speech role in the mentioned
articles, but ignored as an information question word. Consequently, in minor cases, the value
of the feature was set to wrong value.

« Parentheses. Another source of inaccuracy in the proposed system as well as many of the
text mining systems was parentheses. The error analyses of the system demonstrated higher
rate of false positive in sentences with parenthesis. Several reasons contribute to the problem.
For instance, parentheses are ignored in the negation annotation process, since the scope of
annotation continues and cannot separate parenthesis from other parts of sentences. Conse-
quently, the negation related feature was set to wrong value. For example, in some sentences
in DrugDDI corpus, there is a clause or explanation containing the drug name that is placed
inside parentheses such as the following sentence:

> Although specific drug or food interactions with mifepristone have not been studied, on
the basis of the metabolism of these drugs by CYP 3A4, it is possible that ketoconazole,
itraconazole, erythromycin, and grapefruit juice may inhibit its metabolism (increasing
serum levels of mifepristone).

Ketoconazole and mifepristone are two drug names, which have been annotated as true
interaction in the corpus. However, owing to the existence of parentheses, their interaction was
not detected by the system. A sentence simplification algorithm could be useful to resolve the
parentheses issue.

Discussion and Future Works

In this paper, we studied a list of features including clause dependency features and some fea-
tures for identifying neutral candidates as well as features extracted from negation cues and
scopes. Our experiments indicate that the proposed features improve the performance of the
relation extraction task combined with other kernel methods.

The obtained results show that the linguistically-oriented and scope-based negation annota-
tion, which identifies negation cue and scope, does not generally yield sufficient information to
decide upon negation confidently in the drug-drug interaction extraction. Therefore, one
should regard other factors including identifying neutral candidates and clause dependencies.
According to the results, neutral candidate feature set is the most useful among all three feature
sets. In addition, better results are obtained from the combination of neutral candidate features
with the other two feature sets.

Furthermore, as our analyses of the corpus show, sentences with negation cue have more
clause connectors in comparison with sentences without negation cue; therefore, taking
account of clause connectors and dependent clauses is important to solve the negation.

A stimulating question that has been partially answered in this work is whether all kernel
methods benefit from the proposed features here. As our results of the subtree kernel for sen-
tences with negation cues and clause connectors showed, it is possible that more advanced ker-
nels using more informative features from different presentations of the sentence benefit less
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from the proposed features. In few experiments, the complete feature set did not yield the best
results in comparison with other possible combinations of features. Thus, a suitable feature
selection method can improve the results.

Moreover, in this work, some experiments for using a few basic simplification methods
were carried out to overcome the complex sentences; for example by using the main clause as a
separate feature, no significant improvement was achieved. However, a future work is tryinga
combination of simplification and pronoun resolution specified for drugs.

Another motivating future work is extension of the definition of the DDI relation and neu-
tral candidate’s confidence level. The extension of the confidence level concept to a member-
ship function for a fuzzy DDI relation instead of a crisp DDI relation will enable us to compare
and combine extracted results from different sentences. Dissimilar results for a specific DDI
candidate extracted from different sentences with different confidence levels can be compared
and combined, which will contribute to identify different types of errors, including systematic
or human ones. This can lead to boosting the overall performance of the system, which is not
possible with a crisp DDI relation. Speculation and deduction cues including modal verbs of
possibility, such as may and related adjective and adverbs, such as likely in addition to the pro-
posed rule-based system to identify neutral candidates can be used to calculate the membership
function, i.e. the confidence level.
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Abstract

Background: Single Nucleotide Polymorphisms (SNPs) are among the most important types of genetic variations
influencing common diseases and phenotypes. Recently, some corpora and methods have been developed with
the purpose of extracting mutations and diseases from texts. However, there is no available corpus, for extracting
associations from texts, that is annotated with linguistic-based negation, modality markers, neutral candidates, and
confidence level of associations.

Method: In this research, different steps were presented so as to produce the SNPPhenA corpus. They include
automatic Named Entity Recognition (NER) followed by the manual annotation of SNP and phenotype names,
annotation of the SNP-phenotype associations and their level of confidence, as well as modality markers. Moreover,
the produced corpus was annotated with negation scopes and cues as well as neutral candidates that play crucial
role as far as negation and the modality phenomenon in relation to extraction tasks.

Result: The agreement between annotators was measured by Cohen'’s Kappa coefficient where the resulting scores
indicated the reliability of the corpus. The Kappa score was 0.79 for annotating the associations and 0.80 for the
confidence degree of associations. Further presented were the basic statistics of the annotated features of the
corpus in addition to the results of our first experiments related to the extraction of ranked SNP-Phenotype associations.
The prepared guideline documents render the corpus more convenient and facile to use. The corpus, guidelines and
inter-annotator agreement analysis are available on the website of the corpus: http:/nil fdi.ucm.es/?g=node/639.

Conclusion: Specifying the confidence degree of SNP-phenotype associations from articles helps identify the strength of
associations that could in turn assist genomics scientists in determining phenotypic plasticity and the importance of
environmental factors. What is more, our first experiments with the corpus show that linguistic-based confidence
alongside other non-linguistic features can be utilized in order to estimate the strength of the observed SNP-phenotype
associations. Trial Registration: Not Applicable
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Background

Background

An SNP is a single base mutation occurring at the DNA
level. Variations in DNA sequences can affect how humans
develop diseases and respond to pathogens, chemicals,
drugs, and other agents [1]. There exist an approximate ten
to thirty million SNPs in humans [2]. As a result of the in-
creasing number of related articles, the use of automatic as-
sociation extraction in determining the associations of
mutations (e.g. SNP’s) and their consequences is increasing
in biological systems and genotype-phenotype studies.

In genetic epidemiology, GWA study refers to the
process of examining several common genetic variants
in different people so as to discover a possible correlation
between a variant and a phenotype trait. A phenotype is
an organism’s recognizable characteristics or traits such as
its development, biochemical or physiological properties,
behavior, and the concomitant products of that behavior
[3]. The large amount of data generated from these studies
[4] necessitates the need to develop an automatic ap-
proach in order to facilitate the study of the extracted as-
sociations. Recently, a few corpora and methods have
been developed with the aim of extracting mutation and
disease associations from texts such as [5] and [6]. There
is, on the other hand, no available corpus for extracting
the association of SNP-phenotypes from texts annotated
with negation, modality, and the confidence degree of
such associations. The need for different levels of annota-
tion for biomedical associations has been considered in
certain biomedical resources such as PharmGKB [7]. It
collects information about the impact of human genetic
variations in drug responses that have been annotated
with four levels of evidence.

In this paper, we described and discussed the process
of constructing ranked SNP-phenotype association corpus
(SNPPhenA), inter-annotator agreement analyses and the
results of some utilized baseline methods during an initial
experiment. In most cases, implementing a biomedical
text-mining system is a difficult task as the basic scientific
communication components — i.e. journals and data-
bases — are designed to be read by humans, not ma-
chines or computers. In order to address this problem,
xml was selected as the main format for the produced cor-
pus. Furthermore, biomedical Natural Language Process-
ing (BioNLP) systems (e.g. relation extraction) have been
mostly applied to abstracts as, though concise, they are
more readily available. Also, abstracts are deemed as good
targets for information extraction (IE) because they are a
succinct and summarized version of an article [8], hence
the selection of abstracts in the present research.

Motivation
Several named entities have been investigated during the
biomedical relation extraction task, few of which are
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suitable candidates for annotating with confidence de-
grees, which is the major aim of the research when
identifying the strength (severity) of associations or in-
teractions. The reason for this is that there are no ad-
equate biomedical agreements. For instance, Drug-drug
Interactions (DDI) or Protein-protein Interactions (PPI)
are two biomedical relations discussed by a myriad of
researchers. However, it is difficult even for a human
expert to reliably classify the strength or severity of
DDIs or PPIs according to confidence level, a problem
existing due to the variation in the types of related ex-
periments and the paucity associated with the methods
of quantifying and estimating the significance of both
the research method and the association. Most GWA
studies that report SNP-phenotype associations are
generally based on case-control researches [9] initially
tested for statistically significant differences between
the proportion of exposed subjects among cases and
controls. Accordingly, to gauge the research significance
of the result, researchers are encouraged to, more often
than not, report a level of evidence by considering p-
values and study size.

Both preparing a reliable corpus annotated with confi-
dence level in associations and developing an automated
tool for this purpose are evidently more difficult for a
host of other biomedical named entities that may require
different models of study [7]. For instance, comparing
and finding an acceptable agreement of confidence level
for an association reported in a case-control experiment
beside to a case study reported association would be
more difficult and challenging. In addition, it is difficult
to identify the strength and severity of associations (or
interactions) in a sentence explaining a biochemical
mechanism occurring in many corpora such as DDI and
Protein-related associations because every chemical reac-
tion may precipitate different sequences within the body.

Consequently, insofar as NLP, ranked SNP-phenotype
association extraction based on confidence level is con-
sidered to be a more feasible task in comparison with
many other biomedical association extraction tasks.
Additionally, it is worth mentioning that specifying neu-
tral candidates and the effects of negation annotated in
the corpus is influenced by measured confidence level of
association between two entities, elaborated in the follow-
ing sections. This shows how crucial it is to have reliable
annotations for confidence level in associations as well as
an automated method for identifying them.

Yet another objective of the present was to identify
the association of such phenotypes as quantitative traits
instead of diseases with SNP’s, variously studied by re-
searchers. Such extension is significant because many
phenotypes can be detected during the sub-clinical phase
of a disease history, hence determining their association
with an SNP entails a more early diagnosis and treatment
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of the disease. Certain phenotypes, it should be noted, are
important risk factors for the disease.

Related tasks and phenomena

One of the linguistic-based phenomena discussed in this
paper is negation. According to linguistics [10], neg-
ation refers to a morphosyntactic operation wherein a
lexical item or construction is denied or whose meaning
becomes inverted by another lexical item. Likewise, the
lexical item representing the negation is referred to as
the negator. Commonly used in clinical and biomedical
text documents, negation is a significant cause of low
precision in automated information retrieval systems. In
the prepared corpus, the marked sentences were anno-
tated with negation scopes and cues. A sample of a ne-
gated sentence can be found in Fig. 1, wherein the SNP
and phenotypes are written in bold font.

The other linguistically-driven phenomenon employed
here is linguistic modality. Generally, modal expressions
are words that state modality which is the expression of
the subjective attitudes and opinions of the presenter
about a possible fact or to control a probable action
including intentions, possibility, probability, necessity,
obligation [11]. In this research, linguistic-based modals
and speculation analyses were made use of in order to
determine the confidence level of the SNP-phenotype
association candidates in the corpus. The linguistic-based
confidence level of an extracted biomedical association
can provide an estimate for the reliability of the obtained
association and the strength of the biomedical association.
Figure 2 demonstrates the sample of a sentence in the
corpus with three modality markers. The modality ana-
lysis of a sentence and the linguistic-based confidence
level of associations can be utilized in addition to other
non-linguistic features so as to obtain more accurate
annotations.

Named Entity Recognition (NER) is the first step to-
wards extracting associations and relations as well as
making related corpora within biomedical texts [12]. It
is crucial to notice that the characteristics of NER in the
biomedical domain are different from those in the news-
wire domain [13]. Identifying mutations in texts is among
the most difficult NER tasks in BioNLP, investigated in a
myriad of studies such as [14—16]. EMU is another muta-
tion tagger effective in reducing the annotation time of
articles candidate for mutation related associations [17]. It
should be noted that implementing a state-of-the-art
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automated SNP and phenotype NER is not the objective
of this research. Rather, it is the first step toward produ-
cing an association extraction corpus, where, the product
of the automated algorithm is subsequently checked
manually.

The rest of the paper is organized as follows: The next
section reviews some of the related works; section three
presents the methodology of the paper; section four is
dedicated to the evaluation and results; and the last sec-
tion concludes the paper.

Related works

In this section, we are going to introduce some of the
relevant works about preparing the datasets used for
extracting mutation related entities including disease as
well as different methods of annotating negation and
levels of confidence in the biomedical domain.

Mutation association extraction methods and corpora
Besides classical relation extraction tasks in the BioNLP
domain such as protein-protein and gen-disease, certain
novel methods and corpora have been developed with
the aim of extracting mutation/polymorphism and dis-
ease associations, among which, mention can be made
of BRONCO (18] and Variome [19]. BRONCO contains
more than four hundred variants and their associations
with genes, diseases, drugs and cell lines in the context
of cancer, all extracted from 108 full-text articles. Var-
iome covers 12 types of relations annotated in 10 full-
text articles. While BRONCO includes more documents,
both corpora annotate several types of relations, such
as mutation-disease association, as binary relations on
a full-text level. On the other hand, the advantages of
abstract-level relation extraction over full-text were
mentioned in the introduction section. Therefore, the
prepared corpus in this research was provided on an
abstract level.

PKDE4J [5] and Dimex [6] are two methods for
extracting mutation and disease association, the latter
being a rule-based unsupervised mutation-disease asso-
ciation extraction working on the abstract level. The
PKDE4J, however, is a supervised method that employs
a rich set of rules to detect the used features. Both
methods work on usual binary relations that determine
whether or not there exist an association; neither method
considers the degree of certainty or confidence [20].

Inside this region of 16.3kb,LD(r2=0.14) between TOMM40 (rs157590) and APOE(rs429358) was observed in PPA,

(scope)
r \

but not in bvFTD and in controls.

Fig. 1 A sample sentence in the corpus within a negation cue and scope
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confirm

Our findings

Fig. 2 A sample of a sentence with three modality markers

that the TCF7L2 gene represents an important locus for predicting inherited susceptibility to type 2 diabetes.

developed another related miner system that gathers
heterogeneous data from a variety of literature sources
in order to draw new inferences as to the target pro-
tein families. Likewise, Ravikumar and his colleagues
[21] developed an automated extraction tool in order to
obtain protein-specific residue associations from the
literature. Another similar automated approach was
proposed by [22], which extracts impacts and related

information from literature. In another recent study,
Klein et al. proposed the principal infrastructure for the
benchmarking of mutation text mining systems [23].

The corpus prepared in this research was annotated
with negation cues and scopes, modality markers, and
neutral association candidates. Such linguistic features
were conducive to the extraction of more accurate infor-
mation about the extracted SNP-phenotype associations.

Fig. 3 Different steps for producing the SNPPhenA corpus
\
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We assessed 10 case-control studies included 7,067 cases and 9,374 controls of the association between

D ey e X
CYP1B1 SNPs of Leu432Val (rs1056836, 432C>G), Asn453Ser (rs1800440, 453A>G),

TR T AR
Ala119Ser (rs1056827, 119G>T), Arg48Gly (rs10012, 48C>G) and the risk of lung cancer

Fig. 4 A sample of SNP and phenotype named entity recognition in the corpus

Annotating the modality and degree of confidence

As mentioned earlier, “modality” indicates the degree to
which a certain observation is possible, probable, likely,
certain, permitted, or prohibited. A host of studies have
been conducted for the identification of modality and
speculation in NLP; very few, however, have been
employed for the classification of modality language in
bioscience texts.

Although several studies such as [24] have been con-
ducted within the linguistics community as to hedging
in scientific texts, in neither is there direct relevance to
the task of classifying from an NLP and machine learn-
ing perspective.

Light and his colleagues conducted one of the very few
direct studies [25], where the speculation identification
is introduced using examples from the biomedical domain.
They address the question of whether there is sufficient
agreement among researches as to what constitutes a
speculative assertion that renders the task viable from a
computational perspective. Despite the fact that Light at-
tempts to separate the two sides of speculation (strong
and weak), he fails to glean sufficient evidence for such a
reliable distinction. They conclude that having a reliable
distinction between speculative and non-speculative sen-
tences is feasible, and reliable automated methods might
also be developed.

Table 1 Some of the most occurred phenotypes in the corpus
Phenotype/phenotypic trait
health risk 40

Num. of abstracts

smoking 33
Obesity 25

metabolic syndrome 16

o

hypertension

insulin sensitivity
hypertriglyceridemia
glucose metabolism
impaired glucose tolerance
longevity

body mass intake
cognitive performance
skin pigmentation

AIDS

w w A A A 0O N O

It is noteworthy that in addition to the preponderance
of biomedical relation extraction annotations that merely
include usual binary association information, there exist
certain others containing extra-linguistic information in-
cluding POS, negation, and speculations information. As
an example, the Genia corpus [26], along with biological
events, contains annotations for three levels of uncer-
tainty. Nonetheless, to the best of our knowledge, all of
the mutation related corpora have only been annotated
with binary associations. In the current study, the corpus
was enriched through adding more linguistic information
such as the linguistic based confidence level of associations,
modality markers, and neutral association candidates.

Negation annotation

In general, two negation detection methods have been
developed to annotate the employed corpora: A linguistic-
based approach and an event-oriented approach. Among
other negation annotated corpora, one may refer to the
two most well-known: the linguistically-focused, scope-
based BioScope [27] and the event-oriented Genia [26]. In
BioScope, scopes recognize the position of the key negated
event within the sentence, with each argument of the key
events coming under the scope, as well. Genia, on the
contrary, independently deals with modality within the
events. In a Genia event, biological concepts (relations and
events) are annotated for negation, yet no linguistic cues
are annotated. In fact, the objective of the BioScope cor-
pus is to approach this language phenomenon in a general,
task-independent, and linguistically-oriented manner. It
can further automatically recognize negation scopes and
cues in sentences.

Table 2 Eight of most occurred SNP's in the SNPPhenA corpus
and number of contained abstracts

SNP Number of abstracts
1512255372 78
15429358 55
157412 46
154680 38
rs1051730 25
15662799 20
151799971 18
151800629 14
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role of this locus also in the Cau
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Rs1333049 risk allele G frequency resulted significantly higher in.g dometriosis patients compared with controls (OR 1.32, 95% CI 1.11 to 1.57), confirming the

meta-analysis showed that rs7521902 was as!
/ //
(pmeta=2.23x10-9) whilg for rs1250248/ a genome-wide significant pmeta value of 3.89x10-9 was detected dply in association with severe forms. An epistatic
[
interaction between 157521902 and 151250248 (OR 1.56, p=1.19x10-2) was found especially in presence of ovarian disease (OR=2.15,

p=3.12x10-4).Conclusions: We confirm WNT4, CDKN2BAS and FN1 as the first identified common loci for endometriosis.

Fig. 5 A sample of two annotated associations between two SNPs and a phenotype in the SNPPhenA corpus

ed with endometriosis at a genome-wide significance

Phenotyf

NegDDI-DrugBank is another corpus that was anno-
tated by the authors of the previous work with scopes of
negation and negation cues [28]. The automatic extrac-
tion of Drug-Drug interactions from the text is held to
be highly significant, as two corpus versions (in 2011
and 2013) were prepared in this regard. Concerning the
high rate of negated sentences in the DDI corpus, a
complete set of sentences within DDI 2011 (with a total
of 5806 sentences and 579 files) was automatically anno-
tated with negation scopes and cues. The results were,
then, manually checked by three experts to address pos-
sible mistakes within the course of the automated process
[29]. Adding a new XML negation-tag containing negation
cues and negation scopes, the NegDDI-DrugBank corpus
was established.

Corpus construction

In this section, the steps followed in the construction of
the SNPPhenA corpus are explained. The entire process
consists of three major steps of collecting documents,
automatically and manually recognizing the SNP and
phenotypes, and annotating the associations and the re-
lated information (Fig. 3). The last step entails annotat-
ing the association candidates, the confidence level of
associations, the modality markers and the negation
scopes and cues of the sentences.

In order to have consistent annotations, all annotators
were given the same instruction which includes a pellu-
cid definition of the entities and their relationships, rules
and conventions of annotating the confidence level of
associations and complete examples for each type of
tags. The annotation guideline also contains rules for
tackling linguistic phenomena such as negation cues and

modality markers. Moreover, this document presents
different types questions raised and retorted by the an-
notators during the annotation process. The annotation
guideline can be found on the website of the corpus.

In the end, 360 XML files were generated comprised
of the abstract texts, SNPs, Phenotypes, and the SNP-
phenotype associations in the selected sentences. The
Phenotypes, SNP names and the association candidates
were annotated as xml element tags for each nominated
sentence in the abstract. Next, the annotations and the
final product were manually checked. The produced
SNPPhenA corpus is available for public use *. So as to
better fathom and employ the corpus, brat stand-off
annotation format of the files is also available at the
website of the corpus. The next subsection is dedicated
to the abstracts collection process 2.

Abstract retrieval

Information provided by the “http://www.gopubme-
d.org/” search engine was used to collect genome-wide
association abstracts. GoPubMed is a webserver allowing
users to explore PubMed search results with Gene
Ontology [30]. Twenty popular SNPs were used as query
terms enumerated popular by “http://www.snpedia.com/
"website; the extracted list of abstracts was shortened via
selecting those comprised of popular disease names. The
list was finally truncated again through choosing those
that have candidate sentences consisting of both types of
entities. We collected a total of 360 abstracts (including
2625 sentences) with at least one candidate sentence
with an SNP and a phenotype name. There were 483 key
sentences containing at least one SNP and one pheno-
type name that were annotated with the xml element

gy, i

BACKGROUND:Apoliporation E (APOE) genotype (2/e3/e4 :  rsd29358 ¢4 allele; rs7412 €2 allele ) is strongly associated with both lipid levels and A Izheimer 's disease

Fig. 6 Samples of positive association candidate between highlighted two SNPs and a phenotype
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Subgroup analyses show that significant associations are not found between the six SNPs ( rs7903146

r l \rl\rl\ Il\

, rs7895340 and rs4506565 )and the type 2 diabetes in some ethnic population.

, rs11196205 , rs7901695

r l N l

r \
, rs12255372

Fig. 7 Samples of negative association candidate between highlighted six SNPs and a phenotype

“SENTENCE”. The total number of SNP names anno-
tated in the SNPPhenA corpus was 875. It is worth
mentioning the SNPPhenA is a sentence-level corpus
and sentences merely including SNP or Phenotype were
not annotated.

The next step was to perform an automatic Named
Entity Recognition, followed by a manual checking of
sentences with candidate relations for SNPs and pheno-
type names, as explained in the section below.

Named entity recognition (NER)

An essential part of biomedical NLP is to detect biomed-
ical named entities [31]. During the construction process,
two Named Entity Recognitions were done on SNPs and
Phenotypes. These two tasks are minutely explained in the
two following subsections. A sample of implemented
NERs is shown in Fig. 4.

Phenotype NER

A phenotype is the appearance of an organism in terms
of its morphology, development, physiology, behavior
and its concomitant products [3]. Although there are da-
tabases containing disease names and popular phenotype
names, no compendious database of phenotypes is yet
available.

In this regard, a dictionary-based NER task was imple-
mented by combing two more complete and pertinent
databases. The prepared dictionary includes a list from
the Comparative Toxicogenomics Database (CTD) for
disease names [32]. Also included is the phenotype
ontology prepared in the blast project [33]. The collected
list of phenotypes includes 65,530 phenotype names along
with more than twelve thousand disease names and their
synonyms.

The phenotype names were initially recognized auto-
matically by the prepared dataset. Manual checks were
subsequently made by two experts in order to identify
missed or inexact phenotypes.

A short list of the most frequent phenotypes is shown
in Table 1 where the top two phenotypes in the corpus
are “health risk” and “smoking”.

SNP NER

The inconsistent description of biological data elements
renders the relation extraction tasks challenging. Names
associated with polymorphism are particularly problematic
because historical or common names are, more often than
not, employed instead of standard nomenclature [34],
specifically in candidate gene association studies. What
is more, it is hard to find the links between historical
or common SNP names and refSNP [35]. To address
this issue, we implemented a database containing both
refSNP(rs) and historical names, matched with their
corresponding rsID numbers, while utilizing the Variant
Name Mapper(VNM) tool [36]. The VNM tool consists of
historical names matched with their corresponding rsID
numbers extracted from multiple open-access databases,
including SNP500Cancer [37], SNPedia [38], pharmGKB
[39]. The database was utilized for extracting the different
SNP names.

Similar to the phenotype NER process, SNP name an-
notations were initially checked manually by two biology
experts and verified by a third professional annotator. A
short list of the most frequent SNPs is shown in Table 2.

Annotating the candidate SNP-phenotype associations
This section deals with the process of annotating the
associated candidates which includes the annotation of
the SNP-phenotype associations, the confidence level of
associated candidates, modality markers, and negation
scopes and cues in the negated sentences.

Annotating the SNP-phenotype associations

Following the collection of abstracts and the determin-
ation of the SNP and phenotype candidate names, the
associations between SNP and phenotype were manually
annotated by three gurus in genetics (Fig. 5). The SNP-

...... {Neutral association candidate - -~~~ -

l

This study aimed to test the association between the Val158Met polymorphism rs(4680) of the catechol-0-methyl transferase gene and anorexia nervosa.

Fig. 8 A sample of neutral association candidate with used highlighted entities
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OBJECTIVE: We investigated if the FTO rs9939609 associates with food preference in healthy adults with

o) D G

(phenotype)

)

Fig. 9 A sample of neutral association candidate with a negation cue
.

no cancer , Cardiovascular disease ,or diabetes .

phenotype candidates were classified into three cat-
egories of positive, negative and neutral. The positive
SNP-phenotype relation candidates are those with
clearly indicated associations (Fig. 6). In contrast, negative
SNP-phenotype relation candidates are those in which a
lack of association is evident (Fig.7). In addition to the typ-
ical classes of relationships, a neutral class is defined for
those that fall between the two other classes, where the
presence or absence of association is not remarked in the
sentence (see Fig. 8).

As Fig. 8 shows, the presence or absence of association
is neither mentioned between “rs4689” and “anorexia
nervosa”, nor can it be identified with a high level of
confidence, hence, the association between the SNP and
the phenotype was annotated as neutral.

In more precise terms, an SNP-Phenotype association
candidate is identified as neutral if:

(i) The absence or presence of association between
SNP-phenotype cannot be specified from the sentence
(or container clause) with a confidence level of more
than zero.

(ii) The status of presence or lack of association be-
tween the SNP and the phenotype does not change from
positive to negative or vice versa if the sentence (or con-
tainer clause) is negated and SNP and phenotype names
are located in the scope of the negation.

(iii) The confidence level of association between SNP
and the phenotype does not change if a modal marker is
utilized in the sentence and both entities are located in
the scope of modality.

The association in Fig. 9, for instance, is neutral and
the used negation cue (“no”) does not change the status
of the association between the SNP and the phenotypes.

It is worth mentioning that in most relation extraction
corpora, neutral candidates were considered to be part
of the negative (non-positive) class. Considering them as
a separate class of associations allows researchers to con-
duct different types of experiments. More details as to the
role of neutral candidates in biomedical relation extraction
tasks can be found in the author’s other study [40].

Similar to the previous steps, the manual checking was
initially performed by two experts, and in order to sort
out the issue of contradictory confidence levels, the ver-
dict of a third expert annotator was taken into account.

Annotating the level of confidence of the SNP-Phenotype
associations

In spite of the fact that genetic components have the in-
structions for the growth and development of each individ-
ual, a person’s phenotype is influenced by environmental
factors during embryonic development and throughout life.
Environmental factors can stem from a variety of influences
such as diet, climate, illness and level of stress. For instance,
the capability to taste food is a phenotype estimated, by sci-
entists, to be 85% influenced by genetic inheritance [41].
Nevertheless, environmental factors such as dry mouth or
recently eaten food could affect such ability.

“Phenotypic plasticity” is the ability of a genotype to
generate more than one phenotype due to various envi-
ronments [42]. The plasticity is considered to be high if
environmental factors have a strong influence. Con-
versely, if the phenotypic plasticity is low, the genotype
can be made use of so as to reliably predict the pheno-
type. The degree of influence environmental factors have
on a person’s ultimate phenotype is, not infrequently, a
matter of heated scientific debate.

We found a significant genotype effect (all P<0.017) for the following smoking-related phenotypes:

(i) cigarettes smoked per day and CYP2A13*3; (ii) pack years smoked and CYP2A6*2, CYP2A6*1x2,

CYP2A13*7, CYP2B6*4 and DRD2-ANKK1 2137G>A (Taq1A);

(iii) nicotine dependence (assessed with the Fagestrom test) and CYP2A6*9.

Fig. 10 A sample of a strong association that has been mentioned to have a strong degree of confidence
\

e ——
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The nonsynonymous OPRM1 rs1799971 might be a risk factor for‘addiction to opioids or heroin in an

Asian population.

Fig. 11 A sample of a weak association that has been mentioned to have a weak degree of confidence

Differing phenotypic plasticities alongside possible
unknown genetic components are the two reasons why
GWA study uses confidence level in order to describe
the strength of association. The linguistic-based confi-
dence level of the reported association ultimately yields
informative data leading to the determination of pheno-
typic plasticity.

However, there is no available data source or automated
method for extracting confidence level from the obtained
results. This is when the presence of such a tool and data
source is critical and conducive to reviewing literatures.

For this purpose, the confidence levels of positive asso-
ciation candidates in the corpus were annotated by a
guru in human genetics. Based on the strength of the
linguistic correlation between each individual phenotype
and the relevant SNP mentioned in the abstract, the
confidence level of associations was categorized into weak,
moderate, and strong. Moreover, when the association is
neutral (ASSOCIATION = neutral), the degree of confi-
dence is set to “zero”. The confidence levels were assorted
considering modality, adverbs and the reported statistical
results (p-value). Detailed information about the annota-
tion guidelines can be seen in the guidelines document,
available on the website of the corpus. The process, all the
same, is demonstrated here via some samples.

The sentence shown in Fig. 10, for example, is consid-
ered to have a high confidence level as it indicates “found
a significant genotype effect”.

The sample mentioned in Fig. 11, on the other hand,
is annotated as having a weak confidence level because
of the “might be” clause. However, there exist certain
cases that fall under both two categories such as the
sample below (see Fig. 12), annotated as moderate.

The annotation of confidence level was carried out by
two biology experts both of whom had the same opinion
regarding 86% of the association candidates in the whole
corpus. In order to sort out the issue of contradictory

confidence levels (14%), the opinion of a third guru an-
notator was considered.

Linguistic based negation detection and modality
markers

Identifying negative statements is essential in order to
obtain accurate information from the text data. The sen-
tence in Fig. 13 demonstrates the importance of consider-
ing negation where there is no association between “APOE
(rs429358)” and “bvFTD”; however, if the negation had
been neglected, an incorrect association might have been
identified.

A rule-based system, proposed by [43], was initially
utilized in order to annotate the negation scopes and
cues. During the process, a set of negation cues such as
“not”, “lack”, were detected making use of Bioscope’s
guidelines. Negation cues indicate that a negation exists
in a sentence. Considering the syntactic context, the
scopes of negation and negation cues were subsequently
determined, a task already done in a previous work by the
authors [28] annotating the DrugDDI 2011 corpus. In
order to preclude any possible mistakes, manual checks
were made by an expert following the automated process.

In addition to the negation cue and scopes, modality
markers were annotated during the annotating process.
The employed modality markers obtained from the list
were already provided in [44], which is an extension of
the list provided by [45] for the biomedical domain. The
process includes an automated annotation, followed by
an expert performing the manual check. The five more
frequent annotated modal markers in the corpus are:

“suggest”, “more”, “strong”, “observe”, and “show”.

»”
)

Evaluation and results

In this section, inter-annotator agreement analyses and
the calculated scores are initially presented; then some
of the basic statistics of the produced corpus will be

In a longitudinal study with 11 years of follow-up on survival in the oldest-old Danes, only one SNP,

P
rs2069827 (IL6), was borderline significantly associated with survival from age 92 (P-corrected=0.064).

Fig. 12 A sample of moderate association that has been mentioned to have a moderate degree of confidence
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“No association was found between CPP phenotypes (incidence, intensity, and duration) and different rs4680 genotype‘s.

Fig. 13 A sample of a negated sentence with negation cue and scope

demonstrated; and finally, the results obtained from our
first experiment using the corpus are presented.

Inter-annotator agreement

In order to evaluate the quality of the corpus and the re-
liability of the annotations, the inter-annotator agree-
ment score was measured for the task of classifying
candidate sentences into positive, negative and neutral
classes, and also for the task of determining the confi-
dence level of the association. As was mentioned before,
two annotators had independently tagged the corpus. In
the case of disagreement between two tags, a third anno-
tator was asked to decide on the correct one. For the
task of classifying candidate sentences, inter-annotator
agreement was 91%, which means that in 91% of cases,
the two annotators agreed. Additionally, we computed
Cohen’s Kappa coefficient [46] for the two annotators;
this coefficient takes into account the degree of agree-
ment that could be expected to occur by chance and is
computed as follows:

o= Po—Pe
l_pe

Where P, is the relative observed agreement among
annotators, and p. is the hypothetical probability of
chance agreement. The Kappa value was 0.79 for the
two annotators. In general, k=1 indicates a complete
agreement. Furthermore, k<0 shows that there is no
agreement between annotators other than what would
be expected by chance (as given by p,).

As far as the task of annotating the confidence level of
the association with four categories (zero, weak, medium,

Table 3 Basic statistics of the SNPPhenA corpus in terms of test
and train parts

Item Train Test Total
Files 270 90 360
Sentences 1940 685 2625
Key sentences 362 121 483
SNP 691 244 935
Phenotypes 496 158 654
SNP-Phenotype association candidates 935 365 1300
Neutral candidates 142 166 308
Negative candidates 91 29 120
Positive candidates 702 170 872

strong), annotators agreed in 87% of the occasions; yet the
Kappa value was 0.80 which is satisfactory.

Characteristics of the SNPPhenA corpus

This section provides detailed statistics as to the linguis-
tic and nonlinguistic properties of the corpus. The basic
properties of the corpus are presented in Table 3 which
includes the statistics of the produced corpus in terms of
test and training parts. As the table shows, the candi-
dates with a positive association comprise the largest
category while the negatively associated candidates con-
stitute the smallest category.

Table 4 provides the detailed analyses concerning the
different types of SNP-phenotype association candidates.

Additionally, as mentioned earlier, the key negated
sentences in the corpus were annotated with scopes of
negation and negation cues. As Table 4 shows, 16.8% of
the sentences have at least one negation cue. Further
analysis shows that “not” and “no” with respective occur-
rences of 35 and 38 were the most frequent negation
cues. According to the conducted analyses, each sen-
tence in the corpus had an average of 76.9 tokens, 1.7
SNPs, and 1.2 phenotypes.

As illustrated in Table 3, 76.3% of the samples are distin-
guished (i.e. they are positive and negative association can-
didates). It can, therefore, be concluded that the annotated
sentences were mostly expressed as a direct mechanism or
association between one or more SNPs and a phenotype.

Additionally, as Table 4 shows, 63.8% of the candidate
sentences have at least one clause connector, while
36.2% do not have one. The result of statistical analysis
on the clause connectors further indicates that 9.7%
(=87/895) of instances had concessive clauses.

Table 4 Statistics of different types of SNP-phenotype association
candidates in the SNPPhenA corpus

Item Number  Percentage (%)
Total SNP-phenotype association candidates 1300 100

Candidate with at least one negation cue 218 16.8
Candidates with only one negation cue 188 14.5
Candidates with clause connectors 823 63.8
Candidates without clause connector 470 36.2

Weak degree of confidence candidates 515 396

Moderate degree of confidence candidates 124 9.5

Strong degree of confidence positive 233 17.9

candidates
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Experiment

The results of our first experiments with the corpus are
presented in this subsection. Although several mutation-
related association extraction methods have recently
been developed, automatically measuring the confidence
level in an association is a novel task. Consequently, our
first experiments were evaluated via certain baseline ker-
nel methods for the two subtasks.

In order to categorize the associations, we employed
the two kernel methods that have been expansively made
use of in the relation extraction task; the local context
kernel [47] and sub-tree kernel [48]. Additionally, the
binary Bag of Word (BOW) method was carried out on
the corpus so as to predict the degree of confidence for
the associations. In all the experiments, the training part
of the prepared corpus was used for training the classifier
and the test part was employed for testing the system
(Tables 5, 6 and 7).

Table 5 shows the performance of the two utilized
baseline methods, applied to all three types of candi-
dates. The reported f-score was measured for the detec-
tion of positive SNP-phenotype association candidates.
Table 6 further indicates the performance of the baseline
methods were only applied to the positive and negative
association candidates.

The results of the confidence level prediction of associa-
tions are presented in Table 7 where the best f-measure is
related to the candidate expressions of associations with a
weak confidence level, while the worst result is obtained
for the moderate confidence level.

The lower performance of identifying the confidence
level of association in comparison with the association
extraction method demonstrates that the simple features
used in the binary BOW may not have enough information
to surmount the task and more linguistic features are re-
quired. Moreover, the difficulty of the task might be precipi-
tated by the fact that during the annotation process, the
annotators employed the mentioned p-value number as a
complementary factor for identifying the confidence cat-
egory, which was the case with 20% of the candidate sen-
tences. It can, accordingly, be concluded that accurately
identifying ranked association from biomedical articles
requires more linguistic features including dependency
parsing, lemmatizing and features related to identifying
the significance degree of the biomedical statistical tests.

Table 5 Comparative f-score results for the test SNPPhenA part
for two kernel methods with all types of candidates (positive,
negative and neutral class)
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Table 6 Obtained comparative results for the test SNPPhenA
corpus for the two investigated kernel methods with non-neutral
candidates (positive and negative class)

Method LCK Subtree kernel
Fi 63.4% 457% '
Recall 59.8% 41.3%
Precision 56.6% 40.1%

A simple version of the baseline method can be found
online 3. It is indispensible to mention that the online
system may have a worse performance in comparison
with the reported results in this section due to the ab-
sence of manual checking during the NER task as well
as the omission of the negation detection step.

All the kernel method experiments were carried out
by a support vector machine with SMO [49] implemen-
tation. Weka API [50] was used as the implementation
platform.

Conclusion and future work

In this research, a SNPPhenA corpus was developed in
order to extract the ranked associations of SNPs and
phenotypes from GWA studies. The process entailed
collecting relevant abstracts, Named Entity Recognition,
and annotating the associations, negation, modality
markers, and the confidence level of the associations.

As opposed to the previous biomedical relation extrac-
tion corpora containing true and false types of relations, the
annotated associations in the corpus were divided into
three classes: positive, negative and neutral candidates. The
neutral candidates were those SNP-phenotype candidates
that showed no clear evidence as to the presence or lack of
association between the SNPs and phenotypes. Identifying
neutral candidates is critical for the negation process as the
status of such candidates and their corresponding level of
confidence do not change when they are located in the
scope of negation terms; the status of distinguished associ-
ation candidates, on the other hand, change in such cases.
Similarly, the confidence level, certainty or uncertainty of a
neutral candidate, does not change if it is located in the
scope of a speculation or modality term. Hence, determin-
ing the effect of negation as well as modality terms requires
the identification of neutral candidates.

Table 7 Obtained results for the calculating confident interval
of the positive association of the test part of the SNPPhenA
corpus by bag of words method

Parameter Weak degree Moderate degree Strong degree
Method LCK Subtree kernel of confidence of confidence of confidence
F1 71.3% 57.7% F1 69.5% 32.6% 35.3%
Recall 68.7% 51.8% Recall 66.4% 30.5% 34.2%
Precision 69.2% 50.3% Precision 65.3% 31.6% 32.2%
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Not to be forgotten is the fact that the SNPPhenA cor-
pus must be considered as an initial step in extracting
graded associations from literature, which could result
in the idea of a fuzzy relation extraction task that can be
employed so as to construct better biomedical ontologies.

Furthermore, it is important for future researches to
employ more linguistic-based and non-linguistic-based
factors that could be utilized to determine the confi-
dence of the reported associations. Credibility of the
genotyping techniques (such as MLPA or RFLP) and the
validity of the research through graph-based network
analyses can be employed in the process of identifying
the overall confidence level of the reported associations.

Endnotes
'https://figshare.com/s/b18f7ff4ed8812e265e8
*https://figshare.com/s/f19191317056d6835b38
*http://snpphenotypeext-nilg.rhcloud.com/
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Abstract
Genome-wide association (GWA) constitutes a prominent portion of studies which have been conducted on

personalized medicine and pharmacogenomics. Recently, very few methods have been developed for
extracting mutation-diseases associations. However, there is no available method for extracting the
association of SNP-phenotype from text which considers degree of confidence in associations. In this study,
first a relation extraction method relying on linguistic-based negation detection and neutral candidates is
proposed. The experiments show that negation cues and scope as well as detecting neutral candidates can be
employed for implementing a superior relation extraction method which outperforms the kernel-based
counterparts due to a uniform innate polarity of sentences and small number of complex sentences in the
corpus. Moreover, a modality based approach is proposed to estimate the confidence level of the extracted
association which can be used to assess the reliability of the reported association.

Keywords: SNP, Phenotype, Biomedical Relation Extraction, Negation Detection.

1. INTRODUCTION

A single-nucleotide polymorphism (SNP) is a single base mutation that happens in DNA-level [1].
Variations in the DNA sequences can affect how humans develop diseases and respond to
pathogens, chemicals, drugs, and other agents. The first successful GWA study dates back to 2005
when Klein and his colleagues carried out the first successful GWAS on patients with age-related
macular degeneration. It was the start of a worldwide trend which results in finding thousands SNP
associations. Fig 1 shows the increasing numbers of papers that have been published in this field
from the year 2001 to 2014 obtained from a PubMed search engine for the query ‘Single Nucleotide
Polymorphisms’ (performed in November 2015). SNPs are also important for personalized medicine.

Recently, few methods have been developed recently for extracting mutation and disease
associations from text such as [2] and [3]. However, there is no available method for extracting the
association of SNP-phenotype from text which consider the neutral candidates and the level of
confidence of associations.
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A phenotype is the organism's recognizable characteristics or traits, such as its development,
biochemical or physiological properties, behavior, and products of behavior [4]. An SNP can be
“associated” with the phenotype when a specific type of variant (one allele) is frequent within
samples obtained from subjects. The degree in which phenotype is determined by genotype is
referred as “phenotypic plasticity” [5].
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Figure 1. Number of ‘Single Nucleotide Polymorphisms’ publications from 2000 to 2014 in PubMed.

The amount of influence that environmental factors have on a person’s ultimate phenotype is a
matter of serious scientific debate.

On the other hand, one of the essential tasks in biomedical text mining is to identify negations which
is the more important feature used in our approach. Linguists define negation as a morphosyntactic
operation [6]. Through this operation a lexical item either denies or inverts the meaning of another
item or construction. The importance of negation in biomedical text mining is revealed when we
consider the fact that negation is very common in those texts leading to lack of precision in
automatic information retrieval systems [7]. For example in the sentence below, there is not any
association between “APOE polymorphisms” and “serum HDL-C”; however, if negation is neglected a
wrong association might be identified:

e There were <{ no} associations between APOE polymorphisms and serum HDL-C, APO-CIII
and triglycerides>

Linguistic modality is another linguistically-driven phenomenon going to be applied in this research.
In general, modals are special words stating modality, which expresses the internal attitudes and
beliefs of the announcer such as facility, probability, inevitability, commitment, permissibility,
capability, wish, and contingency [8]. In current study, we aim to use modals based on linguistic- and
speculation analyses for determination of the confidence and strength of the stated SNP-phenotype
associations in the corpus.

On the other hand, despite distinguished association candidates which include remarks made by the
author, a neutral candidate does not contain any remarks [10]. In Fig 2, relation status between
“anorexia nervosa” and “rs4680” is neutral since the author has not mentioned their association. In
other words, any conclusion about the association between these two entities is not possible with
this sentence. McDonald et al. are one of the very few groups of researchers, who have investigated
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the neutral candidates in relation extraction task [9]. More information about the neutral relation
candidates their important role in the biomedical domain can be found at the other work of the
authors [10].

Neutra associabon | _
! canddate B
053

This study aimed to st the association between the Vil 158Met polymorphism)rs4680 fof the catecho-O-methyl ransferase gene anda

Figure. 2. A sample of neutral association candidate with used entities specified with circle

In addition to the pervious subjects, innate polarity of the sentences about a relation is an important
factor that must be taken into account. However, to the best of our knowledge, no research has
been conducted on the effect of innate polarity of the sentences on a relation extraction task.

However, innate polarity of a sentence speaking about a relation expresses whether the assumed
relation candidate in the sentence without negation cue and scope exists or not. For instance, the
first sample below gives a positive innate polarity on SNP-Phenotype [22], while the second sample
provides a negative one.

e The nicotinic acetylcholine receptor polymorphism (rs1051730) on chromosome 15q¢25 is
associated with major tobacco-related diseases in the general population with additional
increased risk of COPD as well as lung cancer.

e We investigated the causal relationship between smoking and symptoms of anxiety and
depression in the Norwegian HUNT study using the rs1051730 single nucleotide polymorphism
(SNP) variant located in the nicotine acetylcholine receptor gene cluster on chromosome 15 as
an instrumental variable for smoking phenotypes.

In this study, we suggest a text-mining approach which extracts association between SNP and
phenotypic Phenotypes. The rest of this paper is organized as follows. Section 2 introduces some
related research works. The proposed method is explicated in section 3. Afterwards, section 4
presents results and statistical analysis. Finally, section 5 concludes the paper while providing
suggestions for further research.

2. Related works

Besides classical relation extraction tasks in the BioNLP domain such as protein-protein and gen-
disease tasks, some new methods and corpora been developed for extracting
mutation/polymorphism and disease associations. DiMex [3] is a rule-based unsupervised mutation-
disease association extraction that works on the abstract level. The PKDE4) [2] is a supervised
method that employs a rich set of rules to detect the used features. Another related miner system
has been developed by [15] that gather heterogeneous data from a variety of literature sources in
order to draw new inferences about the target protein families.

Moreover, one of the few researches that took negation into account in the relation extraction task
was [16]. In the method, SVM classifier was fed using a list of features such as nearest verb to
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candidate entity in the parse tree and some negation cues. Pyysalo et al. [18] have conducted a
survey wherein negation and uncertainty issues were taken into account. They stated that among
those corpora Biolnfer has negative annotation. Numerous studies have been conducted on
modality and speculation of identification in NLP [19], but only a few of this research have been
employed for classifying speculative language in the bioscience texts. In biomedical study: the
vocabularies could be involved in theories, experimental results, hedges, and speculations. Though
some studies have been performed within the linguistics community on the use of hedging in
scientific text like [20], there is little direct relevance for categorizing task using the perspective of
NLP/ML.

2. Method

The proposed association extraction method relys on detecting linguistic-based negation and neutral
candidates which are introduced in this section. The basic components of the algorithm can be seen
in the flowchart in Fig. 3.

In this section, the process of detecting SNP-phenotypes associations is explained. It is worth
mentioning that we have used the SNPPhenA corpus during the research which has been introduced
previously [20]. The corpus is available for public use'.

Neutral candidate
detecto

..........

(D) Qe i e

Figure. 3. Flowchart of the different steps of the snp-phenotype association extraction proposed algorithm

3.1. Verifying the Criteria of the corpus

To examine whether the proposed negation based method is applicable to the corpus or not some
metrics must be analyzed which are known as verification criteria (See Fig. 4):

e  Complexity of the sentences: As mentioned in previous sections, complex sentences form a
major source of inaccuracy. They reduce the performance of the algorithm in two ways. Firstly,
they decrease the performance of the automatic negation detection algorithm; and secondly,

"https://figshare.com/s/b18f7ff4ed8812e265e8
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dependent clauses can change the meaning of main clause as mentioned earlier for concessive
clauses. Additionally, the number of prominent clause connectors and average number of
tokens can be utilized to measure complexity of a sentence.

o Uniform innate polarity of the sentences regarding to SNP-Phenotype association: Innate
polarity is an important factor in identifying relations from the text. Therefore, the produced
corpus is analysed to derive the number of positive and negative innate polarity samples. For an
estimation of the ratio of innate positive and negative polarities in the corpus, candidate
sentences without negation cue were identified. Selected candidates that express no
association between discussed SNP and Phenotype were classified as negatives and the other

were identified as positive.

Annotated Corpus

L 3

Verifying the criteria of the corpus Tokenization

niform innate polarity Small number of
of sentences? lependent clauses?,

Candidate pairs

% Finish
N

Figure. 4. Verifying the criteria of the corpus

3.2. Proposed association extraction approach

For developing the proposed approach, six Boolean features were extracted from negation cues and
scope which have been used. Additionally, to determine possible effects of negation on SNP-
Phenotypes relation, neutral examples have been identified in the corpus. Negation inverts status of
positive or negative relations candidates which are in the negation scope while leaving neutral ones
unchanged. As a result, the ratio of neutral candidates to positive or negative ones is of a great
significance.

3.2.1. Neutral candidate detector

For automatic detection of neutral candidates we have implemented a neutral candidate detector,
As initial experiments shows detecting the neutral candidates are very important in the negation
based method. Consequently a neutral candidate detection system has been carried out. The
proposed method worked with a global context method kernel method, the prepared corpus has
been used for training and predicting the neutral candidates.
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However, in case of neutral candidates, negation does not change the status of the association and it
will remain false. Because of few numbers of neutral candidates in the produced corpus, considering
the neutral candidates as negatives still leads to superior performance as will be seen in next section
(Table 10). As a result, if the status of the existence of neutral candidate was defined as

e “IsNeutralCand” A Boolean feature which is set as true when association candidate
predicted as neutral, while other situation is false.

3.2.2 Negation based association extraction method

As for relation extraction, it must be noticed that negation does not necessarily change the status of
a relation between entities. As a matter of fact, the effect of negation on association depends on
several factors among which position of entities relative to the negation scope and cue can be
directly extracted from extended corpus. For example, consider the following sentence:

e Moreover, the rs1051730 variant may not merely operate as a marker for dependence or
heaviness of smoking.

“Dependence or heaviness of smoking” is a phenotypes name inside the negation scope, so as their
association relation between SNP (rs1051730) and the phenotype name is inverted by the negation.
There are 6 different possibilities based on position of SNP and phenotype names relative to the
negation scope which are used as 6 features:

e  BothIinsNegSc: A Boolean feature which is set as true when both SNP and phenotype names
are inside the negation scope, while other situations are false.

e  OneleftOnelnsNegSc: A Boolean feature which is set as true when one SNP or phenotype
name is on the left side (out) of the negation scope and the other one is inside the negation
scope, while other situations are false.

e  OneRightOnelnsNegSc: A Boolean feature which is set as true when SNP or phenotype name
is on the right side (out) of the negation scope and the other one is inside the negation
scope, while other situations are false.

e  Three other Boolean features related to other possibilities.

As table 1 demonstrates and also we have mentioned earlier, almost all of sentences have positive
polarity; hence negation can change the relation status from True to False. Consequently, as it is
indicated in Fig. 3 if the studied candidate is not a neutral, and one of these three Boolean features
(BothinsideNegSc, OneleftOnelnsideNegSc or OneRightOnelnsideNegSc) are true, the test
association is predicted as false , whereas, any other combination of features lead to a true
association.

However, In case of neutral candidates, negation does not change the status of the association and it
will remain false. Because of few numbers of neutral candidates in the produced corpus, considering
the neutral candidates as negatives still leads to superior performance as will be seen in next
section. As a result, if the status of the existence of neutral candidate was defined as

e “IsNeutralCand” A Boolean feature which is set as true when association candidate is neutral,
while other situation is false.
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The status of association can be calculated as below:
[ ]
SNPTraitAssociation =
(BothInsNegSc Vv OneLeftOnelnsNegSc V OneRightOnelnsideNegSc) A — IsNeutralCand

We compare the proposed negation neutral based algorithm (NNB) with the three kernel methods.
The used kernel methods are global context kernel, local context kernel and subtree kernel. All of
the three used kernel methods were trained with train part of the prepared corpus and were tested
with test part.

In the next section, we will present the results obtained by the proposed method as well as those
given by the kernel methods, so as a comparison can be made.

All of the kernel method experiments were carried out by a support vector with SMO [21]
implementation. According to the experiments conducted via SMO approach and comparing the
results to those of other implementations of SVM, e.g. libSVM, it was evident that SMO
implementation was associated with a faster and better performance. Weka APl was used as the
implementation platform. A sample version of the proposed system is available online at the
address (http://snpphenotypeext-nilg.rhcloud.com/).

3.3. Identifying level of confidence of SNP-phenotype association

There are genetic instructions for growing and developing all individuals, but environmental
parameters also influence on the phenotype of a person through embryonic growth and life.
Environmental parameters can be resulted by a range of effects including nutrition, weather, and
disease and stress level. For example, the ability of tasting food is a phenotype, which is estimated as
85% affected via genetic inheritance [22]. On the other hand, this ability could be intervened by
environmental parameters including dry mouth or lately eaten food.

The degree in which phenotype is determined by genotype is referred as “phenotypic plasticity”
[23]. However, phonotypic plasticity is considered high if environmental factors have a strong
influence. Conversely, if phenotypic plasticity is low if genotype can be used to reliably predict
phenotype. Overall, the amount of influence that environmental factors have on a person’s ultimate
phenotype is a matter of serious scientific debate.

Different phenotypic plasticity as well as other effective unknown genetic components presents two
explanations for why a GWA study reports on the importance of degree of confidence for these
associations. Consequently, the linguist-based confidence of the reported association will have
informative data leading to determination of phenotypic plasticity.

However, there is no available data source or automatic method for extracting level of confidence of
the obtained results. Consequently, the presence of such a tool and data source is critical and can be
applied to help researchers in reviewing the literature.
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We have implemented a modality based supervised method (MMS) for identifying the level of
confidence of the extracted association. The proposed method consists of a classifier initially was
trained by the related modal markers, the mentioned p-value and the confidence level of the
sentence which have been annotated in the corpus. And during the test phase initially modal
markers and the container clause were identified. If the sentence doesn’t have any modal markers
or the entities were not located in the clause that contains the modals, the confident level will set to
medium. Otherwise the level of confidence was determined by the trained classifier using the
identified modal markers of the candidate sentence.

4, Evaluation

In this section after presenting some statistical analysis regarding the number of different entities
and linguistic-based negation cues and clause connectors in the corpus used for evaluation,
cooperative validation results are demonstrated. We carried out two types of experiments, first the
proposed method were carried out on train data set and were tested using test part and secondly 10
fold cross validation on the whole corpus. We have used three supervised kernel methods as
benchmark. For this purpose, the support vector machine was used for this purpose.

The results revealed that the proposed method is superior to counterpart kernel methods.
Besides, it eliminates the need for training data avoiding difficulties associated with this step done
mostly by related experts.

e Low proportion of complex sentences in the corpus. The result of statistical analysis on clause
connectors shows, 9.7% (=87/895) of the instances have concessive clauses. Furthermore,
considering the table, it could be concluded that the most frequent connectors are “but” and
“after”. Additionally, two third of the candidates have clause connector but this ratio is not
significant in biomedical domain. While considering that biomedical scientific manuscript contain
complex sentences usually mention different situation and condition. However, according to
table 6, the average ratio of SNP and phenotype names per sentences is also weak.

e Similar innate polarities of the sentences, the polarity analysis shows that most of the
sentences have innate positive polarity indicating an “association” between SNP and a
phenotype. It is worth mentioning that the polarity analysis regarding associations was carried
out on sentences without negation cue (Table 1). For instance the sentence beweak explains an
“associated with” implication. Consequently, it has a positive innate polarity proving the
existence of an association between operands:

e In haplotype analysis, the haplotype combination of rs2254298 A allele, rs2228485 C allele
and rs237911 G allele was found to be significantly associated with an increased risk of
preterm birth (OR=3.2 [C| 1.04-9.8], p=0.043).

4.1. Identifying the associations

In this section, the comparative results of the proposed method and local context kernel are
presented in terms of F-score to calculate the positive classes.
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Table 1. Obtained comparative results for the proposed negation neutral based method (NNB) for the test corpus
alongside to the obtained results for the three investigated kernel methods with non-neutral candidates (positive and
negative-neutral class)

Method LCK Subtree kernel NNB
F1 60.3% 45.7% 75.6%
Recall 56.7% 41.3% 79.6
Precision 53.5% 40.1% 75.4

Table 2. Obtained comparative 10 fold cross validation results for the proposed NNB method for the LCK kernel methods
with two categories of candidates (positive and negative-neutral class).

Method LCK Subtree kernel NNB

F1 94.2 91.5 97.4

The experiments were carried over two groups of the candidates. During the experiments whose
results are shown in Tables 1 and 2, neutral candidates have been considered as a part of negative
class of candidates as other relation extraction corpora.

To evaluate performance of our proposed method two other schemes are tested as well, namely,
local context and subtree kernel methods. As it is shown in Table 1 and 2 the proposed method
outperforms the mentioned schemes even when neutral class of samples is ignored. Moreover as
tables show, local context kernel shows better performance in comparison with subtree kernel.

The role of neutral samples identification in improving performance of the NNB can be understood
via examining Tables 1 and 2. However, table 2 indicates f-measure values for all candidates in the
corpus including positive, negative as well as neutral ones.

4.2. Forecasting level of confidence

In addition to the performed experiments for predicting the SNP-phenotype associations, a binary
Bag of Word (BOW) method was performed over the corpus as a baseline method to predict degree
of confidence for associations
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Table 3. Obtained results for the calculating confident interval of the positive association of the test part of the SNPhenA
corpus by Bag Of words and the proposed MMS method.

Parameter Low Level of Middle Level of confidence High Level of confidence
confidence
BOW F1 64.2% 16.3% 26%
Recall 64.6% 14.5% 27.7%
Precision 63.8% 20% 24.6%
MMS F1 63.4% 18.8% 54.8%
Recall 51.9% 10.9% 64.7%
Precision 81.4% 62.9% 47.6%

The achieved results are presented in Table 3. As the table shows, the best f-measure was achieved
in those candidate expressions related to associations with a weak degree of confidence and the
worst result was obtained in the medium degree of confidence. The reason for the weak result for
the class with medium level of confidence is that there was small number of instances in the class.
Moreover, better f-measure results of weak degree of confidence were determined there had been
more trained instances. Moreover, the weak performance of the BOW method for two classes with
stronger level of confidence can suggest that these classes overlapped with each other and that
perhaps two classes of confidence would lead to better performance.

As table 3 shows, the proposed MMS method has better performance in comparison to the BOW
method in terms of f-measure, precision and recall. In addition, as it is presented in the table, both
methods have weak f-score, recall and precision in the category of middle level of confidences

5. Discussion and Conclusion

In this paper, we proposed a modality based SNP-phenotype association extraction method. The
results demonstrate the superior performance of the proposed method. Additionally the results
how the neutral candidates are important category of candidates that can be utilized for
implementing better relation extraction methods. Moreover the achieved results show the
importance of confidence level of the association as a linguistic-based factor can be used beside to
existing methods to obtain more useful information. Although the proposed method shows
promising results employing other feature can improve the performance of the confidence
estimation of the extracted association. The estimated level of confidence of the association can be
used beside to other factor such as abstract and paper confidence to define the overall confidence
and credibility of the extracted association.
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Although all existing relation extraction corpora and methods utilize crisp relations, the authors
believe that it is not an efficient model for natural language’s relations and they could be replaced
with a better mathematical model called fuzzy relations (FR). Crisp relations deal with the binary
relation between two entities in a sentence while FRs includes sets of fuzzy relations.
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Annotation Guideline

(Version 1.0)

Abstract
This paper is a guideline that instructs annotator how to think and don in the SNPPhenA
corpus. After introducing task description and the background, it explains how to annotate

the corpus step by step.
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1. INTRODUCTION

This document contains the description of the design principles underlying the SNPPhenA corpus, and
detailed information about the encodings, markup conventions and the linguistic annotation with which

the corpus was enriched.

The SNPPhenA corpus has been produced during a project aiming at a software package which could
automatically determine existence of the association between various polymorphism and relevant
phenotypes or traits which are presented in academic articles. Mainly, this corpus can be used for the
task of extracting biomedical relations and the degree of the associations from scientific texts with
accuracy and high confidence. In general, the task of biomedical relation extraction focuses on the
biomedical entities such as proteins, drugs, and genes in the biology related article texts and try to find

binary or complex relations between them.

2. STRUCTURE

SNPPhent corpus consists of 360 documents in xml format and encoded in utf-8; each of which is drawn
from the abstract section of the papers published in the journals and conferences related to the area of
the life science. These documents have been annotated according to the conventions presented in this

reference.

2.1. Markup Conventions

Building blocks and valid tags of the documents can be found on the document type definition file

named SNPPhenA.dtd, which is located on the corpus folder.

The SNPPhenA is delivered in UTF-8 encoding. Almost all characters in the corpus are represented

directly by the appropriate Unicode character. Some exceptions are as follows:

— the ampersand (&) which is represented by the special string &amp;

— the double quotation mark, which is represented by the special string &quot;
— the arithmetic less-than sign, which always appears as &lt;

— the arithmetic less-than-orequal sign, which always appear as &le;

— the arithmetic greater-than sign, which always appear as &gt;

— the arithmetic greater-than-or-equal sign, which always appear as &ge;
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In the SNPPhenA corpus, name of tags have been written in lowercase; while attribute name is in
uppercase. Each document in the corpus has a unique id in the whole corpus, starting from “1000”. IDs
of the critical sentences are a composition of the document id followed by a local id which start from 0
such as “1047_1" in the above example. IDs for the other blocks are defined to be unique only on the

containing document and so, start from 0.

START and END attributes for each tag shows the index of the beginning and the end of the referring

string in the original text.

2.2. An Example

Here is a complete example of an annotated document. The example begins with the start tag for an
<abstract> element, which bears an abstract id attribute, the value of which is 1047, and a text attribute,
representing the abstract text (Figure 1). The start tag is followed by two <sentence> elements, which
provides the critical sentences in the original source text. Sentence elements in turn are followed by
zero or more <snhp>, <phenotype>, <modality_marker>, <negation_scope> and <pair> elements. Each of

these tags are described in the next sections.
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<l version="1.0" encoding="UTF-8'?>
<!DOCTYPE abs SYSTEM "SNPPhentd dtd">
<abstract TEXT="0BJECTIVE: There is compelling evidence that the plasma apolipoprotein E (APOE) concentration, in addition to the APOE €2/¢3/¢4 genotype, influences
plasma lipoprotein levels, but the functional genetic variants influencing the plasma APOE concentration have not been identified. APPROACH AND RESULTS: Genome-wide associatio
studies in 2 cohorts of healthy, middle-aged subjects identified the APOE locus as the only genetic locus showing robust associations with the plasma APOE concentration. Fine-
mapping of the APOE locus confirmed that the rs7412 €2-allele is the primary qenetic variant responsible for the relationship with plasma APOE concentration. Further mapping of
the APOE locus uncovered that rs769446 (-4277/C) in theAPQE promoter is independently associated with the plasma APOE concentration. Expression studies in 199 human liver
samples demonstrated that the rs769446 C-allele is associated with increased APOE mANA levels (P=0.015). Transient transfection studies and electrophoretic mobility shift assays i
human hepatoma Hep62 cells corroborated the role of rs769446 in transcriptional regulation of APOE. However, no relationships were found between rs769446 genotype and
plasma lipoprotein levels in 2 cohorts (n=1648 and n=1039) of healthy middle-aged carriers of the APOE €3 /€3 genotype. CONCLUSTONS: rs769446 i a functional polymorphism
involved in the regulation of the plasmia APOE concentration,' ABSTRACTID="1262">
- ¢sentence END="1315" START="1130" 0="1262_0">

<sp TEXT="rs769446" END="1183" START="1175"1D="0/>

<phenatype END="1315" START="1197" 10="0"text="plasma lipoprotein levels'/>

<modality_marker END="1166" START="1161" text="found"/>

+ <negation_scope END="1315" START="1139" text="no relationships were found between rs769446 genatype and plasma lipoprotein levels in 2 cohorts (n=1648 and n=1039) of
healthy middle-aged carriers of the APOE €3/€3 genotype.”>
<negation_cue END="1141" START="1139" text="n0"/>
<[negation_scope>
<pair CONFIDENCE="-" ASSOCIATION="negative" SNPID="0" PHENOTYPEID="0" PAIRID="0')>
<[sentence>
- ¢sentence END="1427" START="1316" 10="1262_1">

<snp TEXT="rs769446" END="1337" START="1329" I0="1")>

<phenotype END="1427" START="1401"10="1" text="plasma APOE concentration’/>

<modality_marker END="1327" START="1316" text="CONCLUSIONS'/>

<pair CONFIDENCE="moderate" ASSOCIATION="positive" SNPID="1" PHENOTYPEID="1" PAIRID="1'/>

¢Jsentence

[abstracty

Figure 1: An example of annotated document in XML format

3 TAGS

A basic element in each document is <sentence>. Any sentences in the original text, which contain at
least one SNP and phenotype entity, are considered as a critical sentence and is annotated with the
appropriate tags. These tags include entity tags, relationship tag and features tags. At the following each

of them are explained.
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3.1 Entities

Two main classes of the entities considered in this corpus consist of SNPs and phenotypes. From the
scientific view, SNPs are a variation in a single nucleotide that occurs at a specific position in
the genome. For the annotation task, all of known SNP names as well as any mention in the text, which
refers to a famous gene symbol, are selected as the <snp> entity. These names mostly come from the

open-access databases including: SNP500Cancer [1], SNPedia [2], and pharmGKB [3].

In the following example, “rs429358” and “rs7412” are the name of two SNPs, which are clearly
expressed in the text. For the simplicity, tags for SNP and phenotypes have been embedded in the

original text.

Example 1:
“Apolipoprotein E (APOE) functional haplotypes determined by <snp>rs429358</snp> and
<snp>rs7412</snp>SNPs have been extensively studied and found to be one of the most

consistent association in human <phenotype>longevity</phenotype> studies.”

Different type of human characteristics should be tagged as <phenotype> which includes wide range
of unusual circumstance from trait to disease. Indeed, a phenotype is the appearance of an organism in
terms of the traits such as its morphology, development, physiological properties, behavior, and
products of that behavior [4]. Two more complete related databases are chosen for this task: a list of
Comparative Toxicogenomics Database (CTD) for disease names [5], and the phenotype ontology
prepared on the blast project [6]. The collected list of phenotypes includes 65,530 phenotype names
with more than twelve thousand disease names and their synonyms. In the example 1, “longevity” is a

phenotype. The following table gives an example for the designed entities.

Entity type Description Example

phenotype Name dedicated to each abnormality or features Coronary heart
disease

snp rs plus number(rsID) and other corresponding | rs499818,

historical numbers dedicated to each | A1450G

polymorphism  which make probability of

association with phenotype
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3.2 Relationship

The main tag under the <sentence> is the <pair> tag. This tag represents the biomedical relation
between a pair of SNP and phenotype, which have been annotated with the appropriate tags in that
sentence. Attributes defined for the <pair> tag includes an ID for uniqueness, referred phenotype’s ID
and SNP’s ID, association and the strength of the association (degree of confidence) between the

entities.

An association indicates the existence or lack of the existence of a correlation between the appointed
SNP with the relevant traits. Each pair of SNP-phenotype falls into one of the following categories: 1)
positive, 2) negative, and 3) neutral. If the critical sentence expresses an association between SNP and
phenotype, in terms of a cause-effect relation between SNP and phenotype, with some probability
greater than zero, this pair of entities has a “positive” association. In the other hand, a “negative”
association occurs when the SNP-phenotype pair evidently lacks of any association. Additionally, those
pairs that their association or lack of association was not remarked in the sentence get “neutral” value

for the ASSOCIATION attribute.

Another attribute for the tag <pair> is CONFIDENCE, which is the greatest strength point of the
SNPPhenA corpus. This attribute shows the degree of the association described in the ASSOCIATION
attribute. When the association is positive, three levels of confidence are defined: “low”, “moderate”,
and “strong”. In general, different authors write the same face about the entities in different linguistic
forms and with different confidence. To annotate the confidence level, annotators should note the real
value of the degree of the association, if presented in terms of the p-value in the sentence or the
paragraph. About 20% of sentences with positive pairs, have this remark. If this matter is not presented
in the sentence, tone of the writer and key words like modality markers and negation words should be

considered and based on them annotators should decide about the confidence level. These cues are

referred as features and are presented at the next section.

If the association between entities is “neutral”, then the CONFIDENCE value is “zero”. Because, the
degree of the association is zero. In “negative” cases, there is no association and so, no strength of

”

association. For simplicity, CONFIDENCE value is presented with “-” in the corpus.
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Example 2:

<snp>Apolipoprotein E (ApoE) genotype</snp> has been associated with
<phenotype>systemic inflammation</phenotype> and athero-thrombosis however the
association with <phenotype>abdominal aortic aneurysm</phenotype> (AAA) has not been

previously examined.”

In the above example, it is understandable that there is an association between “ApoE” and
“systemic inflammation”; so this pair has positive association. In contrast, the pair “ApoE” and
“abdominal aortic aneurysm” belongs to the neutral class. Since, the author says this association has not

been examined, and so, this pair cannot be labeled as positive or negative.

Example 3:

“The genetic factors studied were not associated with cognitive status in PD patients. Only
age and Hcy plasma levels were found to be independent risk factors predisposing
individuals to PD dementia. However, <snp>COMT: rs4680: A>G </snp> and rs4633: C>T
polymorphisms were found to significantly affect <phenotype>PD</phenotype> risk, and
the <snp>MTHFR 677C>T</snp> polymorphism helped determine <phenotype>plasma Hcy

concentrations</phenotype>.”

In the example 3, which is drawn from the conclusion section, there are two SNPs (“COMT:
rs4680: A>G” and “MTHFR 677C>T”) and also two phenotypes (“Parkinson's disease (PD)” and
“plasma Hcy concentrations”). Result of the analysis has showed that the first SNP effected the
PD; while the second one effected the next phenotype. As a result, these two pairs of SNP-
phenotype have positive association. In contrast, opposite combination of SNP-phenotype, e.g.
“COMT”- “plasma Hcy concentrations” and “MTHFR”-“PD”, have negative association. Meanwhile,
two positive pairs should be tagged with the association degree. About the first one, founding
showed strong association according to the phrase “were found to significantly affect”. However,

second positive pair has weak association, because of the phrase “helped determine”.

3.3 Features

Each critical sentences should be enriched with some informative tags including <modality_marker> and

<negation_scope> and <negation_cue>. These kinds of the annotations seem to be effective while
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determining the degree of the association between the entities and the class of pairs. As the result, this

information may be used in design of the appropriate machine learning algorithms for extracting.

3.3.1 Modality

Modality markers are those words that their job is qualifying the opinion and attitude of the speaker or
writer. Writer of an academic paper can make judgments about the truth of a proposition or state a
fuzzy proposition, which is true in partial or in some occasions, by utilizing modality marker words such

" u u ”nou

as “may”, “could”, “possibly”, “almost”, “indicate” and “found”.

For example consider the following sentence. In this sentence, the word that indicate the existence

or lack of existence of an association between “rs769446” and “plasma lipoprotein levels is “found”.

Example 4:

“No relationships were  <modality_marker>found</modality_marker>  between
<snp>rs769446</snp> genotype and <phenotype>plasma lipoprotein levels</phenotype>
in 2 cohorts (n=1648 and n=1039) of healthy middle-aged carriers of the APOE €3/e3

genotype.”

As another example, following sentence represent an association between “APOA5-1131C” and “MI”, by

the phrase “strongly afftects”.

Example 5:
“The <snp>APOA5-1131C</snp> allele, associated with higher fasting triglyceride levels,
<modality_marker>strongly</modality_marker> affects the risk for early-onset

<phenotype>MI</phenotype>, even after adjusting for triglycerides.

Each critical sentence which has modal words should be annotated by <modality_marker> tags. The
employed modality markers have been obtained from the list which is provided in [7]. This list is an

extension of the list presented in [8] for biomedical domains.

3.3.2 Negation

Critical sentences containing any kind of negation are tagged with <negation_cue> and

<negation_scope>. Negation is understood as the implication of the non-existence of something.
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However, the presence of a negative word does not imply that the pairs of the sentence should be
annotated as “negative” cases. The annotators must pay attention to the sentences including negative
words.

The scope of a <negation_cue> tag starts right with the keyword, and ends with end of the key word.
List of these key words are available to the annotators. Negation cues can occur in different
morphological types, such as verbs like (lack), adverb (not), adjective (absent), determiner (no), noun
(absence), conjunction (neither), and preposition (without) [9].

The scope of a <negation_scope> tag can extend to the whole sentence containing <negation_cue>
tag, or to the certain phrases. Different negation cues in different structures, such as active and passive
sentences, have different scope of negation. The instruction for annotating negation scopes is adopted

from the rules given in the work of Morante [9].

4. ANNOTATION PROCESS

One simple method for annotating a document is to read the document from start to end and mark the
annotation in order they appeared. This does not result the most accurate corpus. In order to gain
consistent annotations, it is needed to have a methodology, according which all annotators think the

same and do the same. Therefore, all annotators were asked to perform these steps in order:

1- Read the whole document. Reading the whole document without thinking about entities or
relationship, only for getting understanding is necessary.

2- Mark the entities. If the tags of entities are incorrect, or some entities have no tag, annotators
should edit the tags.

3- Mark features. If tags of features are incorrect, or some features have no tag, annotators should
edit the tags.

4-  Find critical sentences. If a sentence or some near sentences, which speak about same entities,
contain both SNP and phenotype, mark this sentences as a critical sentence.

5- Find the relations. Considering entities and features in a critical sentence, focus on relations
between each pair of entities to find the existence of associations and confidence level of the
author. Annotators should follow the instruction while annotating each tags described in the

above.
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6- Look again. Reviewers are asked to be certain that nothing is missed. Specially, annotators
should count number of pairs they tagged. If there is x SNP and y phenotype in a critical
sentence, they should annotate x X y pairs.

7- Record any question, or ambiguous situation. If reviewers have any question that need to be

clarified, they should record them.

After the annotators completed their task, a software program was hired to find the inconsistencies and
missing items. Furthermore, inter-agreement analysis has been performed to measure the quality of the

annotations.

5. FREQUENTLY ASKED QUESTIONS

In this section, the most frequently asked question of the annotators are presented.

A. How to decide about the confidence level, if the p-value is presented in
the sentences for indicating the strength of the association between
entities?

If the p-value is lower than or equal to the 0.001 (p < 0.001), CONFIDENCE is “strong”. If p-value is
greater than 0.001 and less than 0.01 (0.01 < p < 0.001), CONFIDENCE is “moderate”. In the case of p-
value greater than or equal to the 0.01 (p = 0.01), CONFIDENCE is “low”. As an example, consider the
following sentences. The degree of the association between narcolepsy and rs5770917 is “low”. Because

the p-value is 0.02.

Example 6:

“<snp>rs5770917</snp>, a SNP located between CPT1B and CHKB, was associated with
<phenotype>narcolepsy</phenotype> in Japanese (<snp>rs5770917</snp>[C], odds ratio
(OR) = 1.79, combined P = 4.4 x 10(-7)) and other ancestry groups (OR =1.40, P = 0.02).”

B. What is the scope of the negation cues?

Some of negation cues and their function and scope is as follows:

e “No” is the most frequent negation cue in clinical reports. No occupies the first position of a

nominal sentence. The full noun phrase in which no is a determiner is under the scope of the

10
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negation. If no modifies a noun, it scopes over the noun phrase and if it modifies an adjective, it
scopes over the adjectival phrase.
“<negation_scope> <negation_cue>No</negation_cue> association between COMT and
smoking behavior was observed</negation_scope>”
“Not” is always a negation cue. If it modifies a verb, it scopes over the verb phrase in active
sentences and over the clause, in passive sentences. If it modifies other phrases, it scopes over
the phrase.
“<negation_scope> <negation_cue>not</negation_cue> confirm the association of
CPT1B/CHKB (rs5770917) in the Chinese population”
In active sentences, negation cues, such as “cannot”, “could not”, “didn’t”, and “exclude” cope
over the object of the main verb, and over the subject in passive sentences.
“COMT  <negation_scope><negation_cue>didn't</negation_cue>  affect CPP
</negation_scope>”
“Neither ... nor” scopes over the full clause, if it coordinates copulative clauses or clauses in
passive form.
“<negation_scope> <negation_cue>neither</negation_cue> rs11196218
<negation_cue>nor</negation_cue> rs290487 showed a significant association
</negation_scope>"
The determiner “neither” acts always as a negation cue, which scopes over the full clause.
The noun “absence” is always a negation cue that its scopes is the prepositional phrase headed
by of that is required by absence.
The adjective “absent” scopes over the noun phrase it modified, or over the copulative clause it

participated in it.

C. How the SNPPhenA corpus can be extended?

This corpus can be extended qualitatively by the complementary annotation tags, which may be useful

in determining the degree of association, and quantitatively by adding supplementary articles.
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Appendix 2: Snapshots of the SNPPhenA Corpus in XML
and Brat Formats
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<2xml version="1.0" encoding="UTF-8"7>
<IDOCTYPE abs SYSTEM "SNPPhentA.dtd">
- <abstract TEXT="BACKGROUND: Apolipoprotein E (APOE) polymorphism is associated with lipid levels. Some studies have reported that blood lipid response to diet orobesity varies
depending on APOE genotypes. The aim of this study was to assess the effect of APOE genotypes, the intake of saturated fatty acids(SFA), and obesity on serum lipid levels in
Lithanian adult population. RESULTS: A cross-sectional health survey was carried out in five municipalities ofLithuania. The random sample was obtained from lists of 25-64 year-old
inhabitants registered at primary health care centres. The data from 996 subjects (416 men and 580 women) were analysed in this study. Two single-nucleotide polymorphisms
(rs429358 and rs7412) were assessed using a real-timepolymerase chain reaction, 24-hour recall and food frequency questionnaire were used for evaluation of dietary
habits. Serum lipids were determined using enzymatic methods. Men and women with the APOE2 genotype had the lowest level of total cholesterol (TC) (p=0.002 for men, and p=0.02
for women) and low-density lipoprotein cholesterol (LDL-C) (p<0.001). Multivariate linear regression analysis showed that age, genotype APOE?, SFA intake, and body mass
index (BMI) were significant determinants of TC and LDL-C level (with p values ranging from 0043 to 0.001). Our data did not reveal any statistically significant interactions
between APOE genotype and SFA intake or between APOE genotype and BMI regarding TC and LDL-C level (all p>0.05). However, the predictive power of the regression model for LOL-
C improved when gene-BMI interaction and gene-BMI interaction plus gene-nutrient interaction were added (p=0.04 and p=0.032 for R(2) change, respectively). CONCLUSIONS:
APOE genotypes, SFA intake, and obesity were found to be associated with blood lipid levels in Lithuanian adult population. Analysis of gene-diet and gene-obesity interactions did not
confirm that the effects of diet and obesity on TC and LDL-C level significantly depended on APOE genotype." ABSTRACTID="1112">
- ¢sentence END="364" START="189" 1D="1112_0">
<snp TEXT="APOE genotypes' END="255" START="241"1D="0/>
<phenotype END="364" START="303" ID="0" text="obesity'/>
<pair CONFIDENCE="2ero" ASSOCIATION="neutral" SNPID="0" PHENOTYPEID="0" PAIRID="0' >
¢[sentencey
- ¢sentence END="1850" START="1713" 10="1112_1"
<snp TEXT="APOE genotypes' END="1741" START="1727"10="1"/>
<phenotype END="1850" START="1759" ID="1" text="obesity'/>
<modality_marker END="1724" START="1713" text="CONCLUSIONS">
<modality_marker END="1777" START="1772" text="found"/>
<pair CONFIDENCE="weak" ASSOCIATION="positive" SNPID="1" PHENOTYPEID="1" PAIRID="1"/>
¢/sentence>
- ¢sentence END="2018" START="1851" 10="1112_2"
<snp TEXT="APOE genotype" END="2017" START="2004" 1D="2'/>
<phenotype END="2018" START="1948" ID="2" text="obesity'/>
<modality_marker END="1920" START="1911" text="confirm t'/>
= <negation_scope END="2017" START="1907" text="not confirm that the effects of diet and obesity on TC and LDL-C level significantly depended on APOE genotype">
<negation_cue END="1910" START="1907" text="not'/>
¢[negation_scope>
<pair CONFIDENCE="-" ASSOCIATION="negative" SNPID="2" PHENOTYPEID="2" PAIRID="2'/>
¢[sentencey

Figure 1: A snapshot of SNPPhenA corpus in XML format
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Tl  SNP 54 69 TOMM40 rs157590

T2  SNP 74 87 APOE rs429358

T3 Phenotype 104 107PPA

T4 Phenotype 120 125bvFTD

TS5  Modality Marker 92 100 observed

T6 Negation Scope 113 142 not in bvFTD and in controls.
T7  Negation Cue 113 116 not

Rl  weak confidence association Argl:T1 Arg2:T3
R2 negative association Argl:T1 Arg2:T4

R3  weak confidence association Argl:T2 Arg2:T3
R4 negative association Argl:T2 Arg2:T4

Figure 2: A snapshot of SNPPhenA corpus in brat format

W |
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Figure 3: A snapshot of a sentence with four weak confidence associations in the SNPPhenA
corpus drawn byBrat
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[ Weak Confidence Assaclation
Weak Confidence Assaclation

Weak Confidence Assoclation Weak Condence Assoclation
B W [ Ao

1| tratfied analysis by cancer type el e STK 227355 polymorphism may contrbuteto the isk of breast cancer (AA vs. TT: OR=1.21, 95%Cl=1.01-1.44, Pheterogeneity=0.002), colorectalcancer (A

sk Confdence Assoclation
e

VS, UNASSIGNED: OR=124, 95%Cl=103-147, Pheterogeneity=0.124),and esophageal cancer (AA vs. UNASSIGNED: OR=1.19, 95%Cl=1.02:1.3, Pheterogeneity=0.14)

Figure 4: A snapshot of a sentence with four weak confidence association in the SNPPhenA

corpus drawn byBrat
= @ : @ @/‘SII_C_PW
1| CONCLUSIONS: Restts confim preiots obsenvations f  ignifcant association between the CMAL promaterpoymorphis 1800875 and atopc eczema, b

] W Pepinon
ot with serum IgE levels, and support the hypothesis that CMAL serves as candidate gene for atopic eczema.

Figure 5: A snapshot of a sentence with a negation cue and scope in the SNPPhenA corpus
drawn byBrat

@ @/—Stmng (onnuenteAsmlatlan @

A OVéfaJI,TNFo 151800623 polymorphism s signficantly associated with the increase sk o gastic cancer under four genedc comperison ot

Figure 6: A snapshot of a sentence with a strong confidence association in the SNPPhenA
corpus drawn byBrat
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SNPPhenA: A corpus for extracting ranked associations of SNP and

phenotypes from literature
Submitted by behrouz on Mon, 10/17/2016 - 14:07

The SNPPhenA corpus

The SNPPhenA corpus consists of medical and biological texts annotated for snp-phenotype associations, negation, modality
markers and degree of confidence of associations. This was done to allow a comparison between the development of systems
for association extraction as well as the degree of confidence and strength of associations The corpus is publicly available for
research purposes.

The annotation guidelines: pdf
Annotation principles are also discussed in the following paper:

Corpus download

Information provided in the http: //www.gopubmed.org/ search engine was used to collect genome-wide association abstracts.
GoPubMed is a webserver that allows users to explore PubMed search results with Gene Ontology . Here is DTD for the xml files
containing the annotations: DTD

Abstracts of the SNPPhenA corpus: xml v1.0
The full corpus in XML and BRAT formats is available in one file: zip

An online association extraction system that utilizes the SNPPhenA corpusis available here.

Inter-agreement analysis

In order to evaluate the quality of the corpus and the reliability of the annotations, inter-annotator agreement score was
measured for the task of classifying candidate sentences into positive, negative and neutral classes, and also for task of
determining the confidence level of the association. two annotators independently have tagged the corpus. In the case of
disagreement between two tags, a third annotator was asked to decide about the correct one. For the task of classifying types
of association, inter-annotator agreement was 86%, which means that in 86% of cases, the two annotators have agreed.
Additionally, we computed Cohen's Kappa coefficient, for two annotators, which takes into account the amount of agreement
that could be expected to occur through chance. For our two annotators and the type of association task , the Kappa value was
0.79. For the task of annotating confidence level of the association, the Kappa value was 0.80.

The results show that annotating confidence level of association is a more difficult task than simply classifying candidate
sentences to positive, negative and neutral classes.
Corpus statistics

In the table below, some detailed statistics of the linguistic and nonlinguistic properties of the corpus, in terms of test and
training parts, are presented.

Figure 1: A snapshot of the website of the SNPPhenA corpus dedictated corpus download
and inter-annotator agreement analyses
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Corpus statistics

In the table below, some detailed statistics of the linguistic and nonlinguistic properties of the corpus, in terms of test and
training parts, are presented.

Item Train Test | Total
Abstracts 270 90 360
Key Sentences 362 121 483
SNP 691 244 935
Phenotypes 496 158 654
SNP-Phenotype association candidates 935 365 1300
Neutral Candidates 142 166 308
Positive Candidates 702 170 872
Negative Candidates 91 29 120
Strong degree of confidence candidates 213 20 233
Medium degree of confidence candidates 92 32 124
Weak degree of cofindence candidates 3%0 125 515

Figure 2: A snapshot of the website of SNPPhenA corpus
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Appendix 4: Kappa Calculation for Analyzing the
Reliabiabity of the SNPPhenA Corpus



Table 1: Kappa calculation for annotation of association

Annotator B
Association value 0 1 2 Total
0 101 5 9 115
A 1 11 738 80 829
2 1 9 198 208
Total 113 752 287

K= (Pr(a) - Pr(e)) / (1-Pr (e))

Where,

Pr (a) - Relative observed agreement,

Pr (e) - Hypothetical probability of chance agreement,

k - Cohen's kappa index value

Pr (a) =0.900174
Pr (e) = 0.5245

K=0.79
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Table 2: Annotatror agreement and Kappa calculation for annotation of Confidence level

Annotator B
Confidence level 0 3 Total
0 198 2 207
A 1 62 411 8 484
2 6 15 82 4 107
3 12 10 10 195 227
Total 278 443 95 209

K= (Pr(a) - Pr(e)) / (1-Pr (e))

Where,

Pr (a) - Relative observed agreement,

Pr (e) - Hypothetical probability of chance agreement,

k - Cohen's kappa index value

Pr (a) = 0.86439
Pr(e) =0.313686

K=0.8024

-178-




	Tesis Behrouz Bokharaeian
	PORTADA
	ACKNOWLEDGMENTS
	TABLE OF CONTENTS
	LIST OF ABBREVIATIONS
	LIST OF FIGURES
	LIST OF TABLES
	ABSTRACT
	RESUMEN
	PART I. CONTENTS OF THE THESIS
	1. INTRODUCTION
	2. PRELIMINARIES
	3. ENHANCING AUTOMATIC EXTRACTION OF BIOMEDICAL RELATIONS USING DIFFERENT LINGUISTIC FEATURES EXTRACTED FROM TEXT
	4. CONCLUSIONS AND FUTURE WORKS
	BIBLIOGRAPHY

	PART II. PUBLICATIONS
	5. EXTRACTING DRUG-DRUG INTERACTION FROM TEXT USING NEGATION FEATURES
	6. EXPLORING NEGATION ANNOTATIONS IN THE DRUGDDI CORPUS
	7. EXTRACTIN DRUG-DRUG INTERACTIONS FROM TEXT THROUGH COMBINATION OF SEQUENCE AND TREE KERNELS
	8. ENHANCING EXTRACTION OF DRUG-DRUG INTERACTION FROM LITERATURE USING NEUTRAL CANDIDATES, NEGATION, AND CLAUSE DEPENDENCY
	9. SNPPHENA: A CORPUS FOR EXTRACTING RANKED ASSOCIATIONS OF SNPS AND PHENOTYPES FROM LITERATURE
	10. EXTRACTION OF RANKED SNP-PHENOTYPE ASSOCIATIONS FROM LITERATURE THROUGH DETECTING NEURAL CANDIDATES, NEGATION AND MODALITY MARKERS

	PART III. APPENDICES


