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#### Abstract

The framework of this thesis is fault-tolerant quantum algorithms, which can roughly be divided into the following non-disjoint families: a) Grover's algorithm and quantum walks, b) Shor's algorithm and hidden subgroup problems, c) quantum simulation algorithms, d) quantum linear algebra, and e) variational quantum algorithms. All of them are covered, to some extent, in this thesis.

Grover's algorithm and quantum walks are described in Chapter 2. We start by highlighting the central role that rotations play in quantum algorithms, explaining Grover's, why it is optimal, and how it may be extended. Key subroutines explained in this area are amplitude amplification and quantum walks, which will constitute useful parts of other algorithms. In this chapter, we present our Ref. [62], where we explore the heuristic use of quantum Metropolis and quantum walk algorithms for solving an NP-hard problem. This method has been suggested as an avenue to digitally simulate quantum annealing and preparing ground states of many-body Hamiltonians.

In the third chapter, in contrast, we turn to the exponential advantages promised by the Fourier transform in the context of the hidden subgroup problem. However, since this application is restricted to cryptography, we later explore its use in quantum linear algebra problems. Here we explain the development of the original quantum linear solver algorithm, its improvements, and finally the dequantization techniques that would often restrict the quantum advantage to polynomial. In this chapter, we present two publications, Refs. [65, 64], the former aimed at solving linear programming problems, and the latter at machine learning problems. As we shall see, both of them are restricted but in a different way: the first requires reading out the entire solution quantum state, while the second can be effectively dequantized.

Chapter 4 is concerned with quantum simulation. We will review classical quantum chemistry techniques, and then focus on Hamiltonian simulation and ground state preparation as the key problems to be solved. Hamiltonian simulation, in particular, will enable the use of quantum phase estimation which computes the eigenvalues or energies of a given quantum state. Our contribution [63] constitutes a detailed analysis of the cost of many Hamiltonian simulation techniques present in the literature. Variational algorithms, while many times used as a Noisy Intermediate-Scale Quantum (NISQ) alternative to quantum phase estimation, will be presented here as a viable approach to ground state preparation, the other main problem. In contrast, in Ref. [84], we detail how to prepare the Hartree-Fock state in first quantization and plane waves, ideally suited for materials, and which does not require using those techniques. Combined with a state-of-the-art Hamiltonian simulation technique called qubitization, we can


estimate the non-Clifford gate cost of running such an algorithm for realistic battery material properties.

Given the tradition of our group with error correction, we could not end this thesis without dedicating a final chapter to this topic. Here we explain the most important quantum error correction codes, the surface and color codes, and one extension of the latter, gauge color codes. They will show the complexity of implementing non-Clifford quantum gates, therefore validating their consideration as the bottleneck metric.

## Resumen

El marco conceptual de esta tesis son los algoritmos cuánticos tolerantes a fallos, que pueden dividirse aproximadamente en las siguientes clases no mutuamente excluyentes: a) algoritmo de Grover y paseos cuánticos, b) algoritmo de Shor y problemas de subgrupos ocultos, c) algoritmos de simulación cuántica, d) álgebra lineal cuántica, y e) algoritmos cuánticos variacionales. Todos ellos se tratan, en cierta medida, en esta tesis.

El algoritmo de Grover y los paseos cuánticos se explican en el capítulo 2. Comenzamos destacando el papel central que juegan las rotaciones en los algoritmos cuánticos, explicando el de Grover, por qué es óptimo, y cómo puede ser extendido. Las subrutinas clave explicadas en esta área son la amplificación de la amplitud y los paseos cuánticos, que serán partes importantes de otros algoritmos. En este capítulo presentamos nuestra Ref. [62], donde exploramos el uso heurístico de los algoritmos de Metrópolis y paseos cuánticos para resolver problemas NP-difíciles. De hecho, este método ha sido sugerido como una vía para simular digitalmente el método conocido como 'quantum annealing', y la preparación de estados fundamentales de Hamiltonianos 'many-body'.

En el tercer capítulo, en cambio, nos centramos en las ventajas exponenciales que promete la transformada de Fourier en el contexto del problema de los subgrupos ocultos. Sin embargo, dado que esta aplicación está restringida a la criptografía, más adelante exploramos su uso en problemas de álgebra lineal cuántica. Aquí explicamos el desarrollo del algoritmo cuántico original para la resolución de sistemas lineales de ecuaciones, sus mejoras, y finalmente las técnicas de 'descuantización’ que a menudo restringen la ventaja cuántica a polinómica. En este capítulo se presentan dos publicaciones, Refs. [65, 64], la primera orientada a la resolución de problemas de programación lineal, mientras que la segunda al aprendizaje automático. Como veremos, ambas están restringidas, pero de forma diferente: la primera requiere la lectura de estados cuánticos, mientras que la segunda puede ser efectivamente descuantizada.

El capítulo 4 se ocupa de la simulación cuántica. Revisaremos las técnicas clásicas de la química cuántica, y luego nos centraremos en la simulación Hamiltoniana y en la preparación del estado fundamental como problemas clave a resolver. La simulación Hamiltoniana, en particular, permitirá el uso de la estimación de fase cuántica, que calcula los valores propios o las energías de un estado cuántico dado. De hecho, nuestra contribución [63] constituye una comparativa detallada del coste de muchas técnicas de simulación Hamiltoniana presentes en la literatura. Los algoritmos variacionales, aunque muchas veces utilizados como alternativa a la estimación cuántica de fase en sistemas ruidosos (NISQ), se presentarán aquí como un enfoque viable a la preparación
del estado fundamental, el segundo problema principal. Por el contrario, en la Ref. [84] detallamos cómo preparar el estado Hartree-Fock en primera cuantización y ondas planas, adecuado para materiales, que no requiere de dichas técnicas. Combinado con una técnica de simulación Hamiltoniana de última generación llamada qubitización, somos capaces de estimar el coste en puertas lógicas no-Clifford de ejecutar dicho algoritmo. Dicho algoritmo puede ser usado para predecir propiedades realistas de materiales de baterías eléctricas.

Dada la tradición de nuestro grupo en la corrección de errores, no podíamos terminar esta tesis sin dedicar un capítulo final a este tema. Aquí explicamos los códigos de corrección de errores cuánticos más importantes, los códigos de superficie y de color, y una extensión de estos últimos, los códigos de gauge de color. Así mostraremos la complejidad de implementar puertas cuánticas no-Clifford, validando su consideración como métrica de referencia.
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## Chapter 1

## Introduction

We are living an extraordinary time for quantum computing. Not even a year after the start of this thesis, in 2019, a team at Google released an article highlighting that they had been able to execute a quantum supremacy experiment, one experiment that is not feasible for classical computers [13]. This first experiment used random quantum circuits, but during these years other supremacy experiments based on boson sampling have also been carried out [267, 172]. On the other hand, this last year we have started witnessing the first experiments that aim to fault-tolerantly implement a set of quantum gates [149, 212, 202, 266], which open the door to fault-tolerant quantum algorithms, the main topic of this thesis, and the kind of algorithms that are likely to be most useful in the long term.

However, they are not the only kind of algorithms. Noisy intermediate-scale quantum algorithms (NISQ) have been proposed as a useful alternative while we are not able to achieve fault tolerance [39]. The two most famous quantum algorithms in this category are the Variational Quantum Eigensolver [200] and the Quantum Approximate Optimization Algorithm [93]. The most important limitation of these algorithms, when used in a non-fault-tolerant setup, is that it is difficult to surpass the capabilities of classical computers able to handily implement billions of logical gates with just a thousand quantum logical gates [78]. This intuition is the reason I have focussed on fault-tolerant quantum algorithms in this thesis.

The first and most famous quantum algorithms are Grover's [111] and Shor's [220], which will be the basis for the second and third chapters of this thesis. The second chapter will deal with quantum search, starting from the Grover algorithm and exploring quantum walks and amplitude amplification as important tools not only for searching itself but in other quantum algorithms. In this chapter, we present QFold [62], an article and simulation experiment where we use a heuristic quantum walk to find the
folded configuration of proteins. Unfortunately, the quantum advantage we measure is fairly small and unlikely to be directly useful, given the overhead of quantum error correction in the speed of quantum gates. On the other hand, heuristic quantum walks can digitally simulate quantum annealing processes, which might be used to prepare the ground state of fermionic Hamiltonians [161]. In general, the quantum speedups one may find with quantum walks and amplitude amplification are polynomial, often quadratic, in nature. Moreover, this advantage is often diluted when parallelism is possible. In particular, to solve an unstructured search in some fixed amount of time, one only needs linearly more classical than quantum processors [101].

The third chapter, in contrast, takes a look at the kind of problems where one may hope to find exponential speedups, mostly relying on the quantum Fourier transform. Shor's algorithm represents the paradigmatic example of these techniques, later generalized to the (Abelian) hidden subgroup problem and mostly used in cryptography applications. The price to pay for this large quantum advantage is the need for structure in the problem that is being addressed [1]. However, in 2008 there was a breakthrough that promised an exponential speedup in the ubiquitous problem of solving a linear system of equations in a very quantum way: with quantum input and output, and under sparsity and well-conditioning assumptions [117]. This would become a line of research called quantum linear algebra, and it is used in two more articles during this thesis $[64,65]$. The latter uses those techniques in combination with classical methods in the literature, to propose one of the first quantum interior point methods, aimed at solving linear programming problems. However, the limitations of quantum methods and the necessity to prepare and read quantum states again reduce the quantum advantage to polynomial. In the second paper, we found one machine learning application (adversarial examples) where a readout of the quantum state is not needed. However, in a second breakthrough, an undergraduate student called Ewin Tang showed that many of these quantum linear algebra algorithms could be 'dequantized' [237]. Dequantization substitutes quantum computing for randomized classical computing with $\ell_{2}$-sampling [238], showing again that many algorithms, and in particular ours, will only ever achieve a polynomial speedup.

But if there is a research topic where one may expect quantum computing to be particularly useful, that is in the area of simulation of other quantum systems. Thus, Chapter 4 will discuss its applications to chemistry. It has three main parts. In the first one, we review three of the most popular classical algorithms: HartreeFock, Density Functional Theory, and Coupled-Cluster theory. Then, we move on to Hamiltonian simulation, a core quantum technique that computes how a system evolves.

From this section, I would like to highlight one technique, called qubitization [169], which allows performing in an optimal number of queries a large variety of functions of the Hamiltonian. This fact will be reflected in previous chapters too [176], but its usefulness to implement Hamiltonian simulation will be particularly reflected here. Finally, in the third section, we discuss ground state preparation, perhaps the most challenging problem in quantum chemistry. This is perhaps the area where variational quantum algorithms, also known as quantum machine learning, will have the largest impact [123, 181]. In the interest of length, however, we will only review the basics.

Two articles from my thesis belong to this chapter, Refs. [63, 84]. In the first one, we present what is perhaps the first software library allowing us to compare a variety of quantum phase estimation algorithms: TFermion. This library analyzes the cost of several quantum phase estimation algorithms proposed in the literature and enables comparisons between them that were previously not possible. TFermion also led to a collaboration with quantum computing startup Xanadu, and ultimately to Ref. [84]. In this reference, we provide a thorough review of how we may use one qubitization-based first-quantization quantum algorithm to analyze the properties of battery materials. Additionally, we perform two minor but important technical advances in the area of Hartree Fock state preparation in plane waves and first quantization, and on the extension of the original algorithm to non-cubic cells. Finally, we provide detailed estimates on the number of non-Clifford gates and the time a quantum computer would require to simulate a particular battery material.

The fifth and final chapter of the thesis will answer the question of why non-Clifford gates are often the most expensive ones to be implemented in a quantum computer. Its focus will be on quantum error correction, an area of research with a long tradition in our research group. Unfortunately, the area is wide enough to only provide a review of the main topics. We start by describing the basics of Calderbank-Shor-Steane (CSS) and stabilizer codes. Then, we explain the two most popular families of error correction codes: surface codes [141] and color codes [46, 47], the latter of which was a key breakthrough by my thesis director. Unfortunately, a theorem by Eastin and Knill proves that it is impossible to construct a stabilizer code that is capable of transversally implementing a universal set of gates [89]. Therefore, while surface and color codes are very attractive, we are forced to find a way to perform those gates fault-tolerantly. The two leading approaches are distilling one kind of gates (often non-Clifford gates) in another code, what is known as magic state distillation, or using subsystem codes. The first one is popular due to its low cost at high error regimes [38], and also the reason non-Clifford gates are expensive. In this thesis, we have instead chosen to describe
gauge color codes [42], as a beautiful subsystem code framework that generalize color codes.

## Chapter 2

## Quantum Search

One thing that should be learned from the bitter lesson is the great power of general-purpose methods, of methods that continue to scale with increased computation even as the available computation becomes very great. The two methods that seem to scale arbitrarily in this way are search and learning.

Richard S. Sutton, The Bitter Lesson

### 2.1. Objectives

- Understand the mathematical techniques behind quantum walks and their properties.
- Understand the strengths and limitations of quantum walks as a search or Markov-chain mixing technique.
- Explore the kind of problems where quantum walks might be useful, with a special focus on the quantum Metropolis algorithm as a privileged application to combinatorial optimization.
- Find out the quantum advantage associated with a heuristic quantum Metropolis algorithm, the problems where it might be applied, and its usefulness.


### 2.2. A tale of two rotations: Grover's algorithm

Search is one of the few basic subroutines across many algorithms in computer science. Optimal planning, simulated annealing, and reinforcement learning, widely used in many and an increasing number of applications, can all be seen as ways of searching under different conditions. Perhaps the simplest case is when one has to look for a marked item in an unordered list. Lacking any structure to guide it, a classical computer cannot but iterate over all elements of the set, perhaps allowing some parallelization, in search for the target item. Consequently, if there are $N$ elements in the list, this implies computational complexity scaling as $O(N)$.

Can we do better? Surprisingly, yes: one may leverage quantum mechanics to improve how quickly one can search, which results in $O(\sqrt{N})$ steps. Let us assume we have an oracle such that given item $x \in\{0, \ldots, N-1\}$, checks whether it fulfills a given condition $f(x)=1$. The algorithm implementing this search is called after his discoverer, Lov Grover, and implements two rotations iteratively [111], one of which uses this oracle. In fact, for almost any quantum algorithm, it is often intuitive to think in terms of rotations in the Hilbert space. The reason is that quantum operators, except for measurements, are elements of a Special Unitary group $S U(d)$, with $d$ representing the dimension of the Hilbert space. For the Grover algorithm, starting from the uniform superposition $H^{\otimes n}|0\rangle^{\otimes n}=\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1}|k\rangle$, the two rotations are the following:

- A phase rotation implemented by any procedure (oracle) that identifies the marked item:

$$
\begin{equation*}
O:|x\rangle \mapsto(-1)^{f(x)}|x\rangle . \tag{2.1}
\end{equation*}
$$

This can be done for example by outputting a bit $|f(x)\rangle$ and implementing a $Z$ gate over it, before uncomputing the bit

$$
\begin{equation*}
|x\rangle|0\rangle \mapsto|x\rangle|f(x)\rangle \mapsto(-1)^{f(x)}|x\rangle|f(x)\rangle \mapsto(-1)^{f(x)}|x\rangle|0\rangle . \tag{2.2}
\end{equation*}
$$

- A second rotation called diffusion operator $U_{s}$, that implements a rotation over the initial state, taken to be a uniform superposition

$$
\begin{equation*}
U_{s}=H^{\otimes n}(\mathbf{1}-2|0\rangle\langle 0|) H^{\otimes n} . \tag{2.3}
\end{equation*}
$$

In Fig. 2.2, we define $\theta:=\arcsin \sqrt{\frac{M}{N}}$, where $M \ll N$ is the number of marked items. In each rotation, the angle grows by $2 \theta$, so after $t$ time steps the angle will be


Figure 2.1 Grover's algorithm. The dashed box represents the diffusion operator $U_{s}$, while the oracle operator $O$ is explicitly indicated. After the initialization, operators $O$ and $U_{s}$ must be applied $O(\sqrt{N})$ times.
$(2 t+1) \theta$. Since the target angle is $\approx \frac{\pi}{2}$, the number of steps to take grows as $t \approx \frac{\pi}{4} \sqrt{\frac{N}{M}}$. In conclusion, by alternating these two rotations we can achieve a quadratic speedup over what is possible classically.

The next question one may ask is: can we do better? Unfortunately, the answer is no, as Bennett, Bernstein, Brassard, and Vazirani proved even before Grover discovered his algorithm [30]. For simplicity assume a single marked item $|\omega\rangle$. Their procedure compares two circuits. The first one contains $T$ calls to the oracle $O=U_{\omega}=1-2|\omega\rangle\langle\omega|$, and other arbitrary but fixed rotations $U_{1}, \ldots, U_{T},[204]$

$$
\begin{equation*}
\left|\psi_{\omega}(t)\right\rangle=U_{\omega} U_{T} U_{\omega} \cdots U_{\omega} U_{1}|\psi(0)\rangle . \tag{2.4}
\end{equation*}
$$

The second is the same circuit without any calls to the oracle

$$
\begin{equation*}
|\varphi(t)\rangle=U_{T} U_{T-1} \cdots U_{1}|\psi(0)\rangle . \tag{2.5}
\end{equation*}
$$

To compare them, we can check how much the operator $U_{\omega}$ changes the state at time step $t$

$$
\begin{equation*}
\|\left(U_{\omega}-\mathbf{1}\right)|\varphi(t)\rangle \|=2|\langle\omega \mid \varphi(t)\rangle| . \tag{2.6}
\end{equation*}
$$

This can be interpreted as an error vector between the two preparations. In fact,

$$
\begin{equation*}
\|\left|\psi_{\omega}(T)\right\rangle-|\varphi(T)\rangle \| \leq 2 \sum_{t=1}^{T}|\langle\omega \mid \varphi(t)\rangle| . \tag{2.7}
\end{equation*}
$$

Since simple arithmetic shows that [204, Eq. 6.166]

$$
\begin{equation*}
\left(\sum_{t=1}^{T} c_{t}\right)^{2} \leq T \sum_{t=1}^{T} c_{t}^{2} \tag{2.8}
\end{equation*}
$$



Figure 2.2 Grover's algorithm rotations. Top: initial state, a uniform superposition of marked and not marked states. Medium: Oracle rotation, which changes the sign of the marked states. Bottom: diffusion operator, that performs a rotation around the average. The angle $\sin \theta=\sqrt{M / N}$, for $M$ the number of marked items in a list of $N$ elements. Images from the Qiskit textbook under Apache 2.0 license.
we have

$$
\begin{equation*}
\|\left|\psi_{\omega}(T)\right\rangle-|\varphi(T)\rangle \|^{2} \leq 4\left(\sum_{t=1}^{T}|\langle\omega \mid \varphi(t)\rangle|\right)^{2} \leq 4 T \sum_{t=1}^{T}|\langle\omega \mid \varphi(t)\rangle|^{2} \leq 4 T^{2} \tag{2.9}
\end{equation*}
$$

To distinguish between states with certainty, we need states to be orthogonal. Consequently, we take $|\omega\rangle$ to be part of an orthonormal basis $\omega^{\prime}$, and summing over it,

$$
\begin{equation*}
\sum_{\omega^{\prime}} \|\left|\psi_{\omega^{\prime}}(T)\right\rangle-|\varphi(T)\rangle \|^{2} \leq 4 T \sum_{t=1}^{T} \underbrace{\sum_{\omega^{\prime}}\left|\left\langle\omega^{\prime} \mid \varphi(t)\right\rangle\right|^{2}}_{=\langle\varphi(T) \mid \varphi(T)\rangle}=4 T^{2} . \tag{2.10}
\end{equation*}
$$

The left-hand side of this expression can be lower-bounded by $2 N-2 \sqrt{N}$ [204, Eq. 6.174], so we have that $4 T^{2} \geq 2 N-2 \sqrt{N}$, and finally $T \geq \sqrt{\frac{N-\sqrt{N}}{2}}$. In other words, if we aim to distinguish all $N$ orthogonal possible values of $|\omega\rangle$, we need to call $T=O(\sqrt{N})$ times the oracle $U_{\omega}$. Further, if we aim for a success probability of $1-\delta$, then one can show that we need $T \geq \sqrt{\frac{N}{2}} \sqrt{1-\sqrt{\delta}}$ [204, Chapter 6].

### 2.2.1. Amplitude Amplification

Grover's algorithm is, in its original form, just intended for unordered search. We would now like to study some of its main use cases and extensions. The first of such applications is known as amplitude amplification, and it is widely used in many settings [51, 111]. Let us suppose we have a quantum algorithm $A$ that probabilistically prepares a state $|\psi\rangle$ :

$$
\begin{equation*}
A:|1\rangle_{f}|0\rangle_{s} \mapsto \alpha|0\rangle_{f}|\psi\rangle_{s}+\beta|1\rangle_{f}\left|\psi^{\perp}\right\rangle_{s}, \tag{2.11}
\end{equation*}
$$

where register $f$ indicates failure in preparing the target state, and register $s$ contains the state. By identifying $\alpha=\sin \theta$ and $\beta=\cos \theta$, we can uncover a two-dimensional rotation amenable to a Grover-like search algorithm. We define the Amplitude Amplification operator [51]

$$
\begin{equation*}
Q=-A R_{s} A^{\dagger} R_{t}, \tag{2.12}
\end{equation*}
$$

where $R_{s}:=\left(2|10\rangle\left\langle\left. 10\right|_{f s}-\mathbf{1}\right)\right.$ and $R_{t}:=\left(2|0\rangle\left\langle\left. 0\right|_{f}-\mathbf{1}_{f}\right)\right.$, as the rotation around the start and target states. To recover Grover's algorithm, $A$ would have to be equal to
the Hadamard gate. Overall, this operator acts as

$$
\begin{align*}
Q|0\rangle_{f}|\psi\rangle_{s} & =\cos (2 \theta)|0\rangle_{f}|\psi\rangle_{s}-\sin (2 \theta)|1\rangle_{f}\left|\psi^{\perp}\right\rangle_{s}  \tag{2.13}\\
Q|1\rangle_{f}\left|\psi^{\perp}\right\rangle_{s} & =\sin (2 \theta)|0\rangle_{f}|\psi\rangle_{s}+\cos (2 \theta)|1\rangle_{f}\left|\psi^{\perp}\right\rangle_{s}
\end{align*}
$$

We can also diagonalize this operator, obtaining eigenvectors

$$
\begin{equation*}
\left|\psi_{ \pm}\right\rangle=\frac{1}{\sqrt{2}}\left(|1\rangle_{f}\left|\psi^{\perp}\right\rangle_{s} \pm i|0\rangle_{f}|\psi\rangle_{s}\right), \tag{2.14}
\end{equation*}
$$

with eigenvalues $e^{ \pm 2 i \theta}$ respectively. In other words,

$$
\begin{equation*}
Q=e^{2 i \theta}\left|\psi_{+}\right\rangle\left\langle\psi_{+}\right|+e^{-2 i \theta}\left|\psi_{-}\right\rangle\left\langle\psi_{-}\right| . \tag{2.15}
\end{equation*}
$$

As we shall see, $Q$ is very helpful when we have to implement an operator $A$ multiple times, but do not want the success probability to vanish exponentially in the number of steps.

### 2.2.2. Fixed point Amplitude Amplification and the first glimpse of Quantum Signal Processing

A different modification we analyze in this section is the possibility of an algorithm with a fixed point. Note that Grover's algorithm has an inconvenient feature: if we do not know how many marked items there are, it is unclear how to choose the number of amplification steps. In fact, given the oscillatory nature of Grover's algorithm, it is possible to overshoot and amplify 'too much'.

To remedy this, we present a second algorithm, also by Grover, which monotonically increases the probability of measuring the target [112]. Let $|s\rangle$ and $|t\rangle$ be the starting and target states, and $U$ a rotation between the subspaces spanned by them, such that $|\langle t| U| s\rangle\left.\right|^{2}=1-\varepsilon$. By defining

$$
\begin{equation*}
R_{s}=\mathbf{1}-\left(1-\exp \left(i \frac{\pi}{3}\right)\right)|s\rangle\langle s|, \quad R_{t}=\mathbf{1}-\left(1-\exp \left(i \frac{\pi}{3}\right)\right)|t\rangle\langle t| \tag{2.16}
\end{equation*}
$$

the operator $U R_{s} U^{\dagger} R_{t} U$ will fulfill $\left.\left|\langle t| U R_{s} U^{\dagger} R_{t} U\right| s\right\rangle\left.\right|^{2}=1-\varepsilon^{3}$ [112]. If instead of $\pi / 3$ we had used $\pi$, we would recover the original Grover algorithm.

We can now use this idea to monotonically improve the success probability in an Amplitude Amplification setting. We can use the recursion

$$
\begin{equation*}
U_{m+1}=U_{m} R_{s} U_{m}^{\dagger} R_{t} U_{m}, \quad U_{0}=A \tag{2.17}
\end{equation*}
$$

where $A$ is defined in (2.11). The success probability scales as $\left.\left|\langle t| U_{m}\right| s\right\rangle\left.\right|^{2}=1-\varepsilon^{3 m}$. Expressed in the number of calls to the oracle $\left.q_{m},\left|\langle t| U_{m}\right| s\right\rangle\left.\right|^{2}=1-\varepsilon^{2 q_{m}+1}$ [112]. In contrast, the classical success probability is $1-\varepsilon^{c+1}$, for $c$ oracle calls.

This algorithm, while being optimal under the monotonic condition, loses the original quadratic speedup [264]. To see it, imagine we want to find the marked item with failure probability $\delta$, such that the initial and target states have a small overlap probability $\lambda=1-\varepsilon \rightarrow 0$. We want to find $q_{m}$ such that

$$
\begin{equation*}
\delta \geq \varepsilon^{2 q_{m}+1} \approx(1-\lambda)^{2 q_{m}+1} \approx 1-\left(2 q_{m}+1\right) \lambda, \tag{2.18}
\end{equation*}
$$

what implies that [113, Eq. 16]

$$
\begin{equation*}
q_{m} \gtrsim \frac{1-\delta}{2 \lambda}=O\left(\frac{1}{\lambda}\right) \tag{2.19}
\end{equation*}
$$

similar to the classical case. In contrast, Grover's original algorithm required $O\left(\lambda^{-1 / 2}\right)$ calls to the oracle.

Can we find a way around it? We can, but it implies letting go of the monotonic assumption. As before, we assume we have an initial state $|s\rangle=A|0\rangle$, and want to prepare a target state $|t\rangle=e^{-i \xi}\left|t^{\prime}\right\rangle$ such that $\left\langle t^{\prime} \mid s\right\rangle=e^{i \xi} \sqrt{\lambda}$. In other words, $|s\rangle=\sqrt{\lambda}|t\rangle+\sqrt{1-\lambda^{2}}\left|t^{\perp}\right\rangle$. We are also provided with an oracle $O$ which marks the target state $\left|t^{\prime}\right\rangle$. The objective is finding a quantum circuit $Q$ such that the success probability $\left.P_{L}=\left|\left\langle t^{\prime}\right| Q\right| s\right\rangle\left.\right|^{2}$ is $1-\delta^{2}$, where $\delta \in[0,1]$, after $L$ calls to the oracle.

The key idea to tackle this problem [264], is to generate a sequence of generalized Grover rotations $G(\alpha, \beta)$

$$
\begin{equation*}
Q=G\left(\alpha_{L}, \beta_{L}\right) \cdots G\left(\alpha_{1}, \beta_{1}\right), \quad G(\alpha, \beta)=-S_{s}(\alpha) S_{t}(\beta) \tag{2.20}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{x}(\alpha):=\mathbf{1}-\left(1-e^{i \alpha}\right)|x\rangle\langle x| . \tag{2.21}
\end{equation*}
$$

These reflection operators $S_{s}(\alpha)$ and $S_{t}(\beta)$ can also be understood as rotations in a 2-dimensional Block sphere-like space:

$$
\begin{equation*}
R_{\varphi}(\theta)=\exp \left(-\frac{i}{2} \theta(Z \cos (\varphi)+X \sin (\varphi))\right) \tag{2.22}
\end{equation*}
$$

Using this rotation and taking $\phi=2 \arcsin (\sqrt{\lambda})$, we can rewrite [264]

$$
\begin{equation*}
S_{t}(\beta)=e^{i \beta / 2} R_{0}(\beta), \quad S_{s}(\alpha)=e^{-i \alpha / 2} R_{\phi}(\beta) \tag{2.23}
\end{equation*}
$$

This formulation allows computing what angles $\alpha_{i}, \beta_{i}$ can be used to increase the success probability $P_{L}$ to $1-\delta^{2}$. For $l=(L-1) / 2$ and $j \in[1, l]$ we should take [264]

$$
\begin{equation*}
\alpha_{j}=-\beta_{l-j+1}=2 \cot ^{-1}\left(\tan (2 \pi j / L) \sqrt{1-\gamma^{2}}\right), \tag{2.24}
\end{equation*}
$$

with $\gamma^{-1}:=T_{1 / L}(1 / \delta)$, and $T_{L}(\cos \theta):=\cos (L \theta)$ the $L^{t h}$ first-order Chebyshev polynomial. Using these angles, one obtains that

$$
\begin{equation*}
\left.P_{L}=|\langle t| Q| s\right\rangle\left.\right|^{2}=1-\delta^{2} T_{L}^{2}\left(T_{1 / L}(1 / \delta) \sqrt{1-\lambda}\right) \tag{2.25}
\end{equation*}
$$

Chebyshev polynomials fulfill that if $|x| \leq 1$, then $\left|T_{L}(x)\right| \leq 1$. From this it is clear that if $\left|T_{1 / L}(1 / \delta)\right| \sqrt{1-\lambda} \leq 1$, then we can write $P_{L} \geq 1-\delta^{2}$ as wanted. This happens whenever $\lambda \geq 1-T_{1 / L}^{-2}(1 / \delta)=: w$. We will call $w$ the width. For large $L$ and small $\delta>0$ [264, Eq. 2]

$$
\begin{equation*}
w \approx\left(\frac{\log (2 / \delta)}{L}\right)^{2} \tag{2.26}
\end{equation*}
$$

what implies that we need to choose

$$
\begin{equation*}
L \geq \frac{\log (2 / \delta)}{\sqrt{\lambda}} \tag{2.27}
\end{equation*}
$$

recovering the quadratic speedup that characterizes Grover's original algorithm.
Furthermore, we can concatenate this procedure to improve the target $\delta$. Calling $Q_{L}(B)$ the rotation that uses $B A$ in place of $A$ for the definition of the initial state, and $\chi_{1}, \chi_{2}$ some phases, then if

$$
\begin{equation*}
Q_{L_{1}}|s\rangle:=\sqrt{1-P_{L_{1}}(\lambda)}\left|t^{\perp}\right\rangle+\sqrt{P_{L_{1}}(\lambda)} e^{-i \chi_{1}}|t\rangle \tag{2.28}
\end{equation*}
$$

we also have that [264]

$$
\begin{equation*}
Q_{L_{2}}\left(Q_{L_{1}}\right) Q_{L_{1}}|s\rangle:=\sqrt{1-P_{L_{2}}\left(P_{L_{1}}(\lambda)\right)}\left|t^{\perp}\right\rangle+\sqrt{P_{L_{2}}\left(P_{L_{1}}(\lambda)\right)} e^{-i\left(\chi_{1}+\chi_{2}\right)}|t\rangle \tag{2.29}
\end{equation*}
$$

Since $Q_{L_{1}}$ acts as a prefix, we can implement $Q_{L_{1}}$ and then decide whether to improve the result further. Moreover, if we choose $\delta=1$, from (2.24) we obtain $\alpha_{j}=\beta_{j}= \pm \pi$, thereby generalizing Grover's original algorithm. And if instead we chose $\delta=0$, we obtain $-\alpha_{1}=\beta_{1}=\pi / 3$ [264], and using recursion as explained before we recover the $\pi / 3$ monotonic algorithm, but as expected without the quadratic speedup from (2.27).

### 2.3. Quantum walks

While the extensions of Grover's algorithm that we have discussed so far deal with unordered databases or probabilistic algorithms, there are situations where we have more information about the structure of the search space. In particular, let us consider a graph $G(X, E)$, where $X$ denotes the vertices (states) and $E$ the edges (state transitions). We now define a Markov chain over this graph, that for each pair of vertices $x, y$ connected by an edge assigns a probability of transition, forming a matrix $P=\left(p_{x y}\right)_{(x, y) \in E}$. We will analyze the particular case of discrete ergodic Markov chains.

Definition 1 (Discrete ergodic Markov chain) A Markov chain $\mathcal{P}=\left(p_{x y}\right)_{(x, y) \in E}$ defined over a graph $G(X, E)$ is called ergodic, if $\exists t_{0}$ such that $\forall x, y \in X$, and starting from $x$ at time $t=0$ and following probability transitions dictated by $\mathcal{P}$, then $\forall t>t_{0}$, the probability of finding an item $y$ at time $t$ is greater than 0 . In mathematical notation,

$$
\begin{equation*}
\exists t_{0} \quad \mid \quad \forall x, y \in X, \quad p(x, t=0)=1 \Rightarrow p\left(y, t>t_{0}\right)>0 \tag{2.30}
\end{equation*}
$$

Ergodic Markov chains have a unique stationary distribution $\pi$, that fulfills $\pi^{T} P=$ $\pi^{T}$, or in other words, the eigenvalue 1 has multiplicity 1 too [148, Theorem 5.9]. In this case, we define an eigenvalue gap $\delta=1-\lambda$ where $\lambda$ is the second-largest absolute value of an eigenvalue of $\mathcal{P}$, the first being 1 . This eigenvalue gap $\delta$ will determine the time required for the Markov chain to mix, or in other words, to approximate $\pi$. Finally, Markov chains are called reversible if they obey the detailed balance property

$$
\begin{equation*}
p_{y x} \pi_{x}=p_{x y} \pi_{y} \tag{2.31}
\end{equation*}
$$

and are called symmetric if $P=P^{T}$. Symmetric Markov chains display the uniform superposition as the stationary state [173].

### 2.3.1. Hitting time and search algorithms

There are two main tasks one can perform in a Markov chain when there is a set of marked items $M$,

- Detect $^{(=k)}$ : Check if $M=\emptyset$ under the promise that either $M=\emptyset$ or $|M|=k$.
- Find $^{(=k)}$ : Find $m \in M$ under the promise that $|M|=k$.

If instead of superscript $(=k)$ we use $(\geq k)$, the same promise applies with greater or equal than. If no promise is given, then $k \geq 1$ is assumed.

Classically, these two tasks are the same: one cannot detect the presence of a marked node without finding it. A simple classical algorithm for finding a marked state $m \in M \subset X$ is the following, [173]:

```
Algorithm 1 A basic classical search algorithm
    Input: Ergodic Markov chain \(\mathcal{P}\), graph \(G(X, E)\), time \(t\).
    Output: Marked state \(m\) or signal that not marked item exists.
    Initialize \(x\) sampled from the stationary distribution \(\pi\).
    for \(t\) steps do:
        If state reached \(x\) is marked, output \(x\).
        Else, simulate 1 step of Markov chain \(\mathcal{P}\) from \(x\).
    end for
    Output 'no marked element exists'.
```

Running Algorithm 1 has three cost sources: S for the set-up cost of initializing the data structure and sampling the initial $x$, often from the stationary distribution $\pi$ of the corresponding Markov chain, U for updating the item according to $\mathcal{P}$, and C for checking if it is a marked item.

Definition 2 (Hitting time) We define the hitting time $H T(P, M)$ of a Markov chain $\mathcal{P}$ as the expected number of evaluations of $U$ required to find a marked item $m \in M$ with Algorithm 1 starting from the projection of the stationary distribution $\pi$ into the set of unmarked states $\left|\pi_{U}\right\rangle=\Pi_{U}|\pi\rangle$.

The Hitting time $H T$ from Algorithm 1 in symmetric Markov chains is $H T=t=$ $O(1 /(\delta \epsilon))$ [173, Proposition 1]. In such a case, its overall cost is $O\left(\mathrm{~S}+\frac{1}{\delta \epsilon}(\mathrm{U}+\mathrm{C})\right)$. Another slightly different algorithm is the following [173]:

Taking $t_{2}$ steps of the Markov Chain aims to mix the state again so that it is close to the stationary distribution $\pi$. In a symmetric Markov chain we can take $t_{1}=O(1 / \epsilon)$

```
Algorithm 2 A more efficient classical search algorithm
    Input: Ergodic Markov chain \(\mathcal{P}\), graph \(G(X, E)\), times \(t_{1}, t_{2}\).
    Output: Marked state \(m\) or signal that not marked item exists.
    Initialize \(x\) sampled from the stationary distribution \(\pi\).
    for \(t_{1}\) steps do:
        If state reached \(x\) is marked, output \(x\).
        Else, simulate \(t_{2}\) steps of Markov chain \(\mathcal{P}\) from \(x\).
    end for
    Output 'no marked element exists'.
```



Figure 2.3 Szegedy quantum walk. Geometrical visualization of the action of a Szegedy quantum walk operator $W$, defined in (2.36). $W$ performs a series of rotations that in the subspace $\mathcal{A}+\mathcal{B}$ may be written as a block diagonal matrix, where each block is a 2 -dimensional rotation $\omega_{j}=R\left(2 \varphi_{j}\right)$ given by (2.42). This figure represents the direct sum of Grover-like rotations in the subspace spanned by $\mathcal{A}+\mathcal{B}$, and therefore $W$. Note that $\varphi_{0}=0$ because it corresponds to eigenvalue $\lambda_{0}=1$, but is represented non-zero for clarity.
and $t_{2}=O(1 / \delta)$, resulting in Algorithm 2 having complexity $O\left(\mathrm{~S}+\frac{1}{\epsilon}\left(\frac{1}{\delta} \mathrm{U}+\mathrm{C}\right)\right)$, [173, Proposition 1].

Our objective is to find quantum equivalent algorithms to Detect and Find which scale quadratically better in the hitting time. These algorithms will be called quantum walks ${ }^{1}$, the first of which was introduced by Ambainis for Johnson graphs in Ref. [5]. Later on, Szegedy proposed a more general walk that extends to ergodic reversible Markov chains [236]. To describe it, we start by defining a bipartite Hilbert space $\mathcal{H} \otimes \mathcal{H}$, where $\mathcal{H}$ represents the space of possible solutions $X$. The update operator $U$ will now map

$$
\begin{equation*}
U:|x\rangle|0\rangle \mapsto\left|\alpha_{x}\right\rangle:=|x\rangle \otimes \sum_{y \in X} \sqrt{p_{x y}}|y\rangle, \tag{2.32}
\end{equation*}
$$

and similarly, we can define

$$
\begin{equation*}
V:|0\rangle|y\rangle \mapsto\left|\beta_{y}\right\rangle:=\sum_{y \in X} \sqrt{p_{y x}}|x\rangle \otimes|y\rangle . \tag{2.33}
\end{equation*}
$$

The relation between these operators is $S U=V S$, where $S$ is the Swap operation between both Hilbert subspaces. Using them, we can define subspaces

$$
\begin{equation*}
\mathcal{A}:=\operatorname{span}\{|x\rangle|0\rangle: x \in X\}, \quad \mathcal{B}:=U^{\dagger} V S \mathcal{A}=U^{\dagger} S U \mathcal{A} \tag{2.34}
\end{equation*}
$$

The projector on these subspaces

$$
\begin{equation*}
\Pi_{\mathcal{A}}:=(\mathbf{1} \otimes|0\rangle\langle 0|), \quad \Pi_{\mathcal{B}}:=U^{\dagger} V S(\mathbf{1} \otimes|0\rangle\langle 0|) S V^{\dagger} U=U^{\dagger} S U(\mathbf{1} \otimes|0\rangle\langle 0|) U^{\dagger} S U \tag{2.35}
\end{equation*}
$$

define rotations $R_{\mathcal{A}}$ and $R_{\mathcal{B}}$, which we can use to introduce the quantum walk operator

$$
\begin{equation*}
W=R_{\mathcal{B}} R_{\mathcal{A}}=U^{\dagger} S U R_{\mathcal{A}} U^{\dagger} S U R_{\mathcal{A}} \tag{2.36}
\end{equation*}
$$

To analyze it, we can compare it with

$$
\begin{equation*}
\mathcal{M}:=U^{\dagger} V S=U^{\dagger} S U \tag{2.37}
\end{equation*}
$$

Since we assumed that the Markov chain is reversible, using the detailed balance equation, we can find its matrix element on the subspace $\mathcal{A},\langle x, 0| U^{\dagger} V S|y, 0\rangle=$

[^0]$\sqrt{p_{y x}} \sqrt{p_{x y}}=\sqrt{\pi_{x} / \pi_{y}} p_{x y}$ [265, Pag. 756]. In matrix form, this is called the discriminant matrix
\[

$$
\begin{equation*}
\mathcal{D}=D_{\pi}^{-1 / 2} \mathcal{P} D_{\pi}^{1 / 2} \tag{2.38}
\end{equation*}
$$

\]

where $D_{\pi}$ is the diagonal matrix containing the entries of $\pi$, the equilibrium distribution. Since the matrix $D_{\pi}$ is positive definite, $\mathcal{P}, \mathcal{D}$ and $\mathcal{M}$ have the same spectrum in the subspace defined by projector $\Pi_{\mathcal{A}}$, see Ref. [7, Pag. 413] and Ref. [11, Pag. 5]. These eigenvalues $1=\lambda_{0}>\lambda_{1} \geq \ldots \geq \lambda_{d-1}$ can be rewritten as phases $\lambda_{j}=\cos \varphi_{j}$, and we will denote the corresponding eigenstates as $\left|\phi_{j}\right\rangle|0\rangle$. Since [265, Eq. S21]

$$
\begin{equation*}
\left\langle\phi_{j}, 0\right| \Pi_{\mathcal{A}} U^{\dagger} V S \Pi_{\mathcal{A}}\left|\phi_{j}, 0\right\rangle=\lambda_{j}=\lambda_{j}^{\dagger}=\left\langle\phi_{j}, 0\right| \Pi_{\mathcal{A}} S V^{\dagger} U \Pi_{\mathcal{A}}\left|\phi_{j}, 0\right\rangle, \tag{2.39}
\end{equation*}
$$

we have,

$$
\begin{equation*}
\Pi_{\mathcal{A}} U^{\dagger} V S \Pi_{\mathcal{A}}=\Pi_{\mathcal{A}} S V^{\dagger} U \Pi_{\mathcal{A}} \tag{2.40}
\end{equation*}
$$

We can use this, and the definition of the spectrum of $\mathcal{M}$, to compute [265, Eq. S19]

$$
\begin{equation*}
\Pi_{\mathcal{A}} U^{\dagger} V S\left|\phi_{j}\right\rangle|0\rangle=\cos \varphi_{j}\left|\phi_{j}\right\rangle|0\rangle \tag{2.41a}
\end{equation*}
$$

and

$$
\begin{equation*}
\Pi_{\mathcal{B}}\left|\phi_{j}\right\rangle|0\rangle=U^{\dagger} V S \cos \varphi_{j}\left|\phi_{j}\right\rangle|0\rangle . \tag{2.41b}
\end{equation*}
$$

Consequently, the subspace spanned by $\left\{\left|\phi_{j}\right\rangle|0\rangle, U^{\dagger} V S\left|\phi_{j}\right\rangle|0\rangle\right\}$ is preserved under $R_{\mathcal{A}}$ and $R_{\mathcal{B}}$. In such subspaces, the operation of $W$ is a rotation

$$
w_{j}=\left(\begin{array}{cc}
\cos \left(2 \varphi_{j}\right) & -\sin \left(2 \varphi_{j}\right)  \tag{2.42}\\
\sin \left(2 \varphi_{j}\right) & \cos \left(2 \varphi_{j}\right)
\end{array}\right)
$$

In contrast to the classical walk, where the eigenvalue gap was $\delta=1-\lambda$, the quantum phase gap is defined as $\Delta:=2 \varphi=2 \arccos \lambda$. The relation between both is $\Delta \geq 2 \sqrt{1-|\lambda|^{2}} \geq 2 \sqrt{\delta}[173$, Theorem 7], which will ultimately originate the familiar quadratic speedup that also characterizes Grover algorithm [236].

However, so far we have not explained how to implement either of the two tasks using Szegedy's quantum walks. Let us first consider a quantum version of Algorithm 1 for Detect, presented in Algorithm 3. What Szegedy did in his original article [236] is a so-called swap test, between the stationary distribution and the same state evolved under $W^{\prime}$ defined as in (2.36) for an absorbent Markov chain $\mathcal{P}^{\prime} . \mathcal{P}^{\prime}$ is defined as $\mathcal{P}$ with the transitions from marked to unmarked states deleted.


Figure 2.4 Swap test. Originally described in Re. [57], the probability of measurement of 0 of this algorithm is $\frac{1}{2}\left(1+\|\langle\phi \mid \psi\rangle\|^{2}\right)$. This circuit might be consequently used to estimate $\|\langle\phi \mid \psi\rangle\|^{2}$, to precision $\epsilon^{-1}$ with $O\left(\epsilon^{-2}\right)$ measurements, or alternatively using quantum amplitude estimation with complexity $O\left(\epsilon^{-1}\right)$. The complexity in the failure probability is logarithmic in both cases.

```
Algorithm 3 Szegedy quantum detection [236, Lemma 7]
    Input: Ergodic symmetric Markov chain \(\mathcal{P}\), graph \(G(X, E)\), overlap \(\epsilon\), eigenvalue
    gap \(\delta\), target failure probability \(p_{f}\).
    Output: Whether a marked item exists.
    Define \(\mathcal{P}^{\prime}\) as the absorbent Markov chain corresponding to \(\mathcal{P}\), and \(W^{\prime}\) its corre-
    sponding quantum walk.
    for \(O\left(\log p_{f}^{-1}\right)\) steps do:
        Pick \(t\) uniformly at random in \(\left[1, O\left(\frac{1}{\sqrt{\delta \epsilon}}\right)\right]\).
        Prepare the state \(\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)|\pi\rangle\), for \(|\pi\rangle\) the stationary distribution.
        for \(t\) steps do:
            Controlled on the first qubit, evolve the state using \(W^{\prime}\).
        end for
        The resulting state is
```

$$
\begin{equation*}
\frac{1}{\sqrt{2}}\left(|0\rangle|\pi\rangle+|1\rangle\left(W^{\prime}\right)^{t}|\pi\rangle\right) . \tag{2.43}
\end{equation*}
$$

11: Perform a Hadamard on the first qubit, obtaining

$$
\begin{equation*}
\left.\left.\frac{1}{2}\left(|0\rangle\left(\mathbf{1}+\left(W^{\prime}\right)^{t}\right)|\pi\rangle\right)+|1\rangle\left(\mathbf{1}-\left(W^{\prime}\right)^{t}\right)|\pi\rangle\right)\right) \tag{2.44}
\end{equation*}
$$

Measure the first qubit.
If measurement is $|1\rangle$, output 'Marked item detected'.

## end for

Output 'No marked item exists' and stop.

To see why Algorithm 3 works, remember that $\pi^{T} \mathcal{P}=\pi$, and therefore $W \pi=\pi$. If no marked item exists, then $W^{\prime}=W$, and consequently with probability 1 we will measure $|0\rangle$ after (2.44). $t \in[1, O(1 / \sqrt{\delta \epsilon})]$ is chosen so that if there are $\epsilon|X|$ marked item, then $\left\|\left(1-\left(W^{\prime}\right)^{t}\right) \pi\right\|$ does not cancel out. Overall, the complexity of this algorithm is $\tilde{O}\left(S+\frac{1}{\sqrt{\delta \epsilon}}(\mathrm{U}+\mathrm{C})\right)$.

We now focus on the problem of Find. We can remove the requirement of symmetry of the Markov chain, and only require that it is reversible (e.g., it fulfills (2.31)), while at the same time obtaining a quantum equivalent of Algorithm 2 [173]. For that, we will use a subroutine called phase estimation, which we will introduce in Chapter 3 and denoted here by $P$. Given a Hermitian operator $H$ with eigenstates $\left|\phi_{j}\right\rangle$ and eigenvalues $\lambda_{j}:=\cos \varphi_{j}$,

$$
\begin{equation*}
P(H):\left|\phi_{j}\right\rangle|\mathbf{0}\rangle \rightarrow\left|\phi_{j}\right\rangle\left|\tilde{\varphi}_{j}\right\rangle, \tag{2.45}
\end{equation*}
$$

where $\tilde{\varphi}_{j}$ is a binary approximation to $\varphi_{j}$.
The objective is to perform a Grover-like algorithm to amplify the marked states. Grover's algorithm would consist of rotations

$$
\begin{equation*}
G=\left(2 \sum_{m \in M}|m\rangle\langle m|-\mathbf{1}\right)(2|\pi\rangle\langle\pi|-\mathbf{1}) . \tag{2.46}
\end{equation*}
$$

The first rotation requires the use of $C$, while the second uses $S$ that prepares the stationary state $|\pi\rangle$. However, this does not use the graph structure.

Our objective is to modify Grover's algorithm and avoid the use of S: instead of decomposing $(2|\pi\rangle\langle\pi|-\mathbf{1})=\mathrm{S}(2|\mathbf{0}\rangle\langle\mathbf{0}|-\mathbf{1}) \mathrm{S}^{\dagger}$, we can use a combination of step operator $U$ and $P(H)$ to perform a rotation over $|\pi\rangle$. This relies on the fact that we can use $P(H)$ to detect and apply a phase to the state with eigenvalue 1 . Thus, this procedure will be more appropriate when phase estimation $P(H)$ is cheaper than the quantum state preparation subroutine S . The proposed algorithm is the following.

The reason we need to run $P(W)$ with precision $\Delta^{-1}$ is that this is the precision we need to distinguish between $|\pi\rangle$ and any other eigenstate of $W$. As we will see in Chapter 3, achieving precision $\Delta^{-1}$ means a number of logical gates scaling as $O\left(\Delta^{-1}\right)$. Furthermore, the median is used to ensure that the probability of failure decreases exponentially fast, using the Median Lemma [192, Lemma 1]. The implementation of such Median protocol can be done with a reversible sorting protocol such as a sorting network. Overall, the complexity is $\tilde{O}\left(S+\frac{1}{\sqrt{\epsilon}}\left(C+\frac{1}{\Delta} U\right)\right)$, where $\Delta=O(\sqrt{\delta})$. Moreover, instead of using Grover's method, we can instead use the $\pi / 3$ monotonically increasing algorithm [112], or the quantum signal processing algorithm [264] that we saw at the end of Section 2.2.2.

```
Algorithm 4 Magniez quantum search [173, Theorem 3]
    Input: Ergodic reversible Markov chain \(\mathcal{P}\), graph \(G(X, E)\), overlap \(\epsilon\), eigenvalue
    gap \(\delta\), target failure probability \(p_{f}, O\left(\log \left(\sqrt{\epsilon} \Delta p_{f}\right)^{-1} \Delta^{-1}\right)\) auxiliary qubits \(|\cdot\rangle_{a}\).
    Output: A marked item if it exists, or 'no marked element exists' message.
    Choose \(t\) uniformly at random from \([1, O(1 / \epsilon)]\).
    Prepare \(|\pi\rangle|0\rangle|0\rangle_{a}^{\otimes \log p_{f}^{-1} \log \Delta^{-1}}\).
    for \(t\) steps do:
        For any possible state \(|x\rangle|y\rangle|z\rangle\), use check operator C so that
\[
\begin{equation*}
|x\rangle|y\rangle|z\rangle_{a} \mapsto(-1)^{x \in M}|x\rangle|y\rangle|z\rangle_{a} . \tag{2.47}
\end{equation*}
\]
7: Apply \(P(W) O\left(\log \left(\sqrt{\epsilon} p_{f}\right)^{-1}\right)\) times in new sets of auxiliary qubits, with precision \(O\left(\Delta^{-1}\right)\). Compute the median of the estimated \(\left|\tilde{\lambda}_{j}\right\rangle \mathrm{s}\). If Median \(\left(\left\{\left|\tilde{\lambda}_{j}\right\rangle\right\}\right)=1\), apply a \((-1)\) phase.
Uncompute the median.
Uncompute the \(P(W)\) operators.
end for
Measure the first register
if \(x \in M\) then Output \(x\)
else
Output 'No element exists'.
end if
```


## Quantum Fast Forwarding and an optimal algorithm

So far, however, we have not given a closed expression for the Hitting Time. The Hitting Time can be expressed as [150, Proposition 9]

$$
\begin{equation*}
H T(P, M)=\sum_{k=1}^{d-|M|} \frac{\left|\left\langle\phi_{k}^{\prime} \mid \pi_{U}\right\rangle\right|^{2}}{1-\lambda_{k}^{\prime}} \tag{2.48}
\end{equation*}
$$

where $d$ is the number of eigenvalues $\lambda_{k}^{\prime} \neq 1$ of the absorbent $\mathcal{M}^{\prime}$ defined similarly as in (2.38), corresponding to eigenstates $\left|\phi_{k}^{\prime}\right\rangle$ (see Ref. [150, Proposition 34]). The sum is explicitly designed to avoid the $|M|$ eigenstates with eigenvalue 1 , the marked states, where the fraction would not be well-defined. If there are no transitions between marked states, it is easy to recognize the eigenvalue 1 states. In such a case, remember that if $|m\rangle \in M$, then $\mathcal{P}^{\prime}|m\rangle=|m\rangle$ as the Markov chain $\mathcal{P}^{\prime}$ is absorbent, so $|m\rangle$ is an eigenstate with eigenvalue 1 .

The Hitting Time can sometimes be $O(1 / \sqrt{\delta \epsilon})$ as we saw was the case for symmetric Markov Chains, but it may also be smaller [7]. For that reason, the algorithms we have explained so far are not optimal. However, there exists one algorithm that approximately is, achieving a quadratic speedup in the Hitting Time up to polylogarithmic complexity [7]. It is based on two main techniques.

First, it makes use of 'extrapolated' quantum walks, defined as the quantum walk corresponding to

$$
\begin{equation*}
\mathcal{P}(s)=(1-s) \mathcal{P}+s \mathcal{P}^{\prime}, \quad s \in[0,1), \tag{2.49}
\end{equation*}
$$

which is still a reversible Markov chain with a unique stationary distribution that we will call $\pi(s)$ [150].

The second technique, called Quantum Fast Forwarding, is more involved [11]. Its objective is to simulate an approximation to $\mathcal{D}^{t}$ in $O(\sqrt{t})$ applications of the quantum walk operator, even if that entails some failure probability. To do so, one first proves that $\Pi_{\mathcal{A}} \mathcal{M}=\mathcal{D}$ [11, Lemma 1], as we already saw in (2.41a). Using this,

$$
\begin{equation*}
\mathcal{D}\left|\phi_{j}\right\rangle|0\rangle=\cos \varphi_{j}\left|\phi_{j}\right\rangle|0\rangle \Rightarrow \mathcal{D}^{t}\left|\phi_{j}\right\rangle|0\rangle=\cos ^{t}\left(\varphi_{j}\right)\left|\phi_{j}\right\rangle|0\rangle . \tag{2.50}
\end{equation*}
$$

We will further modify the definition of the quantum walk such that in this algorithm it will be

$$
\begin{equation*}
W=\left(2 \Pi_{\mathcal{A}}-\mathbf{1}\right) \mathcal{M} \tag{2.51}
\end{equation*}
$$

with $\mathcal{M}$ defined in (2.37). Since $W$ can be understood as 2 rotations, we have [11, Proposition 1] and [236]

$$
\begin{equation*}
\Pi_{\mathcal{A}} W^{t}\left|\phi_{j}\right\rangle|0\rangle=T_{t}(\mathcal{D})\left|\phi_{j}\right\rangle|0\rangle=T_{t}\left(\cos \varphi_{j}\right)\left|\phi_{j}\right\rangle|0\rangle=\cos \left(t \varphi_{j}\right)\left|\phi_{j}\right\rangle|0\rangle \tag{2.52}
\end{equation*}
$$

where $T_{t}(\cos \varphi)$ is a Chebyshev polynomial of the first kind. In fact, in Chapter 3 and in particular, in equation (3.38), we will see that powers of quantum walk implement Chebyshev polynomials in general. Now, we compare

$$
\begin{equation*}
\cos ^{t}(\theta)=1-\frac{t \theta^{2}}{2}+O\left(t^{2} \theta^{4}\right), \quad \text { and } \quad \cos \left(t^{\prime} \theta\right)=1-\frac{t^{\prime 2} \theta^{2}}{2}+O\left(t^{\prime 4} \theta^{4}\right) \tag{2.53}
\end{equation*}
$$

From this we check that setting $t^{\prime}=\sqrt{t}$, both expressions coincide up to second order. Notice the fact that $W^{l}$ implements $T_{l}\left(\cos \varphi_{j}\right)$ on the eigenstates $\left|\phi_{j}\right\rangle|0\rangle$, and we can use that to approximate $\cos ^{t}\left(\varphi_{j}\right)$, the action of $\mathcal{D}^{t}$. In particular, we will implement a

Chebyshev series such that [11, Lemma 3]

$$
\begin{equation*}
\left|\cos ^{t}(\theta)-\sum_{l=0}^{\lceil\sqrt{C t}\rceil} p_{l} \cos (l t \theta)\right| \leq \epsilon, \tag{2.54}
\end{equation*}
$$

for some coefficients $p_{l}$ defined in their equation 6 , and $C=2 \ln (2 / \epsilon)$ the precision of the approximation. More specifically, we implement [11, Equation 8]

$$
\begin{equation*}
\sum_{l=0}^{\tau} p_{l} \Pi_{\mathcal{A}} W^{l}\left|\phi_{j}\right\rangle|0\rangle=\sum_{l=0}^{\tau} p_{l} T_{l}(\mathcal{D})\left|\phi_{j}\right\rangle|0\rangle \tag{2.55}
\end{equation*}
$$

for $\tau=O\left(\sqrt{t} \log \epsilon^{-1}\right)$ to approximate $\mathcal{D}^{t}$, our objective.
We now have to explain how to implement the sum of Chebyshev terms. For that, we resort to a very standard technique that will be used in later chapters too. It is called Linear Combination of Unitaries (LCU) decomposition. The idea is that if we want to implement (2.55), we use the following two operators:

$$
\begin{equation*}
\text { Prep : }|0\rangle_{a}|\phi\rangle \mapsto \frac{1}{\sqrt{\sum_{j} p_{j}^{2}}} \sum_{l} \sqrt{p_{l}}|l\rangle_{a}|\phi\rangle \tag{2.56a}
\end{equation*}
$$

and

$$
\begin{equation*}
\text { Sel : }|l\rangle_{a}|\phi\rangle \mapsto|l\rangle_{a} T_{l}(\mathcal{D})|\phi\rangle . \tag{2.56b}
\end{equation*}
$$

Note that Sel is a controlled application of (2.52). Combining them, we have

$$
\begin{equation*}
\left(|0\rangle\left\langle\left. 0\right|_{a} \otimes 1\right) \text { Prep }^{\dagger} \cdot \text { Sel } \cdot \operatorname{Prep}|0\rangle_{a}|\phi\rangle=|0\rangle_{a} \sum_{l} p_{l} T_{l}(\mathcal{D})|\phi\rangle .\right. \tag{2.57}
\end{equation*}
$$

Using $Q=$ Prep $^{\dagger} \cdot$ Sel $\cdot$ Prep, we can implement the Chebyshev series with some failure probability. Using these tools, Ref. [7] proposes Algorithm 5.

The Quantum Fast Forward subroutine has complexity $O\left(\sqrt{t \log \epsilon^{-1}}\right)$ times the complexity of a single quantum walk step (2.51). The key result from Ref. [7] is that we can lower bound the success amplitude as

$$
\begin{equation*}
\| \Pi_{M} \mathcal{D}^{t}(s)\left|\pi_{U}\right\rangle \| \geq \Omega\left(\log ^{-1} T\right) \tag{2.60}
\end{equation*}
$$

in (2.59). Consequently, Algorithm 5 has complexity

$$
\begin{equation*}
O(\mathrm{~S} \sqrt{\log \mathrm{HT}}+\sqrt{\mathrm{HT}}(U+\mathrm{C}) \sqrt{\log \mathrm{HT} \log \log \mathrm{HT}}) \tag{2.61}
\end{equation*}
$$

```
Algorithm 5 Fast-forward-based quantum search [7, Theorem 3]
    Input: Ergodic reversible Markov chain \(\mathcal{P}\), graph \(G(X, E)\), upper bound to Hitting
    Time \(H T\).
    Output: A marked item if it exists, or 'no marked element exists' message.
    Define \(T=O(H T)\) and \(S=\left\{1-\frac{1}{r}: r \in 1,2,4, \ldots, 2^{\log T+O(1)}\right\}\)
    for \(O(\log T)\) steps do Amplitude Amplification over
        Use \(S\) to prepare
                        \(\sum_{t=1}^{T} \frac{1}{\sqrt{T}}|t\rangle \sum_{s \in S} \frac{1}{\sqrt{|S|}}|s\rangle|\pi\rangle\).
        Perform measurement \(\left\{\Pi_{M}, \mathbf{1}-\Pi_{M}\right\}\). If the output is marked, output it.
        Quantum Fast Forward the state
\[
\begin{equation*}
|s\rangle|t\rangle\left|\pi_{U}\right\rangle \mapsto|1\rangle|t\rangle|s\rangle \mathcal{D}^{t}(s)\left|\pi_{U}\right\rangle+|0\rangle|\ldots\rangle . \tag{2.59}
\end{equation*}
\]
with precision \(\epsilon=O\left(\log ^{-1} T\right)\), where \(|0\rangle|\ldots\rangle\) encodes a failure state.
    end for
    Measure the first register.
    if \(x \in M\) then
        Output \(x\),
    else
        Output 'No element exists'.
    end if
```

whenever an upper bound HT over the classical hitting time is known [7, Theorem 3]. If it is unknown, then one may repeat the search with an exponentially increasing number of steps until an element is found, or we flag that no element exists [50]. This increases the complexity by $O(\log \mathrm{HT})$. Alternatively, we could use fixed-point amplitude amplification [264]. In this case, we cannot use phase estimation to reflect over the stationary state, needing instead to use $S$ to prepare it from a computational basis state.

### 2.3.2. Mixing time and Monte Carlo algorithms

In the previous subsection, we analyzed the capability of quantum walks to find a marked item in a Markov chain. In this one, we would instead like to study the convergence to the limiting distribution. For example, if $\pi$ is the stationary distribution, we might define the mixing time as follows.

Definition 3 (Mixing time) The Mixing time MT is defined as

$$
\begin{equation*}
M T(\epsilon)=\min \left\{t \mid \forall t^{\prime}>t, \forall s_{0}, D\left(\mathcal{P}^{t^{\prime}} s_{0}, \pi\right) \leq \epsilon\right\} \tag{2.62}
\end{equation*}
$$

where $D$ indicates the distance between the distributions

$$
\begin{equation*}
D(p, q)=\frac{1}{2} \sum_{v=1}^{N}\left|p_{v}-q_{v}\right|, \tag{2.63}
\end{equation*}
$$

and $v$ indicates the vertices of the Markov chain.
The validity of this definition rests on the fact that, for classical random walks,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \mathcal{P}^{t} s_{0}=\pi \tag{2.64}
\end{equation*}
$$

independently of the initial state $s_{0}$ [201].
If we try to do this equivalently for quantum walks, however, we fail: due to the walk being unitary, there is no limiting distribution. One can see this by noticing that [201, Chapter 7]

$$
\begin{equation*}
\frac{1}{2} \||\psi(t+1)\rangle-|\psi(t)\rangle\left\|^{2}=\frac{1}{2}\right\| W^{t}(W-\mathbf{1})|\psi(0)\rangle \|^{2}=1-\mathfrak{R}(\langle\psi(0)| W|\psi(0)\rangle), \tag{2.65}
\end{equation*}
$$

where $\Re$ indicates the real part. Since the norm above does not need to approach 0 and is in fact independent of $t$, the quantum walk will not converge to a stationary state. For this reason, we will have to look for alternative approaches to obtaining some sense of limiting distribution.

One possible option to define a quantum equivalent is to take a time-averaged sampling, e.g., given some possibly entangled auxiliary register $|a\rangle$ and a vertex register $|v\rangle$

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \bar{p}_{v}(T)=\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=0}^{T-1} \sum_{a}|\langle v, a \mid \psi(t)\rangle|^{2} . \tag{2.66}
\end{equation*}
$$

Let us analyze whether $\bar{p}_{v}(T)$ converges. Imagine that we start from a quantum state

$$
\begin{equation*}
|\psi(0)\rangle=\sum_{k, a} c_{a, k}\left|\phi_{k}, a\right\rangle . \tag{2.67}
\end{equation*}
$$

Operator $W$ can be similarly decomposed

$$
\begin{equation*}
W=\sum_{k, a} e^{2 i \varphi_{k, a}}\left|\phi_{k}, a\right\rangle\left\langle\phi_{k}, a\right| . \tag{2.68}
\end{equation*}
$$

The eigenvalues $\cos \varphi_{k, 0}$ and the eigenvectors $\left|\phi_{k}, 0\right\rangle$ extend to the whole bipartite space $\cos \varphi_{k}$ and $\left|\phi_{k}\right\rangle|0\rangle$ that we previously defined in $\mathcal{A}$. Consequently, the evolved state is

$$
\begin{equation*}
|\psi(t)\rangle=\sum_{k, a} c_{a, k} e^{2 i \varphi_{k, a}}\left|\phi_{k}, a\right\rangle . \tag{2.69}
\end{equation*}
$$

Substituting into (2.66),

$$
\begin{align*}
\bar{p}_{v}(T) & =\frac{1}{T} \sum_{t=0}^{T-1} \sum_{b}|\langle v, b \mid \psi(t)\rangle|^{2} \\
& =\sum_{a, a^{\prime}, b, k^{\prime}} \sum_{a, k} c_{a^{\prime}, k^{\prime}}^{*}\left\langle\phi_{k}, a \mid v, b\right\rangle\left\langle v, b \mid \phi_{k^{\prime}}, a^{\prime}\right\rangle \times \frac{1}{T} \sum_{t=0}^{T-1} e^{2 i\left(\varphi_{k, a}-\varphi_{k^{\prime}, a^{\prime}}\right) t} . \tag{2.70}
\end{align*}
$$

On the other hand, [201, Chapter 7]

$$
\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=0}^{T-1} e^{2 i\left(\varphi_{k, a}-\varphi_{k^{\prime}, a^{\prime}}\right) t}= \begin{cases}1 & \varphi_{k, a}=\varphi_{k^{\prime}, a^{\prime}}  \tag{2.71}\\ 0 & \varphi_{k, a} \neq \varphi_{k^{\prime}, a^{\prime}}\end{cases}
$$

because if the eigenvalues are different, we have an average over the approximate roots of the unit that cancels out asymptotically. Consequently, since

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \bar{p}_{v}(T)=\sum_{a, b} \sum_{k}\left|c_{a, k}\right|^{2}\left|\left\langle\phi_{k}, a \mid v, b\right\rangle\right|^{2}, \tag{2.72}
\end{equation*}
$$

we have proven the limiting distribution exits. However, this distribution depends on the initial state coefficients $c_{k, a}$, and not only on the first eigenstate but on all of them, in contrast to the classical random walk [201].

Using this limiting distribution, we can study a possible definition of the quantum convergence time. In contrast to the hitting time, the quantum advantage in the mixing time will depend on the specific graph, and while in some systems the quantum mixing time displays a quadratic advantage [201, Table 7.1], in others the quantum walks mix more slowly than their classical counterparts [69].

## Monte Carlo algorithms

The fact that the limiting probability distribution $\lim _{t \rightarrow \infty} \bar{p}_{v}(t) \neq \pi$ limits the usefulness of the previous definition. Instead, one may wish to prepare a coherent version of the stationary distribution, $|\pi\rangle$. This task is precisely the definition of operator S, which was not previously explained but was used in the search algorithms
above. Indeed, one possible way to solve the mixing problem would be running the finding problem in reverse: since all search algorithms start from the coherent stationary state and end up in a marked item if we had a marked item we could reverse the algorithm to find the stationary state. There are some problems, though, since a constant overlap with such marked states is not sufficient to achieve similar running time [68].

There are some special cases where it is possible to prepare coherent versions of the stationary state using phase estimation and measurements: since we know that the stationary state has eigenvalue 1 , using phase estimation and measurements may probabilistically project the system into the stationary state. This opens the door to performing a digital simulation of an adiabatic algorithm.

In adiabatic quantum simulated annealing [222, 223, 259], we start with the stationary state $\left|\pi_{0}\right\rangle$ of a simple Markov chain $\mathcal{P}_{0}$. For example, any symmetric Markov chain has a uniform superposition as stationary state, $\left|\pi_{0}\right\rangle=H^{\otimes n}|0\rangle^{\otimes n}$ [173]. Then, we look for a list of Markov chains $\mathcal{P}_{0}, \ldots \mathcal{P}_{r}$ that interpolates between the initial simple Markov chain $\mathcal{P}_{0}$ and the target $\mathcal{P}=\mathcal{P}_{r}$. At this point, one strategy is to use phase estimation and projective measurements to make the system evolve from $\left|\pi_{i}\right\rangle$ to $\left|\pi_{i+1}\right\rangle$.

```
Algorithm 6 Quantum Zeno effect annealing
    Input: List of ergodic Markov chains \(\left\{\mathcal{P}_{i}\right\}_{i \in\{1, \ldots, r\}}\) with corresponding quantum
    walks \(\left\{W_{i}\right\}_{i}\), such that their stationary states fulfill \(\left|\left\langle\pi_{i-1} \mid \pi_{i}\right\rangle\right|^{2} \geq p\).
    Output: Stationary state \(|\pi\rangle\) of the Markov chain \(\mathcal{P}\).
    Initialize the stationary distribution \(\left|\pi_{0}\right\rangle\), often a uniform distribution.
    for \(i\) in \(1, \ldots, r\) do:
        Implement phase estimation \(P\left(W_{i}\right)\) with precision \(O(1 / \Delta)\).
        Measure the eigenvalue.
        if Eigenvalue is not 1 then
            Restart algorithm.
        end if
    end for
    Output \(|\pi\rangle\).
```

This algorithm has complexity $O(1 / \Delta)$, offering a quadratic speedup in the eigenvalue gap, as the mixing time of the classical algorithm scales as $O(1 / \delta)$ [259]. Two possible modifications of Algorithm 6 are the following. First, phase estimation might be substituted by randomized evolution [223]. In other words, using a random number of applications of the quantum walk $W_{i}$ at each step. Such a random number should be taken at uniform from $[0, O(1 / \Delta)]$. A second one is the so-called Zeno effect with rewind [161]. In this variant, instead of discarding the state whenever we
measure an eigenvalue different from 1, we can rewind the process. Using the projectors $\Pi_{j}=\left|\pi_{j}\right\rangle\left\langle\pi_{j}\right|, \Pi_{j}^{\perp}=\mathbf{1}-\Pi_{j}$ and $p_{j}=\left|\left\langle\pi_{j} \mid \pi_{j+1}\right\rangle\right|^{2}$, we find that transitions between $\Pi_{j}$ and $\Pi_{j+1}$, or $\Pi_{j}^{\perp}$ and $\Pi_{j+1}^{\perp}$ occur with probability $p_{j}$. Similarly, the transitions $\Pi_{j}^{\perp} \leftrightarrow \Pi_{j+1}$ and $\Pi_{j} \leftrightarrow \Pi_{j+1}^{\perp}$ occur with probabilities $1-p_{j}$. Consequently, even if at a given step we measure $\Pi_{j}^{\perp}$ we can later on recover one of the $\left|\pi_{i}\right\rangle$ states.

A third alternative to the use of projective measurements is to amplify the overlap between consecutive $\left|\pi_{j}\right\rangle$ [259]. Since we are only given a lower bound for the overlap between two states, it is useful to use Grover's $\pi / 3$ algorithm instead of Grover's original one. We define

$$
\begin{equation*}
U_{i ; 0}=1 ; \quad R_{i}=e^{i(\pi / 3)} \Pi_{i}+\Pi_{i}^{\perp} ; \quad U_{i ; m+1}=U_{i ; m} \cdot R_{i} \cdot U_{i ; m}^{\dagger} \cdot R_{i+1} \cdot U_{i ; m} \tag{2.73}
\end{equation*}
$$

where $m$ controls the number of amplification steps and $i$ the Markov chain. Using these definitions, we can obtain

$$
\begin{equation*}
|\pi\rangle=\prod_{j=0}^{r} U_{j ; m}\left|\pi_{0}\right\rangle \tag{2.74}
\end{equation*}
$$

with error probability $\epsilon$, if we choose

$$
\begin{equation*}
m \geq L=\frac{12 r \log (2 r / \epsilon)}{\log (1 /(1-p))} \tag{2.75}
\end{equation*}
$$

and assume overlap $p_{j} \geq p$ for all $j$ [259]. As before, the rotations around $\left|\pi_{j}\right\rangle$ are performed with the help of the phase estimation operator.

The quantum simulated annealing techniques explained above are particularly useful for preparing ground states of Hamiltonians. To achieve this, we can aim to prepare Gibbs states of the form

$$
\begin{equation*}
\left|\pi^{\beta}\right\rangle=Z^{-1 / 2} \sum_{\lambda} e^{-\beta H / 2}|\lambda\rangle=Z^{-1 / 2} \sum_{\lambda} e^{-\beta \lambda / 2}|\lambda\rangle \tag{2.76}
\end{equation*}
$$

where $|\lambda\rangle$ is an eigenstate of the Hamiltonian with eigenvalue $\lambda=E_{\lambda}$, and $Z$ is the partition function that normalizes the state. When $\beta$, the inverse temperature, goes to infinity, only the eigenstate with the lowest energy survives.

These techniques can be especially helpful in the context of the Metropolis-Hastings algorithm. The key idea of the Metropolis-Hastings approach is to engineer a series of 'rapidly' mixing Markov chains [182, 120]. To do so, one starts from the detailed
balanced equation of a reversible Markov chain, (2.31), $p_{y x} \pi_{x}=p_{x y} \pi_{y}$. Consequently,

$$
\begin{equation*}
\frac{p_{y x}}{p_{x y}}=\frac{\pi_{y}}{\pi_{x}} . \tag{2.77}
\end{equation*}
$$

The next step is to divide each transition into a proposal probability $T_{y, x}$ and an acceptance probability $A_{y, x}$, such that

$$
\begin{equation*}
p_{y x} \propto T_{y, x} A_{y, x} \tag{2.78}
\end{equation*}
$$

Consequently, we need to choose $A_{y, x}$ such that

$$
\begin{equation*}
\frac{A_{y, x}}{A_{x, y}}=\frac{\pi_{y}}{\pi_{x}} \frac{T_{x, y}}{T_{y, x}} \tag{2.79}
\end{equation*}
$$

A common choice that fulfills the previous equation is to take

$$
\begin{equation*}
A_{y, x}=\min \left(1, \frac{\pi_{y}}{\pi_{x}} \frac{T_{x, y}}{T_{y, x}}\right) \tag{2.80}
\end{equation*}
$$

In particular, we can take a parameterized family of Markov chains

$$
\mathcal{P}_{\beta}(y, x)= \begin{cases}T_{y, x} A_{\beta ; y, x} & y \neq x  \tag{2.81}\\ 1-\sum_{z} T_{z, x} A_{\beta ; z, x} & y=x\end{cases}
$$

where

$$
\begin{equation*}
A_{\beta ; y, x}=\min \left\{1, e^{-\beta\left(E_{y}-E_{x}\right)}\right\}, \tag{2.82}
\end{equation*}
$$

$E_{x}$ indicates the 'energy' of a state $x$, and $T_{y, x}=1 / n_{e}=T_{x, y}$ for $n_{e}$ the number of edges connected to $x$ or $y$. This means that the Markov chain has stationary state $\pi_{x}=Z^{-1} e^{-\beta E_{x}}$, and in the limit $\beta \rightarrow \infty, \pi$ concentrates all its probability mass on the state $x$ with lowest energy $E_{x}$. Similarly, if $\beta=0$, then $\pi$ is the uniform distribution over all states.

Classical simulated annealing has complexity [223]

$$
\begin{equation*}
O\left(\frac{\|H\|}{\gamma} \frac{\log \left(d / \epsilon^{2}\right)}{\delta}\right) \tag{2.83}
\end{equation*}
$$

where $\delta$ is the eigenvalue gap of the Markov chains $\mathcal{P}_{\beta}, \gamma$ the energy gap of the target Hamiltonian, and $d=|\Omega|$ the size of the search space. In contrast, Algorithm 6 has
complexity [223, Eq. 5]

$$
\begin{equation*}
O\left(\left(\frac{\|H\|}{\gamma}\right)^{2} \frac{\log ^{2}(d / \epsilon) \log d \log (1 / \epsilon)}{\Delta}\right) \tag{2.84}
\end{equation*}
$$

and the one using Grover's $\pi / 3$ amplitude amplification [259, Eq. 3],

$$
\begin{equation*}
O\left(\frac{\|H\|}{\gamma} \frac{\log d}{\Delta} \log \left(\frac{\|H\|}{\gamma} \log d\right)\right) \tag{2.85}
\end{equation*}
$$

Finally, the Zeno algorithm has been generalized to quantum Hamiltonians, where the stationary state Eq. (2.76) contains a superposition of eigenvalues that no longer represent computational basis (classical) states. In this case, we can also obtain a quadratic speedup in the eigenvalue gap $\Delta$, see Eq. S50 in Ref. [265].

### 2.4. QFold

Proteins are one of the most fundamental molecules in biochemistry. In contrast to many others, such as lipids, they exhibit very large variability in composition, which makes them a good candidate for numerous biochemical tasks. Proteins are made of chains of amino acids, which in turn are composed of a backbone chain of an amino group -NH, a central carbon labeled $\alpha$, a carboxyl group -COOH , and a side chain of other atoms, also called radical, attached to the $\alpha$ Carbon. The different composition possibilities of the side chain define 20 amino acids.

As proteins play a central role in biochemistry, understanding their specific functions or even designing proteins with specific roles is a very important problem. However, this function is not only determined by their amino acid decomposition or by the order those amino acids appear in the protein chain, but also by how such a chain is folded into its natural configuration, often much more complex to determine. This folding is largely determined by two angles per amino acid, commonly called $\psi$ and $\phi$, see Fig. 2.6.

A breakthrough in the understanding of how proteins fold happened in 1961 when the scientist Christian Anfinsen showed that a denaturalized ribonuclease peptide (small protein) would always recover its shape and function if put back into its usual environment [10]. This and similar experiments led Anfinsen to postulate that proteins tend to fold in their thermodynamic ground state as determined by the aminoacid chain [9], and would ultimately win him the Chemistry Nobel Prize in 1972.


Figure 2.5 Structure of an aminoacid. The radical, indicated by the letter $R$, is a chain between 20 different options that determine the specific amino acid. Taken from Wikipedia, under CC-BY-SA 3.0 license.

While not universally true, as there are proteins with various stable configurations or others that have none, his 'thermodynamic hypothesis' has guided the research in this area since then. Unfortunately, it is known that the protein structure prediction problem is NP-hard [118], even for the simplest toy models [31]. This seems to be at odds with the fact that most proteins can fold in timescales of seconds or less. However, while baffling, scientists have so far not been able to find a computationally fast and inexpensive method to understand how proteins fold.

It is for this reason, and its NP-hardness, that this problem makes a good candidate for simulated annealing approaches, and for their quantum equivalent algorithms too. In fact, until very recently, simulated annealing has been the default approach for one of the most popular protein structure prediction computer libraries, Rosetta, [80]; and in distributed computational efforts such as Rosetta@Home [242, 81]. With the development of quantum walks over the last decade and a half, and the promise of quadratic speedups in a computationally hard problem, some effort has been put into developing tailored quantum algorithms [20, 208, 198, 95, 22, 199, 196, 261] for this problem and related ones [190, 23]. Perhaps because the computational complexity of the problem does not decrease for toy models, almost all of these manuscripts have assumed simplified lattice models.

In contrast, in recent years powerful deep learning techniques have also been applied to this problem [216, 127], producing extremely promising results in the Critical Assessment of Techniques for Protein Structure Prediction (CASP) competition [189]. In our article, we propose implementing a quantum annealing search starting from the state that the deep learning model has suggested [62]. The deep learning that we


Figure 2.6 Example of the smallest dipeptide: the glycylglycine. Each amino acid has the chain (Nitrogen- $C_{\alpha}$-Carboxy). Different amino acids would have a different side chain attached to the $C_{\alpha}$ instead of Hydrogen as is the case for Glycine. In each figure, we depict either angle $\phi$ or $\psi$. Angle $\psi$ is defined as the torsion angle between two planes: the first one defined by the three atoms in the backbone of the amino acid $\left(N_{1}, C_{\alpha, 1}, C_{1}\right)$, and the second by the same atoms except substituting the Nitrogen in that amino acid by the Nitrogen of the subsequent one: $\left(C_{\alpha, 1}, C_{1}, N_{2}\right)$. For the $\phi$ angle the first plane is made out of the three atoms in the amino acid ( $N_{2}, C_{\alpha, 2}, C_{2}$ ) whereas the second plane is defined by substituting the Carboxy atom in the amino acid by the Carboxy from the preceding amino acid: $\left(C_{1}, N_{2}, C_{\alpha, 2}\right)$.
use as an initial guess will be Minifold [3], a small AlphaFold-inspired deep learning module with enough precision for our purposes.

### 2.4.1. The QFold algorithm

Relying on Anfinsen's hypothesis, our work aims to use a quantum Metropolis algorithm to find the thermodynamic ground state of the system. This is a search problem, but since there is no oracle to mark the state, the objective is instead to find the stationary state of a rapidly mixing Markov chain that favors the states with the lowest energy. Consequently, our procedure will fit into the scheme of Monte Carlo algorithms discussed in the previous subsection, and in particular, the MetropolisHastings algorithm defined in (2.81) and (2.82).

As we reviewed in that section, there are a few quantum Metropolis proposals that could work on this problem. However, most of them use the expensive quantum phase estimation subroutine and come with theoretical guarantees of performance, which is not the case in the commonly used classical Metropolis algorithm. As a result, Lemieux et al. [162] proposed to use a heuristic algorithm more in the spirit of the classical


Figure 2.7 Flow chart of the QFold algorithm [62]. QFold has several functionalities integrated, that could be summarized in an initialization module, a simulation module, and an experiment module. We denote by diamonds each of the decisions one has to make. The top part constitutes the initialization module, where Minifold, a deep learning module, can be used to get a guess of the correct folding, and Psi4 and the original geometry from PubChem are used to calculate the energies of rotations. The bottom half represents the experiment or simulation algorithms, which output either probabilities or quantum/classical TTS of the corresponding metropolis algorithms, making use of Qiskit.

Metropolis algorithm. It simply applies quantum walk steps to make the state evolve over time

$$
\begin{equation*}
|\psi(T)\rangle:=\tilde{W}_{T} \ldots \tilde{W}_{1}\left|\pi_{0}\right\rangle . \tag{2.86}
\end{equation*}
$$

The quantum walk step $\tilde{W}$ is a modification of Sgedy's original algorithm that instead of duplicating $\mathcal{H}$ uses a coin. It uses 3 quantum registers: $|\cdot\rangle_{S}$ indicating the current
state of the system, $|\cdot\rangle_{M}$ that indexes the possible moves one may take according to $T_{y, x}$ in (2.81), and $|\cdot\rangle_{C}$ the Boltzmann coin register. We may also have auxiliary registers $|\cdot\rangle_{A}$. Then the quantum walk operator is defined as

$$
\begin{equation*}
\tilde{W}=R V^{\dagger} B^{\dagger} F B V, \tag{2.87}
\end{equation*}
$$

where $V$ prepares in register $|\cdot\rangle_{M}$ a superposition over all possible steps one may take; $B$ rotates the coin qubit $|\cdot\rangle_{C}$ to have amplitude of $|1\rangle_{C}$ corresponding to the acceptance probability indicated by $(2.82) ; F$ changes the $|\cdot\rangle_{S}$ register to the new configuration conditioned on the value of $|\cdot\rangle_{M}$ and $|\cdot\rangle_{C}=|1\rangle_{C}$; and $R=1-2|0\rangle\left\langle\left. 0\right|_{M C A}\right.$.

The metric chosen to compare the classical and quantum Metropolis algorithms is called Total Time to Solution [162]. Its role is to measure the expected number of quantum walk steps it would take to find a solution if we allow for restarts of the algorithm. Specifically,

$$
\begin{equation*}
T T S(t):=t \frac{\log (1-\delta)}{\log (1-p(t))}, \tag{2.88}
\end{equation*}
$$

where $t$ is the number of steps we take in the algorithm, $\delta$ is some target probability threshold, and $p(t)$ is the success probability after $t$ steps. For each problem, we are interested in the minimum TTS, either classical or quantum, as this is the expected TTS we would recover if we were to take the optimal number of walk steps before measuring.

In our article, we explore different annealing schedules [243] including

- Boltzmann or logarithmic implements the famous logarithmic schedule [98]

$$
\begin{equation*}
\beta(t)=\beta(1) \log (t e)=\beta(1) \log (t)+\beta(1) . \tag{2.89a}
\end{equation*}
$$

Notice that the multiplication of $t$ times $e$ is necessary to make a fair comparison with the rest of the schedules so that they all start in $\beta(1)$.

- Cauchy or linear implements the simple schedule given by

$$
\begin{equation*}
\beta(t)=\beta(1) t \tag{2.89b}
\end{equation*}
$$

- geometric defines [140]

$$
\begin{equation*}
\beta(t)=\beta(1) \alpha^{-t+1} \tag{2.89c}
\end{equation*}
$$

where $\alpha<1$ is a parameter heuristically set to 0.9 .


Figure 2.8 Comparison of the classical and quantum minimum TTS achieved for the simulation of the quantum Metropolis algorithm with $\beta=10^{3}$, for 10 dipeptides (with $b=3,4,5$ rotation bits of precision in the angles), 10 tripeptides $(b=2)$ and 4 tetrapeptides $(b=1)$, also showing the different initialization options (random or minifold), and the best fit lines [62]. The dashed grey line separates the space where the quantum TTS is smaller than the classical TTS. The key aspect to notice in this graph is that although for smaller instances the quantum algorithm does not seem to match or beat the times achieved by the classical Metropolis, due to the exponent being smaller than one (either 0.89 or 0.53 for minifold or random respectively) for average size proteins we can expect the quantum advantage to dominate. In the main text, we explain why the random initialization exponent seems more favorable than the minifold exponent and discuss further details respectively.

- And finally exponential uses

$$
\begin{equation*}
\beta(t)=\beta(1) \exp \left(\alpha(t-1)^{1 / N}\right) \tag{2.89d}
\end{equation*}
$$

where $\alpha$ is again set to 0.9 and $N$ is the space dimension, which in this case is equal to the number of torsion angles.

### 2.4.2. Results

In our article, we analyze two kinds of experimental results: those coming from simulations and others from actual experiments in quantum computers. As mentioned, we test whether the quantum or classical Metropolis algorithms achieve a better


Figure 2.9 Comparison of the classical and quantum minimum TTS achieved for a number of small peptides with several annealing schedules [62]. This figure shows the different initialization options (random or minifold) and annealing schedules (Boltzmann/logarithmic, Cauchy/linear, geometric and exponential), and the best fit lines. The dashed grey line depicts the diagonal. The corresponding fit exponents are given in table 2.1, where we observe a small polynomial quantum advantage. On the other hand, using an exponential schedule does not seem to give any advantage when used with a minifold initialization.

Total Time to Solution. In the simulation results, we are particularly interested in understanding how this metric evolves for larger system sizes, and we depict them in Fig. 2.8 and Fig. 2.9. In this chapter, we have thoroughly explained that the expected quantum advantage is polynomial, but since the algorithm is heuristic, we are interested in finding the actual exponent that encapsulates it. A quantum advantage will be revealed whenever the quantum minimum TTS grows as a power of the classical minimum TTS with an exponent lower than 1 . For instance, we would measure a quadratic quantum advantage if the exponent were 0.5 . We compute the exponent using the standard technique of linear least square fitting in the logarithmic scale for the classical and quantum minimum TTS achieved.

An important remark is in order. This figure seems to suggest that the quantum advantage when we use minifold as an initialization module is smaller than whenever we use a random initialization. While this may seem to indicate that our proposed
deep learning initialization is actively harmful to the predictive power of the quantum Metropolis these results should be interpreted differently: for the smallest instances, and in particular, when using a random initialization, the minimum quantum TTS value is achieved for $t=2$. This implies that in such cases the algorithm is avoiding the use of the Metropolis algorithm, and instead repeatedly choosing and outputting random points from the search space. The reason is that in the smallest instances, the multiplicative prefactors of the quantum walk have a larger effect than the eigenvalue gap that determines the quantum advantage. Consequently, the quantum advantage found using the minifold initialization is likely to be more representative of the actual large-size behavior.

The estimated quantum advantages indicated in Table 2.1, and shown in Fig. 2.8 and Fig. 2.9, largely match the value 0.7549 computed in the original reference by Lemieux et al. [162] for a different problem, although are slightly worse. Unfortunately, I believe the most important conclusion that can be extracted from these simulations is rather a negative result: as argued in [19] and mentioned in our article, it is very unlikely that the $\simeq 0.9$ polynomial quantum advantage that we observe might be of any use if one takes into account the error correction overhead required to operate a quantum computer. On the other hand, our results are exploratory, due to the incapability to simulate large enough systems without an actual quantum computer, so different modifications might achieve larger and more useful quantum advantages. Additionally, we assumed that the optimal choice of parameters is the same for both quantum and classical metropolis algorithms, but this choice is not necessarily true.

| Fit exponents |  |  |
| :---: | :---: | :---: |
| Schedule | Random initial. | Minifold initial. |
| Fixed $\beta$ | $0.70 \pm 0.08$ | $0.93 \pm 0.06$ |
| Logarithmic | $0.29 \pm 0.07$ | $0.88 \pm 0.09$ |
| Linear | $0.34 \pm 0.07$ | $0.86 \pm 0.11$ |
| Exponential | $0.37 \pm 0.07$ | $1.00 \pm 0.12$ |
| Geometric | $0.29 \pm 0.07$ | $0.85 \pm 0.18$ |

Table 2.1 Table of scaling exponents for different annealing schedules and initialization options [62]. The peptides are the same, except that for fixed $\beta$ we have also included dipeptides with 5 bits of precision, which is costly for the rest of the schedules. For fixed $\beta$, the value heuristically chosen was $\beta=1000$, while the initial $\beta$ value in each of the schedules, defined in (2.89), is $\beta(1)=50$. The uncertainty is expressed via the standard deviation in the expected exponent, calculated with the bootstrapping method [90].


Figure 2.10 Results from hardware measurements corresponding to the experimental realization of the quantum Metropolis [62]. For each dipeptide we perform a student t -test to check whether the average success probabilities for $\beta(\boldsymbol{t})=(0,0)$ and $\beta(\boldsymbol{t})=(0.1,1)$ are actually different $[230]$. The largest p -value measured in all 8 cases is $3.94 \cdot 10^{-18}$, indicating that in all cases the difference is significant. For each dipeptide, we run 163840 times the circuit, and for the baseline 204800 times.

In addition to simulation results, we also execute a small proof-of-concept experiment in an actual IBM Quantum processor. Since NISQ devices such as this one are very limited in the depth of the circuits they can execute, we are restricted to very small search spaces, with only four positions. Consequently, our objective here is just to understand whether we can overcome the error in the circuit and measure probability differences between setting $\beta=0$, and $\beta \neq 0$. The results are depicted in Fig. 2.10 and indicate that in 7 out of the 8 dipeptides tested, the quantum algorithm correctly increases the probability of measuring the correct state. Unfortunately, we do not have a good model for why the remaining peptide achieves a statistically significant negative result, although it is reasonable to assume this is due to the physical imperfections of the superconducting chip.

Beyond our article, recent years have seen tremendous advances in the capabilities of deep learning models to predict the structure of proteins. It is encouraging to see that the latest AlphaFold model can often achieve precision similar to costly laboratory methods [127]. Moreover, these models have been open-sourced, followed by the processing of large databases of proteins that were previously unavailable [244]. On the quantum walk side, the heuristic quantum Metropolis algorithm was later on used
for quantum ground state preparation, see [161]. In our group, its application to other problems in Machine Learning [60] and Bayesian inference [91] has been explored too.

### 2.5. Results

- We have explained Grover's algorithm, as well as several of their generalizations such as amplitude amplification, and fixed-point amplitude amplification. The latter has the advantage that probability does not decrease significantly if we apply more amplification steps than necessary.
- In Section 2.3 we have analyzed the quantum walk technique, which displays a similar mathematical structure as Grover's algorithm and may also be understood as its generalization.
- In particular, we have explained how quantum walks can often achieve a quadratic speedup in search problems due to the quadratically larger quantum eigenvalue gap, $\Delta=O(\sqrt{\delta})$. We have indicated a series of techniques that extend the range of search problems where quadratic advantages might be found, culminating in the Quantum Fast Forwarding algorithm that applies to ergodic Markov chains.
- Such quadratic advantage is however not always possible in mixing problems, where the objective is to prepare the stationary state of the Markov chain.
- One exception to the previous rule is the Metropolis algorithm: We have studied how the Metropolis algorithm may benefit from the quantum walk technique, providing a quadratic advantage to prepare stationary distributions of Markov chains, with applicability to hard combinatorial optimization problems.
- We have computationally analyzed a heuristic quantum Metropolis algorithm which provides a modest quantum advantage in the exponent in protein folding [62], machine learning [60] and Bayesian inference problems [91]. This advantage should be especially helpful in cases where the problem is NP-hard, and therefore it is not possible to exploit the problem structure. A clear example of this is precisely protein folding.
- We have further analyzed several annealing schedules for the heuristic quantum metropolis algorithm and found that most give a small improvement over constant$\beta$ walks. These results confirm and strengthen similar results found in one previous article by Lemieux et al., [162], for simpler Ising chain models.


## Chapter 3

## Quantum Linear Algebra

Not only do these new algorithms promise exponential speedups over classical algorithms, but they do so for eminently-practical problems, involving machine learning, clustering, classification, and finding patterns in huge amounts of data. So, do these algorithms live up to the claims? That's a simple question with a complicated answer.

Scott J. Aaronson, Quantum Machine Learning Algorithms: Read the
Fine Print

### 3.1. Objectives

- Understand the mathematical techniques used in quantum linear algebra.
- Understand the limitations of quantum linear algebra techniques, in particular, those related to data loading and readout.
- Use quantum linear algebra techniques to improve state-of-the-art linear programming methods.
- Understand dequantization and how it limits many of the applications of quantum linear algebra to Machine Learning.


### 3.2. The Fourier transform \& phase estimation algorithms

In the previous chapter, we explored applications related to quantum search, starting with Grover's algorithm. In this one, we want to understand how we can deal with linear algebra problems, which are present in many other computer science applications. To do so, we first have to explain the quantum Fourier transform, which will enable the implementation of the quantum phase estimation algorithm mentioned in the previous chapter. Additionally, phase estimation will be the key subroutine in Shor's algorithm, arguably the most famous quantum algorithm together with Grover's.

As a motivation for the latter, let us introduce a related one. Let $\oplus$ denote bitwise binary addition such that for example $011 \oplus 101=110$.

Problem 1 (Simon) Let $f: 2^{n} \mapsto 2^{n}$ such that $f(i)=f(j)$ if and only if $i \oplus s=j$ for some secret s. Find s.

To solve this problem, Simon proposed the following quantum algorithm [221]:

```
Algorithm 7 Simon's algorithm
    Input: Oracle \(f:|i\rangle|0\rangle \mapsto|i\rangle|f(i)\rangle\) fulfilling the promise of Problem 1.
    Output: String \(s\) solving the corresponding Simon Problem 1.
    Use Hadamard gates to create a uniform superposition,
```

$$
\begin{equation*}
\frac{1}{\sqrt{2^{n}}} \sum_{i}|i\rangle|0\rangle \tag{3.1}
\end{equation*}
$$

4: Query the oracle $f$.
5: (Optionally) measure the second qubit register on the computational basis, obtaining

$$
\begin{equation*}
\frac{1}{2}(|i\rangle+|i \oplus s\rangle)|f(i)\rangle \tag{3.2}
\end{equation*}
$$

6: Apply a second Hadamard to the first register, obtaining

$$
\begin{equation*}
\frac{1}{\sqrt{2^{n}}} \sum_{j}\left((-1)^{i \cdot j}|j\rangle+(-1)^{(i \oplus s) \cdot j}|j\rangle\right)=\frac{1}{\sqrt{2^{n}}}\left(\sum_{j}(-1)^{i \cdot j}\left(1+(-1)^{s \cdot j}\right)|j\rangle\right) . \tag{3.3}
\end{equation*}
$$

7: Measure $j$. Each $|j\rangle$ will have non-zero amplitude only if $s \cdot j=0$.
8: Repeat until one has obtained sufficient (linearly independent) samples from $j$, and solve the associated linear system of equations.

Once we have obtained $k$ linearly independent samples, the probability of subsequently measuring another independent sample is $\left(2^{n-1}-2^{k}\right) / 2^{n-1} \geq 1 / 2$. Since the
linear system of equations can be solved in time $O\left(n^{3}\right)$, the overall complexity is $O\left(n^{3}\right)$. In contrast, Simon proved that any classical algorithm requires $\Omega\left(\sqrt{2^{n}}\right)$ calls to the oracle to find collisions with high probability [221].

Shor's algorithm solves a similar periodicity-related problem.
Problem 2 (Period finding) Let $f: \mathbb{N} \mapsto\{0, \ldots, N-1\}$ such that $f(i)=f(j)$ if and only if $i=j \bmod r$. Find $r$.

There is an important difference, though. In Simon's problem, the addition was bitwise, while in this case, the periodicity is a global property. It is for this reason that Hadamard gates will not be enough. Instead, we will introduce the quantum Fourier transform, which is related to the Hadamard transform by

$$
H=\left(\begin{array}{cc}
1 & 1  \tag{3.4}\\
1 & -1
\end{array}\right)=F_{2}
$$

The Fourier transform is a unitary transformation defined by the matrix

$$
F_{N}=\frac{1}{\sqrt{N}}\left(\begin{array}{cccccc}
1 & 1 & 1 & 1 & \ldots & 1  \tag{3.5}\\
1 & \omega_{N} & \omega_{N}^{2} & \omega_{N}^{3} & \ldots & \omega_{N}^{N-1} \\
1 & \omega_{N}^{2} & \omega_{N}^{4} & \omega_{N}^{6} & \ldots & \omega_{N}^{2(N-1)} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \omega_{N}^{N-1} & \omega_{N}^{2(N-1)} & \omega_{N}^{3(N-1)} & \ldots & \omega_{N}^{(N-1)^{2}}
\end{array}\right)=\frac{1}{\sqrt{N}}\left(e^{\frac{2 \pi i}{N}(j \cdot k)}\right)_{j k},
$$

where $\omega_{N}=e^{2 \pi i / N}$.
Applying one such matrix classically naively takes $O\left(N^{2}\right)$ time, but can be reduced to $O(N \log N)$ by noting that vector coordinates are transformed as

$$
\begin{align*}
\overline{\boldsymbol{v}}_{j}=\sum_{k} \omega_{N}^{j \cdot k} \boldsymbol{v}_{k} & =\frac{1}{\sqrt{N}}\left(\sum_{\text {even } k} \omega_{N}^{j k} \boldsymbol{v}_{k}+\omega_{N} \sum_{\text {odd } k} \omega_{N}^{j(k-1)} \boldsymbol{v}_{k}\right) \\
& =\frac{1}{\sqrt{2}}\left(\frac{1}{\sqrt{N / 2}} \sum_{\text {even } k} \omega_{N / 2}^{j k / 2} \boldsymbol{v}_{k}+\omega_{N}^{j} \sum_{\text {odd } k} \omega_{N / 2}^{j(k-1) / 2} \boldsymbol{v}_{k}\right), \tag{3.6}
\end{align*}
$$

where the bar indicates the Fourier transform. The key takeaway is that we can compute the $n$-Fourier transform with $2(n-1)$-Fourier transforms. Moreover, we can decompose the $(n-1)$-Fourier transforms, initiating a recursion process, which spans a tree of depth $O(\log N)$ and $N / 2$ terms at the deepest level. This results in complexity $O(N \log N)$, and is commonly known as the fast Fourier transform (FFT) [77].


Figure 3.1 Quantum Fermionic Fast Fourier Transform for 8 modes. The $\hat{F}_{2}$ gate is defined in (3.7), while the single-qubit gates are $Z$-like rotations. This circuit is the same as depicted in Fig. 1 [94].


Figure 3.2 Quantum Fourier transform. Notice that the qubit representation of the quantum Fourier transform comes out reversed, and can be reordered using swaps if desired. Each $R_{l}$ gate is defined by (3.9). The QFT circuit requires $O\left(n^{2}\right)$ gates, for $n$ qubits.

In fact, this technique has also been used in quantum computing, especially for fermions [94], see Fig. 3.1. In this case, the fermionic operator $\hat{F}_{2}$ is implemented over two qubits

$$
\hat{F}_{2}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{3.7}\\
0 & 2^{-1 / 2} & 2^{-1 / 2} & 0 \\
0 & 2^{-1 / 2} & -2^{-1 / 2} & 0 \\
0 & 0 & 0 & -1
\end{array}\right),
$$

where the last -1 is due to the anticommutation relation of fermions [94]. This matrix operator can be decomposed into two C-NOT gates sandwiching a controlled Hadamard gate in the opposite direction, followed by a $\mathrm{C}-Z$ to implement the final phase.

However, since the Fourier transform is unitary, there is also a direct implementation over $n=\log N$ qubits. To understand how to generate it, we rewrite [83]

$$
\begin{align*}
& F_{N}|k\rangle=\frac{1}{\sqrt{N}} \sum_{j=0}^{N-1} e^{\frac{2 \pi i}{N} j k}|j\rangle=\frac{1}{\sqrt{N}} \sum_{j=0}^{N-1} e^{\frac{2 \pi i}{N}\left(\sum_{l} j_{l} 2^{-l}\right) k}\left|j_{1}\right\rangle \ldots\left|j_{n}\right\rangle \\
&=\frac{1}{\sqrt{N}} \sum_{j=0}^{N-1}\left(\prod_{l=1}^{n} e^{\frac{2 \pi i}{N}\left(j_{l} 2^{-l}\right) k}\right)\left|j_{1}\right\rangle \ldots\left|j_{n}\right\rangle=\bigotimes_{l=1}^{n} \frac{1}{\sqrt{2}}\left(|0\rangle+e^{2 \pi i k / 2^{l}}|1\rangle\right) . \tag{3.8}
\end{align*}
$$

We note that the exponent in $e^{2 \pi i k / 2^{l}}$ would have equivalent effect as the fractional part of its binary expression, $e^{2 \pi i 0 . k_{n-l+1} \ldots k_{n}}$ [83]. This suggests the quantum Fourier circuit depicted in Fig. 3.2, with rotation $R_{l}$ defined by

$$
R_{l}=\left(\begin{array}{cc}
1 & 0  \tag{3.9}\\
0 & e^{2 \pi i / 2^{l}}
\end{array}\right)
$$

The (inverse) quantum Fourier transform is an important step in what might be considered one of the most useful quantum subroutines: the quantum phase estimation algorithm [141]. Imagine we have a unitary operator $U$ with eigenstates $\left|\psi_{i}\right\rangle$ and eigenvalues $\lambda_{i}=e^{2 \pi i \varphi_{i}}$. Quantum phase estimation has two main steps. First, we implement controlled versions of the phase kickback using operator $U$, for each eigenstate $|\psi\rangle$ and corresponding eigenvalue $\varphi$, synthesizing state

$$
\begin{gather*}
\frac{1}{2^{t / 2}}\left(|0\rangle+e^{2 \pi i 2^{2-1} \varphi}|1\rangle\right) \otimes\left(|0\rangle+e^{2 \pi i 2^{t-2} \varphi}|1\rangle\right) \otimes \ldots \otimes\left(|0\rangle+e^{2 \pi i 2^{0} \varphi}|1\rangle\right) \otimes|\psi\rangle= \\
\frac{1}{2^{t / 2}}\left(|0\rangle+e^{2 \pi i 0 . \varphi_{t}}|1\rangle\right) \otimes\left(|0\rangle+e^{2 \pi i 0 . \varphi_{t-1} \varphi_{t}}|1\rangle\right) \otimes \ldots \otimes\left(|0\rangle+e^{2 \pi i 0 . \varphi_{1} \ldots . \varphi_{t}}|1\rangle\right) \otimes|\psi\rangle \tag{3.10}
\end{gather*}
$$



Figure 3.3 Quantum phase estimation algorithm. The first part of the circuit implements a phase-kickback, whose phase is then estimated using an inverse quantum Fourier transform [193]. Note that obtaining $t$ bits of accuracy with a probability of failure smaller than $p_{f}$ requires $2^{m}-1$ calls to $U$ for $m=t+\left\lceil\log _{2}\left(\frac{1}{2}+\frac{1}{2 p_{f}}\right)\right\rceil[75]$, so the complexity of the algorithm grows as $O\left(\epsilon^{-1}\right)=O\left(2^{t}\right)$.

Then, we identify this state with the output of (3.8). As such, an inverse QFT can recover the binary expression of the phase implemented by $U$. The corresponding circuit can be seen in Fig. 3.3. Interestingly, the inverse quantum Fourier transform is not necessary. We already know that a single-qubit Hadamard gate is the same as a single-qubit QFT. We can use this fact to iteratively refine an estimate of a single qubit quantum phase estimation [141, 256].

As a very simple use case, we can use phase estimation together with amplitude amplification to obtain the amplitude estimation algorithm, by phase estimating the eigenvalues from (2.15), [51]. Now let us turn to the Problem 2. The following Algorithm 8 solves it [193, Sec. 5.4.1] using quantum phase estimation, and can be employed for Shor's original purpose of finding prime factors.

### 3.2.1. The hidden subgroup problem

This problem that we just explained is an instance of a more general one called the hidden subgroup problem (HSP). To explain it, we need some basic notions of group theory.

Definition 4 (Group) Let $G$ be a set of elements with an operation $\times: G \times G \mapsto G$ such that

- $g_{1} \times\left(g_{2} \times g_{3}\right)=\left(g_{1} \times g_{2}\right) \times g_{3}$ for any $g_{1}, g_{2}, g_{3} \in G$.
- There is an identity term $1 \in G$ such that $1 \times g=g=g \times 1$ for any $g \in G$.
- For any $g \in G$ there exists $g^{-1} \in G$ such that $g \times g^{-1}=1=g^{-1} \times g$.

```
Algorithm 8 Period finding algorithm
    Input: Oracle \(f:|j\rangle|0\rangle \mapsto|j\rangle|f(j)\rangle\) fulfilling the promise of Problem 2.
    Output: Value \(r\) solving Problem 2.
    Use Hadamard gates to create a uniform superposition
\[
\begin{equation*}
\frac{1}{\sqrt{2^{n}}} \sum_{j=0}^{n}|j\rangle|0\rangle . \tag{3.11}
\end{equation*}
\]
```

4: Query the oracle $f$, obtaining

$$
\begin{equation*}
\frac{1}{\sqrt{2^{n}}} \sum_{j}|j\rangle|f(j)\rangle \approx \frac{1}{\sqrt{2^{n}}} \frac{1}{\sqrt{r}} \sum_{j=0}^{n} \sum_{\ell=0}^{r} e^{2 \pi i j \ell / r}|j\rangle|\hat{f}(\ell)\rangle \tag{3.12}
\end{equation*}
$$

where $r$ is the period, because one defines

$$
\begin{equation*}
|\hat{f}(\ell)\rangle=\frac{1}{\sqrt{r}} \sum_{j=0}^{r-1} e^{-2 \pi i \ell / r}|f(j)\rangle \Rightarrow|f(j)\rangle=\frac{1}{\sqrt{r}} \sum_{j=0}^{r-1} e^{2 \pi i \ell / r}|\hat{f}(\ell)\rangle . \tag{3.13}
\end{equation*}
$$

The approximate equality is because $2^{n}$ is not necessarily a multiple of $r$.
5: Apply an inverse quantum Fourier transform, obtaining a state close to

$$
\begin{equation*}
\frac{1}{\sqrt{r}} \sum_{\ell=0}^{r-1}|\widetilde{\ell / r}\rangle|\hat{f}(\ell)\rangle \tag{3.14}
\end{equation*}
$$

6: Measure the first register, obtaining with high probability an approximation to $\ell_{1} / r$ for a random $\ell_{1} \in\{0, \ldots, r-1\}$.
7: Repeat the procedure above, and obtain another approximation of the phase, for a randomly chosen $\ell_{2} \in\{0, \ldots, r-1\}$.
8: Obtain fractions $\ell_{1}^{\prime} / r_{1}$ and $\ell_{2}^{\prime} / r_{2}$ that approximate the phases measured in the previous steps, using the continued fraction algorithm (see [193, Box 5.3] and [83, Section 5.4]).
9: If $\ell_{1}^{\prime}$ and $\ell_{2}^{\prime}$ contain no common factors (what happens with probability at least $1 / 4$ [193, Eq. 5.58]), then $r$ is the smallest common multiple of $r_{1}$ and $r_{2}$.

A group is called Abelian if $g \times h=h \times g$, and a set $H \subseteq G$ is a subgroup if it is itself a group. A set of elements $T$, denoted as $\langle T\rangle$, is called generating set of $G$ if using elements in $T$ and $\times$ we can generate any $g \in G$. Finally, given a subgroup $H$, a (left) coset of $H$ is a set $g H:=\{g h \mid h \in H\}$ for $g \in G$. Cosets of $H$ are either identical or disjoint [83]. Using these definitions, we can pose the following general problem.

Problem 3 (Hidden subgroup problem) Let $G$ be a group and $f: G \mapsto S a$ function, where $S$ is a finite set. Let $f$ have the property that there exists a hidden
subgroup $H$ such that $f$ is constant on its cosets, e.g., $f(g)=f\left(g^{\prime}\right) \Leftrightarrow g H=g^{\prime} H$. The goal is to find $H$ or its generators.

Simon's and period finding problems described above are particular instances of the hidden subgroup problem. For Simon's problem, the hidden subgroup is $\{0, s\}$ for $s \in\{0,1\}^{n}$. In the period finding problem, on the other hand, we have $H=\{0, r, 2 r, \ldots,|\operatorname{Im} f|-r\}=\langle 0, r\rangle$, for the oracle function $f$.

The hidden subgroup problem (HSP) is very common in cryptography. For example, the RSA cryptographic scheme can be attacked with Shor's algorithm, which finds the decomposition in primes of large composite numbers. More generally, there is a quantum algorithm that allows to solve it whenever the group is Abelian. To explain it, we first introduce some additional definitions.

Definition 5 (Representation) A representation $\rho$ of a group $G$ is a map $\rho: G \mapsto$ $G L_{\mathbb{C}}(V)$ to the general linear group of complex invertible matrices (automorphisms), such that $\rho\left(g_{1}\right) \cdot \rho\left(g_{2}\right)=\rho\left(g_{1} \times g_{2}\right)$ for any $g_{1}, g_{2}$ in $G$. Further, a representation is called irreducible if it has no trivially invariant subspaces (cannot be decomposed in the direct sum of lower-dimensional representations), where the dimension of the representation is the dimension of the vector space $V$.

Every column of the Fourier transform is a map $\chi: \mathbb{Z}_{N} \mapsto \mathbb{C}$ defined as $\chi_{k}(j)=$ $e^{\frac{2 \pi i}{N} j k}=\omega_{N}^{j k}$. Since $\chi_{k}\left(j+j^{\prime}\right)=\chi_{k}(j) \chi_{k}\left(j^{\prime}\right), \chi_{k}$ is a 1-dimensional representation (also called character) of $\mathbb{Z}_{N}$. The characters also form a $N$-dimensional basis

$$
\begin{equation*}
\left|\chi_{k}\right\rangle=\frac{1}{\sqrt{N}} \sum_{j=0}^{N-1} \chi_{k}(j)|j\rangle=\frac{1}{\sqrt{N}} \sum_{j=0}^{N-1} \omega_{N}^{j k}|j\rangle, \tag{3.15}
\end{equation*}
$$

and the Fourier transform maps between this and the computational basis: $F:|k\rangle \mapsto$ $\left|\chi_{k}\right\rangle$.

An important feature of Abelian groups is that they are isomorphic to a direct product $\mathbb{Z}_{N_{1}} \times \ldots \times \mathbb{Z}_{N_{l}}$. In this product of groups, the Fourier transform is defined as the tensor product of Fourier transforms for each of the $\mathbb{Z}_{N}$.

Finally, to explain a general Abelian hidden subgroup problem we define the dual subgroup $\hat{G}$ whose elements are the characters $\chi_{k}$, together with pointwise multiplication. Then, for any subgroup $H \subseteq G$, let

$$
\begin{equation*}
H^{\perp}=\left\{\chi_{k} \mid \chi_{k}(h)=1, \quad \forall h \in H\right\} \tag{3.16}
\end{equation*}
$$

of dimension $|G| /|H|$. These definitions are sufficient to propose a general Abelian hidden subgroup problem algorithm [141, 187], which we describe in Algorithm 9.

Algorithm 9 Abelian hidden subgroup problem algorithm
Input: Oracle $f: G \rightarrow S$ for some set $S$ fulfilling the promise of Problem 3, that is, $f$ is constant on cosets of hidden subgroup $H$.
Output: Generators of hidden subgroup $H$.
for $O(\log |G|)$ steps do
Initialize $|0\rangle^{\otimes \log |G|}|0\rangle^{\otimes \log |S|}$.
Create a superposition over $G$ :

$$
\begin{equation*}
\frac{1}{\sqrt{|G|}} \sum_{g \in G}|g\rangle|0\rangle \tag{3.17}
\end{equation*}
$$

6: $\quad$ Compute $f$ :

$$
\begin{equation*}
\frac{1}{\sqrt{|G|}} \sum_{g \in G}|g\rangle|f(g)\rangle \tag{3.18}
\end{equation*}
$$

7: $\quad$ Measure the second register obtaining $f(s)$ for some unknown $s \in G$ :

$$
\begin{equation*}
\frac{1}{\sqrt{|H|}} \sum_{h \in H}|s+h\rangle \tag{3.19}
\end{equation*}
$$

8: $\quad$ Apply the quantum Fourier transform of $G \approx \mathbb{Z}_{N_{1}} \times \ldots \times \mathbb{Z}_{N_{l}}$ to the state obtaining

$$
\begin{align*}
\frac{1}{\sqrt{|H|}} \sum_{h \in H}\left|\chi_{s+h}\right\rangle & =\frac{1}{\sqrt{|G||H|}} \sum_{h \in H} \sum_{g \in G} \chi_{s+h}(g)|g\rangle \\
& =\frac{1}{\sqrt{|G||H|}} \sum_{g \in G} \chi_{s}(g) \sum_{h \in H} \chi_{h}(g)|g\rangle=\sqrt{\frac{|H|}{|G|}} \sum_{g: \chi_{g} \in H^{\perp}} \chi_{s}(g)|g\rangle \tag{3.20}
\end{align*}
$$

where the last equal holds because

$$
\sum_{h \in H} \chi_{h}(g)=\sum_{h \in H} \chi_{g}(h)= \begin{cases}|H| & \text { if } \chi_{g} \in H^{\perp}  \tag{3.21}\\ 0 & \text { if } \chi_{g} \notin H^{\perp}\end{cases}
$$

9: $\quad$ Measure the first register. Since all $\left|\chi_{g}(s)\right|^{2}=1$, obtain one $|g\rangle: \chi_{g} \in H^{\perp}$ uniformly at random.

## end for

Solve the constrain satisfaction problem $\chi_{g}(h)=1 \forall h \in H$ to find generators of $H$.

On the other hand, we can also define a non-Abelian quantum Fourier transform [83]:

$$
\begin{equation*}
F:|g\rangle \mapsto \sum_{\rho \in \hat{G}} \sqrt{\frac{\operatorname{dim} G}{|G|}}|\rho\rangle \sum_{i, j} \rho(g)_{i, j}|i, j\rangle . \tag{3.22}
\end{equation*}
$$

This quantum Fourier transform may still sometimes be computed efficiently, for example for the symmetric group. However, it does not necessarily lead to an efficient quantum algorithm because there is not a single measurement basis that provides enough information to reconstruct $H$ [185]. Furthermore, while it is possible to solve the non-Abelian problem with only logarithmically many positive operator-valued measurements (POVMs) [83], constructing those measurements is not efficient in general [92].

In specific cases, it is sometimes possible to solve the hidden subgroup problem even if the group is not Abelian. Some examples are the normal [116], nil-2 [124], and solvable [251] groups. In contrast, other problems such as the graph isomorphism problem still lack an efficient solution, and the most efficient available algorithm is Babai's classical quasi-polynomial algorithm, which takes time $O\left(\exp \left(\log ^{O(1)}|G|\right)\right)[15]$.

### 3.3. Linear Algebra

In the previous section, we introduced the quantum Fourier transform and phase estimation algorithms, and we have shown that there are important problems that can be solved exponentially faster if we use them. Perhaps the next question is whether there are problems with less structure where we can also find this kind of exponential advantage. As indicated in the previous chapter, exponential advantages are much more useful than quadratic ones because they ensure that we can overcome the hardware slowdown derived from the need to perform error correction [19].

### 3.3.1. Solving linear systems of equations

One important problem that can be solved using quantum phase estimation is the following:

Problem 4 (Quantum linear system of equations) Let $|b\rangle \in \mathbb{C}^{n}$ be a quantum state, and $A \in \mathbb{C}^{n \times n}$. Prepare the quantum state $|x\rangle=A^{-1}|b\rangle$.

Since solving linear systems of equations are such a common subroutine in many algorithms, certainly solving them quickly opens the door to large efficiency improvements
in many algorithms. As a result, the so-called HHL algorithm [117], named after their discoverers, was met with a lot of excitement in the community. Algorithm 10 assumes $A$ is a Hermitian matrix, but it is easy to convert an arbitrary problem $A x=b$ to Hermitian writing instead

$$
\left(\begin{array}{cc}
0 & A  \tag{3.23}\\
A^{\dagger} & 0
\end{array}\right)\binom{\mathbf{0}}{\boldsymbol{x}}=\binom{\boldsymbol{b}}{\mathbf{0}}
$$

If the eigenvalues of $A$ are $\left\{\lambda_{j}\right\}_{j}$, the new eigenvalues would be $\left\{ \pm \lambda_{j}\right\}_{j}$. This procedure also works for non-square matrices $A$.

```
Algorithm 10 Quantum linear system of equations algorithm (HHL) [117].
```

Input: State $|b\rangle \in \mathbb{C}^{n}$, sparse-access oracle access to the entries of the (Hermitian) matrix $A \in \mathbb{C}^{n \times n}$.
Output: State $|x\rangle=A^{-1}|b\rangle \in \mathbb{C}^{n}$.
Initialize state $|b\rangle|0\rangle|0\rangle=\sum_{j} \beta_{j}\left|u_{j}\right\rangle|0\rangle|0\rangle$, the formal decomposition of $|b\rangle$ as a superposition of eigenvectors $\left|u_{j}\right\rangle$ of $A$.
4: Implement phase estimation on $U=e^{-i A t}=\sum_{j} e^{-i \lambda_{j} t}\left|u_{j}\right\rangle\left\langle u_{j}\right|$, obtaining state $\sum_{j} \beta_{j}\left|u_{j}\right\rangle\left|\tilde{\lambda}_{j}\right\rangle|0\rangle$, where $\left|\tilde{\lambda}_{j}\right\rangle$ is an approximation to the binary expression of eigenvalue $\left|\lambda_{j}\right\rangle$.
Apply the rotation

$$
\begin{equation*}
\sum_{j} \beta_{j}\left|u_{j}\right\rangle\left|\tilde{\lambda}_{j}\right\rangle|0\rangle \mapsto \sum_{j} \beta_{j}\left|u_{j}\right\rangle\left|\tilde{\lambda}_{j}\right\rangle\left(\sqrt{1-\frac{C^{2}}{\tilde{\lambda}_{j}}}|0\rangle+\frac{C}{\tilde{\lambda}_{j}}|1\rangle\right) \tag{3.24}
\end{equation*}
$$

for some $C \geq \lambda_{j}$. Thus $C=O(1 / \kappa)$, for $\kappa$ the condition number.
6: Uncompute the phase estimation to erase the second register.
7: Amplitude-amplify the component of the state with the third register at $|1\rangle$, and obtain

$$
\begin{equation*}
|x\rangle \propto \sum_{j} \frac{\beta_{j}}{\tilde{\lambda}_{j}}\left|u_{j}\right\rangle \approx A^{-1}|b\rangle \tag{3.25}
\end{equation*}
$$

The rotation (3.24) can be applied efficiently because we can perform a series of rotations controlled by the binary expression of $\left|\tilde{\lambda}_{j}\right\rangle$. To analyze the complexity of Algorithm 10, note that the cost comes from two main sources: the phase estimation subroutine, and the required amplitude amplification. If we assume that $A$ has no more than $s$ non-zero entries per row and column, then the Hamiltonian simulation of $e^{-i A t}$, which will be discussed later on in more detail, might be implemented at cost $\tilde{O}\left(t s^{2}\right)$ [33]. Since we want to estimate each eigenvalue to precision $\epsilon$ and each eigenvalue could be as small as $1 / \kappa$, the overall cost of the quantum phase estimation
step is $\tilde{O}\left(t s^{2}\right)=\tilde{O}\left(s^{2} \kappa \epsilon^{-1}\right)$. Remember that the condition number $\kappa$ is defined as

$$
\begin{equation*}
\kappa=\left|\frac{\max _{i} \sigma_{i}}{\min _{i} \sigma_{i}}\right|, \tag{3.26}
\end{equation*}
$$

where $\sigma_{i}$ are the singular values which, for square matrices, match the absolute value of eigenvalues $\left|\lambda_{i}\right|$.

Second, for amplitude amplification, the largest complexity happens when almost all eigenvalues are large, so that coefficients become $\frac{1}{\kappa \lambda_{i}} \approx \frac{1}{\kappa}$. Consequently, the overall algorithm has complexity $\tilde{O}\left(s^{2} \kappa^{2} \epsilon^{-1}\right)$. As we can see, if the size of the matrix is $N$, the algorithm depends only polylogarithmically on that factor.

We have seen how the basic quantum linear system algorithm can be implemented. In contrast, if one wishes to solve this problem classically, the fastest algorithm is the conjugate gradient method [219], which has complexity $O\left(N s \sqrt{\kappa} \log \epsilon^{-1}\right)$ for positive definite matrices $A$ and $O\left(N s \kappa \log \epsilon^{-1}\right)$ otherwise. The contrast between these complexities is an exponential speedup in $N$. However, notice also that the classical algorithm provides a classical readout of the entire solution, which is not possible from a single copy of the quantum state $|x\rangle$. Furthermore, the complexity of parameters other than $N$ is worse. Fortunately, there are situations where these limitations do not represent a problem and a useful application of the quantum linear system algorithm might be carried out, see for example Ref. [74].

### 3.3.2. Improving the QLSA performance

Condition number. Let us now see how to improve the complexity of those other parameters, starting with the dependence on $\kappa$. In the previous discussion, we highlighted how one $O(\kappa)$ contribution comes from small $\lambda_{i}$ eigenvalues, which forces us to use a high precision in the phase estimation protocol. The second $O(\kappa)$ contribution, in contrast, happens when eigenvalues are large, decreasing the acceptance probability. This suggests performing amplitude amplification more times over those states or branches of the algorithm that display less expensive amplitude amplification. While perhaps too technical to explain here, the variable time amplitude amplification algorithm of Ambainis [6] does precisely this. It uses a version of Amplitude Estimation [51] and the Median Lemma [192, Lemma 1] to estimate eigenvalues from less to more precision in consecutive steps. At any step, if the eigenvalue is sufficiently large, the success part of the step after the rotation is amplified. In such a way, the success part of larger eigenvalues is amplified for more steps, but the initial amplifications are less costly because phase estimation is implemented with smaller precision.

Note though, that reducing the complexity of the condition number $\kappa$ to linear might not be sufficient to justify using Algorithm 10 because we need $\kappa$ to be polylogarithmic in $N$ if we want to maintain the exponential speedup. For example, most linear systems that appear when trying to solve the finite element methods often display $\kappa=O(\operatorname{poly} N)[55,24]$. For that reason, it is worth considering preconditioning as a way to reduce $\kappa$. Preconditioning are methods whose objective is to find a matrix $M$ such that the system $M A x=M b$ has a better condition number than the original system of equations, at a relatively low cost. The best possible preconditioner would be $M=A^{-1}$, but this is equivalent to solving the system.

Ref. [74] suggests a method to perform preconditioning on the fly on the quantum computer. This requires two main features from matrices $A$ and $M$ : a) that only local information of $A$ is known, and b ) that the resulting matrix $M A$ is equally sparse as $A$. To meet these two criteria, they use a quantum version of Sparse Preconditioners with Approximate Inverses (SPAI) [110, 73]. These algorithms minimize [74, Eq. 10]

$$
\begin{equation*}
\|M A-\mathbf{1}\|_{F}^{2}=\sum_{k=0}^{N}\left\|(M A-\mathbf{1}) e_{k}\right\|_{F}^{2} \tag{3.27}
\end{equation*}
$$

where $e_{k}=(0, \ldots, 0,1,0 \ldots, 0)^{T}$, e.g., the $k^{\text {th }}$ column of the identity matrix; and $\|A\|_{F}:=\sqrt{\sum_{i, j} A_{i j}^{2}}$ is the Frobenius norm. To carry out this task, we choose a sparsity pattern of $M$, often taken to be the same as that of $A$. This results in $N s \times s$ small systems of equations, each of which can be solved in superposition in time $O\left(s^{3}\right)$. Similarly, one also has to multiply $M|b\rangle$, but in the end one can successfully reduce $\kappa$ with only a multiplicative overhead polynomial in $s=O($ poly $\log N)$. Ref. [74] also shows that this technique can be used to calculate the electromagnetic scattering crosssection of an arbitrary target using the finite element methods [126] with exponential speedup over known classical methods.

Sparsity. A second important generalization is to go beyond the sparse-access oracle system and allow for dense matrices. To do so, we will assume that using quantum random access memory (qRAM) [102] we can implement the following unitaries with precision $\epsilon^{-1}$ in time $O($ poly $\log (N / \epsilon))$ for $A \in \mathbb{R}^{N \times N}[132]$

$$
\begin{equation*}
U_{\mathcal{M}}:|i\rangle|0\rangle \rightarrow \frac{1}{\left\|A_{i} \cdot\right\|} \sum_{j} A_{i j}|i j\rangle, \quad U_{\mathcal{N}}:|0\rangle|j\rangle \rightarrow \frac{1}{\|A\|_{F}} \sum_{i}\left\|A_{i} \cdot\right\||i j\rangle, \tag{3.28}
\end{equation*}
$$

where $\left\|A_{i}.\right\|$ stands for the $\ell_{2}$-norm of the $i^{\text {th }}$ row of $A$. This data access is sometimes called the quantum accessible data structure. Note that

$$
\begin{equation*}
\langle i, 0| U_{\mathcal{M}}^{\dagger} U_{\mathcal{N}}|j, 0\rangle=\frac{\left\|A_{i \cdot}\right\|}{\|A\|_{F}} \frac{A_{i, j}}{\left\|A_{i} \cdot\right\|}=\frac{A_{i, j}}{\|A\|_{F}} \tag{3.29}
\end{equation*}
$$

Using these operators implemented via qRAMs, we can efficiently perform one step of the quantum walk [132, Theorem 5.1]

$$
\begin{equation*}
W=\left(2 U_{\mathcal{M}} U_{\mathcal{M}}^{\dagger}-\mathbf{1}\right)\left(2 U_{\mathcal{N}} U_{\mathcal{N}}^{\dagger}-\mathbf{1}\right)=R_{\mathcal{M}} R_{\mathcal{N}} \tag{3.30}
\end{equation*}
$$

We analyze this quantum walk as we did for Grover: the rotation implemented by $W$ will be twice the angle $\theta_{i} / 2$ between $U_{\mathcal{M}}\left|u_{i}\right\rangle$ and $U_{\mathcal{N}}\left|v_{i}\right\rangle$, for the singular value decomposition $A=\sum_{i} \sigma_{i}\left|u_{i}\right\rangle\left\langle v_{i}\right|$. Indeed, $\theta_{i}$ depends on $\sigma_{i}$ as $\cos \left(\theta_{i} / 2\right)=\frac{\sigma_{i}}{\|A\|_{F}}$ [132, Lemma 5.3]. This matches the relation between the rotation angles $\varphi_{i}$ and the eigenvalues $\lambda_{i}$ that occurred in quantum walks, except for a factor of 2 in the definition of $\theta_{i}$, to respect the original paper convention.

```
Algorithm 11 Quantum singular value estimation [132].
    Input: Matrix \(A\), operators \(U_{\mathcal{M}}\) and \(U_{\mathcal{N}}\), initial state \(|x\rangle=\sum_{i} x_{i}\left|v_{i}\right\rangle\), precision \(\epsilon\).
    Output: State \(\sum_{i} x_{i}\left|v_{i}\right\rangle\left|\bar{\sigma}_{i}\right\rangle\), for \(\bar{\sigma}_{i} \approx \sigma_{i}\).
    Initialize \(|x\rangle=\sum_{i} x_{i}\left|v_{i}\right\rangle\).
    Apply \(U_{\mathcal{N}}\) to the state \(|x\rangle\), obtaining \(U_{\mathcal{N}}|x\rangle=\sum_{i} x_{i} U_{\mathcal{N}}\left|v_{i}\right\rangle . U_{\mathcal{N}}\left|v_{i}\right\rangle\) are eigenvectors
    of \(W\) with eigenvalues \(e^{i \theta_{i}}\), [132, Lemma 5.3].
    5: Perform phase estimation of \(W\) with precision \(\epsilon\) on state \(U_{\mathcal{N}}|x\rangle\), obtaining
    \(\sum_{i} x_{i}\left(U_{\mathcal{N}}\left|v_{i}\right\rangle\right)\left|\bar{\theta}_{i}\right\rangle\) for \(\left|\bar{\theta}_{i}-\theta_{i}\right| \leq \epsilon\).
    6: Compute \(\bar{\sigma}_{i}=\cos \bar{\theta}_{i}\) in binary reversible arithmetic, so the state is
    \(\sum_{i} x_{i}\left(U_{\mathcal{N}}\left|v_{i}\right\rangle\right)\left|\bar{\sigma}_{i}\right\rangle\).
    7: Uncompute \(U_{\mathcal{N}}\) on the first register, outputting \(\sum_{i} x_{i}\left|v_{i}\right\rangle\left|\bar{\sigma}_{i}\right\rangle\).
```

Using Algorithm 11, we can estimate the singular values of $A$, which are related to the eigenvalues through $\left|\lambda_{i}\right|=\sigma_{i}$. To ascertain the sign, we can implement the same algorithm with $A+\epsilon \mathbf{1}$ and compare the results. Finally, we can use this technique to substitute the quantum phase estimation algorithm in Algorithm 10, to solve the linear system of equations with a dense matrix A [262]. The complexity, instead of linear in the sparsity parameter $s$, will now depend on the Frobenius norm of the matrix $\|A\|_{F}$.

Precision. Finally, the last parameter that can be improved is the precision complexity, which in the original quantum linear system of equations was $O\left(\epsilon^{-1}\right)$. Notice that the complexity of $O\left(\epsilon^{-1}\right)$ is due to the phase estimation, so to improve the complexity
of the overall algorithm we need to bypass its use. For this, we will use the Linear Combination of Unitaries (LCU) approach that we have already mentioned previously, with operators Prep and Sel defined as in (2.56). Imagine that we want to implement operator $U=\sum_{i} \alpha_{i} U_{i}$. Then, using

$$
\begin{equation*}
\operatorname{Prep}|\mathbf{0}\rangle \mapsto \frac{1}{\sqrt{\sum_{i} \alpha_{i}}} \sum_{i} \sqrt{\alpha_{i}}|i\rangle ; \quad \text { Sel }=\sum_{i}|i\rangle\langle i| \otimes U_{i} \tag{3.31}
\end{equation*}
$$

we can define $W=$ Prep $^{\dagger} \cdot$ Sel $\cdot$ Prep, which maps

$$
\begin{equation*}
W|\mathbf{0}\rangle|\psi\rangle=\frac{1}{\sum_{i} \alpha_{i}}|\mathbf{0}\rangle \sum_{i} \alpha_{i} U_{i}|\psi\rangle+\left|(\mathbf{0} \psi)^{\perp}\right\rangle \tag{3.32}
\end{equation*}
$$

Then, one can use (variable time) amplitude amplification to amplify the part of the state that we are interested in.

Ref. [71] proposes two possible LCU compositions that can be implemented with gate complexity $O\left(\log \epsilon^{-1}\right)$. The first is to approximate the application of matrix $A^{-1}$ based on its corresponding Fourier series, where unitaries $U_{j}=e^{-i A t_{j}}$. This amounts to implementing the Hamiltonian simulation of $A$, as done for phase estimation. Since both $A^{-1}$ and each of the $e^{-i A t_{j}}$ operators will be diagonal on the same basis of eigenvalues, one may propose a series decomposition for scalar eigenvalues, which generalizes to the operator. The authors of Ref. [71] showed that

$$
\begin{equation*}
\frac{1}{x}=\frac{i}{\sqrt{2 \pi}} \int_{0}^{\infty} d y \int_{-\infty}^{\infty} d z z e^{-z^{2} / 2} e^{-i x y z} \tag{3.33}
\end{equation*}
$$

can be approximated by the series [71, Lemma 11]

$$
\begin{equation*}
h(x)=\frac{i}{\sqrt{2 \pi}} \sum_{j=0}^{J-1} \Delta_{y} \sum_{k=-K}^{K} \Delta_{z} z_{k} e^{-z_{k}^{2} / 2} e^{-i x y_{j} z_{k}} \tag{3.34}
\end{equation*}
$$

for $z_{k}=k \Delta_{z}, y_{j}=j \Delta_{y}, J=\Theta\left(\frac{\kappa}{\epsilon} \log (\kappa / \epsilon)\right), K=\Theta(\kappa \log (\kappa / \epsilon)), \Delta_{y}=\Theta(\epsilon / \sqrt{\log (\kappa / \epsilon)})$, $\Delta_{z}=\Theta(1 / \kappa \sqrt{\log (\kappa / \epsilon)})$; to precision $\epsilon^{-1}$ in the domain $D_{\kappa}=[-1,-1 / \kappa] \cup[1 / \kappa, 1]$. The key to avoid the $O(\epsilon)$ complexity from $J$ is to use Hadamard gates to prepare a uniform superposition over $|j\rangle$. Then, the Sel operator will be defined as [71, Eq. 52]

$$
\begin{equation*}
\text { Sel }=i \sum_{j=0}^{J} \sum_{k=-K}^{K}|j, k\rangle\langle j, k| \otimes \operatorname{sgn}(k) e^{-i A y_{j} z_{k}}, \tag{3.35}
\end{equation*}
$$

which can be efficiently implemented based on the binary representation of $j$ and $k$, avoiding the complexity on $\kappa$.

The second option is to implement a Chebyshev series based on quantum walks. We already saw a hint of this in (2.52). We first decompose $A^{-1}$ as a Chebyshev series $\sum_{i} \alpha_{i} \mathcal{T}_{i}(A)$. Then, we explain how to perform the $\mathcal{T}_{i}(A)$ Chebyshev polynomial operators of the first kind using Szegedy-like quantum walks. Defining $T$ as

$$
\begin{equation*}
T:|j\rangle|0\rangle \mapsto|j\rangle\left|\psi_{j}\right\rangle=|j\rangle \otimes \frac{1}{\sqrt{s}} \sum_{k \in[N]: A_{j k} \neq 0}\left(\sqrt{A_{j k}^{*}}|k\rangle+\sqrt{1-\left|A_{j k}^{*}\right|}|k+N\rangle\right) \tag{3.36}
\end{equation*}
$$

for $s$ the sparsity and $S$ a swap between the two registers, one can take the quantum walk to be $W=S\left(2 T T^{\dagger}-1\right)$. Similarly to Szegedy quantum walks, for each eigenvalue $\lambda$ of $H=A / s, W$ has block-diagonal form in the invariant subspace $\operatorname{span}\{T|\lambda\rangle, S T|\lambda\rangle\}[71$, Lemma 15]

$$
W=\bigoplus_{\lambda}\left(\begin{array}{cc}
\lambda & -\sqrt{1-\lambda^{2}}  \tag{3.37}\\
\sqrt{1-\lambda^{2}} & \lambda
\end{array}\right)_{\lambda} .
$$

Then, one can prove

$$
W^{n}=\bigoplus_{\lambda}\left(\begin{array}{cc}
\mathcal{T}_{n}(\lambda) & -\sqrt{1-\lambda^{2}} \mathcal{U}_{n-1}(\lambda)  \tag{3.38}\\
\sqrt{1-\lambda^{2}} \mathcal{U}_{n-1}(\lambda) & \mathcal{T}_{n}(\lambda)
\end{array}\right)_{\lambda}
$$

by induction, where $\mathcal{U}_{n}$ represent Chebyshev polynomials of the second kind. The case $n=1$ is clearly true because $\mathcal{T}_{1}(\lambda)=\lambda$ and $\mathcal{U}_{0}(\lambda)=0$. Then

$$
\begin{align*}
W^{n} W & =\bigoplus_{\lambda}\left(\begin{array}{cc}
\lambda \mathcal{T}_{n}(\lambda)-\left(1-\lambda^{2}\right) \mathcal{U}_{n-1}(\lambda) & -\sqrt{1-\lambda^{2}}\left(\mathcal{T}_{n}(\lambda)+\lambda \mathcal{U}_{n-1}(\lambda)\right) \\
\sqrt{1-\lambda^{2}}\left(\mathcal{T}_{n}(\lambda)+\lambda \mathcal{U}_{n-1}(\lambda)\right) & \lambda \mathcal{T}_{n}(\lambda)-\left(1-\lambda^{2}\right) \mathcal{U}_{n-1}(\lambda)
\end{array}\right)_{\lambda}  \tag{3.39}\\
& =\bigoplus_{\lambda}\left(\begin{array}{cc}
\mathcal{T}_{n+1}(\lambda) & -\sqrt{1-\lambda^{2}} \mathcal{U}_{n}(\lambda) \\
\sqrt{1-\lambda^{2}} \mathcal{U}_{n}(\lambda) & \mathcal{T}_{n+1}(\lambda)
\end{array}\right)_{\lambda}
\end{align*}
$$

because $\mathcal{T}_{n+1}(\lambda)=\lambda \mathcal{T}_{n}(\lambda)-\left(1-\lambda^{2}\right) \mathcal{U}_{n-1}(\lambda)$ and $\mathcal{U}_{n}(\lambda)=\mathcal{T}_{n}(\lambda)+\lambda \mathcal{U}_{n-1}(\lambda)$ [26]. Additionally, Lemma 14 in Ref. [71] shows that

$$
\begin{equation*}
g(\lambda)=4 \sum_{j=0}^{j_{0}}(-1)^{j}\left(\frac{\sum_{i=j+1}^{b}\binom{2 b}{b+u}}{2^{2 b}}\right) \mathcal{T}_{2 j+1}(\lambda) \tag{3.40}
\end{equation*}
$$

approximates $\lambda^{-1}$ in the domain $D_{\kappa}$. As a result, we can use the LCU decomposition Prep $^{\dagger}$. Sel • Prep to synthesize this function with cost polylogarithmic in precision $\epsilon^{-1}$. This Chebyshev approach is marginally more efficient than the Fourier approach,
even if in both cases the complexity is polylogarithmic. Both techniques also allow for variable time-amplitude amplification to keep the complexity in the condition number linear. To do so, they only require a low precision application of quantum phase estimation. The discussion of variable time amplitude amplification applied to these two methods can be found in Section 5 in Ref. [71].

### 3.3.3. Qubitization

The obvious next step is to generalize from the preparation of $A^{-1}$ to an arbitrary function $f[H]=\sum_{\lambda} f(\lambda)|\lambda\rangle\langle\lambda|$ for a Hamiltonian $H$. Since $f[H]$ does not need to be unitary, in practice this will mean finding a unitary operator $U$ such that

$$
\begin{equation*}
U|G\rangle_{a}|\psi\rangle_{s}=|G\rangle_{a} f[H]|\psi\rangle_{s}+\sqrt{1-\| f[H]|\psi\rangle \|^{2}}\left|G_{\psi}^{\perp}\right\rangle_{a s}, \tag{3.41}
\end{equation*}
$$

for some states $|G\rangle$ and $\left|G_{\psi}^{\perp}\right\rangle$ such that $\left\langle\left. G_{\psi}^{\perp}\right|_{a s}\left(|G\rangle_{a} \otimes \mathbf{1}_{s}\right)=0\right.$. Usually $\left.\mid G\right\rangle$ is taken to be just $|G\rangle=|0\rangle$. Notice how $U$ operates on the state register and an additional auxiliary one. This can be visually expressed as

$$
U=\left(\begin{array}{cc}
f[H] & .  \tag{3.42}\\
\cdot & .
\end{array}\right)
$$

which, for this reason, is called block encoding. The main problem with $U$, an example of which is a linear combination of units, is that it has some failure probability, as we already saw, and therefore requires amplitude amplification.

Instead, Ref. [169] proposes to find a different operator $W$, also encoding $H=$ $\langle G| W|G\rangle$, but performing a $S U(2)$ rotation. In other words, we are looking for a quantum walk operator that can be expressed as

$$
W=\bigoplus_{\lambda}\left(\begin{array}{cc}
\lambda & -\sqrt{1-\lambda^{2}}  \tag{3.43}\\
\sqrt{1-\lambda^{2}} & \lambda
\end{array}\right)_{\lambda}=\bigoplus_{\lambda} e^{-Y_{\lambda} \theta_{\lambda}}
$$

for $\theta_{\lambda}=\cos ^{-1} \lambda$. To build this operator, they propose the construction

$$
\begin{equation*}
W=\left((2|G\rangle\langle G|-\mathbf{1})_{a} \otimes \mathbf{1}_{s}\right) S U, \tag{3.44}
\end{equation*}
$$

for an operator $S$ to be determined. They also observe that if $U^{2}=1$, as is the case for $U=$ Prep $^{\dagger}$. Sel $\cdot$ Prep, then one can take $S=1$, and automatically fulfill the conditions
required for $W$ to implement (3.43) [169, Lemma 8]:

$$
\begin{equation*}
\left\langle\left. G\right|_{a} S U \mid G\right\rangle_{a}=H ; \quad\left\langle\left. G\right|_{a} S U S U \mid G\right\rangle_{a}=\mathbf{1} . \tag{3.45}
\end{equation*}
$$

Else, one builds $U^{\prime}=|0\rangle\langle 0| \otimes U+|1\rangle\langle 1| \otimes U^{\dagger}$ and $S^{\prime}=(|1\rangle\langle 0|+|0\rangle\langle 1|) \otimes \mathbf{1}_{\text {as }}$, and taking $\left|G^{\prime}\right\rangle=\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)|G\rangle$, one can verify

$$
\begin{array}{r}
\left\langle\left. G^{\prime}\right|_{a} S^{\prime} U^{\prime} \mid G^{\prime}\right\rangle_{a}=\left\langle\left. G^{\prime}\right|_{a} U^{\prime} \mid G^{\prime}\right\rangle_{a}=\frac{1}{2}\left(H+H^{\dagger}\right)=H  \tag{3.46}\\
\left\langle\left. G^{\prime}\right|_{a} S^{\prime} U^{\prime} S^{\prime} U^{\prime} \mid G^{\prime}\right\rangle_{a}=\left\langle\left. G^{\prime}\right|_{a}\left(U^{\prime}\right)^{\dagger} U^{\prime} \mid G^{\prime}\right\rangle_{a}=\mathbf{1}
\end{array}
$$

The procedure for generating and implementing this operator $W$ from a block encoding $U$ is called qubitization. Quantum walks, as we have seen, have the advantage of implementing Chebyshev polynomials given by (3.38). To implement arbitrary functions $f[H]$ we need to add additional degrees of freedom to rotation $W$. This can be done with the 2-dimensional operator

$$
Z_{\phi}=\left(\left(1+e^{-i \phi}\right)|G\rangle\langle G|-\mathbf{1}\right)=\bigoplus_{\lambda}\left(\begin{array}{cc}
e^{-i \phi} & 0  \tag{3.47}\\
0 & 1
\end{array}\right)_{\lambda},
$$

and conjugating $W$ by $Z_{\phi}$,

$$
\left.\begin{array}{rl}
W_{\phi} & =Z_{\phi-\pi / 2} W Z_{-\phi+\pi / 2} \\
& =\bigoplus_{\lambda}\left(\begin{array}{c}
\lambda \\
-i e^{+i \phi} \sqrt{1-|\lambda|^{2}}
\end{array} \quad-i e^{-i \phi} \sqrt{1-|\lambda|^{2}}\right. \tag{3.48}
\end{array}\right)_{\lambda}=\bigoplus_{\lambda} e^{-i \theta_{\lambda}\left(\cos (\phi) X_{\lambda}+\sin (\phi) Y_{\lambda}\right)} .
$$

The qubitization circuit will be composed of $N W_{\phi}$ operators, for different $\phi$ angles $W_{\vec{\phi}}=$ $W_{\phi_{N}} \ldots W_{\phi_{1}}$. Using $W_{\vec{\phi}}$, we can implement any function $f[H]=A[H]+i C[H]$, where $A[H]$ and $C[H]$ are real polynomials of degree $N$ (or $N / 2$, depending on the specific technique used), of equal parity (respectively opposite parity). The determination of the corresponding angles is called quantum signal processing (see [168] and Theorems 3 and 4 in [169]), and has been used specifically for the Hamiltonian simulation of $e^{-i H t}$, which in turn can be used for phase estimation in Chemistry applications that we will study in Chapter 4. Crucially, the determination of these angles is computationally efficient and has been studied to have complexity scaling as $O\left(N^{3}\right.$ poly $\left.\log (N / \epsilon)\right)$ [70, 114].


Figure 3.4 Linear Programming problem, and different algorithms: simplex method (left) and interior point method (right). The polyhedron represents the space of feasible solutions, e.g. those that fulfill the constraints. Such constraints are represented by planes, the faces of the polyhedra. The difference between simplex methods and interior point methods is how they transverse the space, from the border or the interior of the polyhedra. Images taken from Wikipedia for the simplex method and the interior point method, under CC-BY-SA 3.0 license.

### 3.4. Interior point methods

The first problem we addressed in this thesis was the study of Linear Programming problems using the quantum linear algebra tools described above [65]. Linear programming is a field where one has to optimize a linear function of multiple variables, subject to multiple constraints. For example, given $A \in \mathbb{R}^{m \times n}, \boldsymbol{c} \in \mathbb{R}^{n}$ and $\boldsymbol{b} \in \mathbb{R}^{m}$, the problem is to find $\boldsymbol{x} \in \mathbb{R}^{n}$ such that:

$$
\begin{gather*}
\text { minimizes } \boldsymbol{c}^{T} \boldsymbol{x}  \tag{3.49a}\\
\text { subject to } A \boldsymbol{x} \geq \boldsymbol{b}, \quad \boldsymbol{x} \geq \mathbf{0} . \tag{3.49b}
\end{gather*}
$$

This is called the primal problem (LP). The dual problem (DP) is closely related: finding $\boldsymbol{y} \in \mathbb{R}^{m}$ such that

$$
\begin{gather*}
\text { maximizes } \boldsymbol{b}^{T} \boldsymbol{y}  \tag{3.50a}\\
\text { subject to } A^{T} \boldsymbol{y} \leq \boldsymbol{c} . \tag{3.50b}
\end{gather*}
$$

These two problems are connected by the primal-dual gap, which for linear programming problems is 0 [177]:

$$
\begin{equation*}
\boldsymbol{b}^{T} \boldsymbol{y}-\boldsymbol{c}^{T} \boldsymbol{x}=0 \tag{3.51}
\end{equation*}
$$

This kind of problem is abundant in operation research, yet simple enough to have been studied in detail. To solve these problems, two families of methods stand out in the literature. The first is the simplex method [79], proposed by George Dantzig in 1947, which is simple and very fast in practice and consequently widely used [191]. The
second important family of algorithms is the family of interior point methods, which in contrast to the simplex method are (weakly) polynomial in the worst case. The first algorithm of this kind was proposed in 1979 by Khachiyan, and had complexity $O\left(n^{6} L\right)$ for $L=\sum_{i, j}\left\lceil\log \left(A_{i j}+1\right)\right\rceil+1[134]$. The idea was subsequently improved by Karmarkar [128] making it easily implementable. A review of how this family of techniques can be found in Ref. [203].

For our quantum algorithm, we take one important and efficient classical interior point method by Ye et al., [263], and quantize some of the linear algebra that it uses. The method can be classified as a homogeneous self-dual algorithm because it solves both the dual and primal problems simultaneously by tackling a homogeneous problem whose solution can be mapped to those of the original primal and dual problems. Such a homogeneous problem (HLP) is

$$
\begin{equation*}
\min \theta \tag{3.52}
\end{equation*}
$$

such that ( $\boldsymbol{x} \geq \mathbf{0}, \tau \geq 0, \tau \in \mathbb{R}$ ):

$$
\begin{align*}
+A \boldsymbol{x}-\boldsymbol{b} \tau+\overline{\boldsymbol{b}} \theta & =\mathbf{0} \\
-A^{T} \boldsymbol{y}+\boldsymbol{c} \tau-\overline{\boldsymbol{c}} \theta & \geq \mathbf{0}  \tag{3.53}\\
+\boldsymbol{b}^{T} \boldsymbol{y}-\boldsymbol{c}^{T} \boldsymbol{x}+\bar{z} \theta & \geq 0 \\
-\overline{\boldsymbol{b}}^{T} \boldsymbol{y}+\overline{\boldsymbol{c}}^{T} \boldsymbol{x}-\bar{z} \tau & =-\left(\boldsymbol{x}^{0}\right)^{T} \boldsymbol{s}^{0}-1
\end{align*}
$$

with

$$
\begin{align*}
& \overline{\boldsymbol{b}}:=\boldsymbol{b}-A \boldsymbol{x}^{0}, \quad \overline{\boldsymbol{c}}:=\boldsymbol{c}-A^{T} \boldsymbol{y}^{0}-\boldsymbol{s}^{0}, \\
& \bar{z}:=\boldsymbol{c}^{T} \boldsymbol{x}^{0}+1-\boldsymbol{b}^{T} \boldsymbol{y}^{0} . \tag{3.54}
\end{align*}
$$

It is called homogeneous because it has a single non-zero constraint. Ye's algorithm [263] will then follow the so-called central path through the inner space of the polyhedra corresponding to the self-dual (HLP) problem

$$
\begin{equation*}
\mathcal{C}=\left\{(\boldsymbol{y}, \boldsymbol{x}, \tau, \theta, \boldsymbol{s}, k) \in \mathcal{F}_{h}^{0}:\binom{X \boldsymbol{s}}{\tau k}=\frac{\boldsymbol{x}^{T} \boldsymbol{s}+\tau k}{n+1} \mathbf{1}\right\} \tag{3.55}
\end{equation*}
$$

until it reaches the solution. The volume around the central path is called its neighborhood

$$
\begin{equation*}
\mathcal{N}(\beta)=\left\{(\boldsymbol{y}, \boldsymbol{x}, \tau, \theta, \boldsymbol{s}, k) \in \mathcal{F}_{h}^{0}:\left\|\binom{X \boldsymbol{s}}{\tau k}-\mu \mathbf{1}\right\| \leq \beta \mu \text { where } \mu=\frac{\boldsymbol{x}^{T} \boldsymbol{s}+\tau k}{n+1}\right\} . \tag{3.56}
\end{equation*}
$$

Equations (3.53) and (3.56) will give rise to a dense linear system of equations that will ultimately need solving at each step of the algorithm,

$$
\begin{gather*}
m  \tag{3.57}\\
n \\
1 \\
1 \\
n \\
1
\end{gather*}\left(\begin{array}{cccccc}
m & n & 1 & 1 & n & 1 \\
0 & A & -\boldsymbol{b} & \overline{\boldsymbol{b}} & 0 & 0 \\
-A^{T} & 0 & \boldsymbol{c} & -\overline{\boldsymbol{c}} & -1 & 0 \\
\boldsymbol{b}^{T} & -\boldsymbol{c}^{T} & 0 & \bar{z} & 0 & -1 \\
-\overline{\boldsymbol{b}}^{T} & \overline{\boldsymbol{c}}^{T} & -\bar{z} & 0 & 0 & 0 \\
0 & S^{t} & 0 & 0 & X^{t} & 0 \\
0 & 0 & k^{t} & 0 & 0 & \tau^{t}
\end{array}\right) \quad\left(\begin{array}{c}
\boldsymbol{d}_{\boldsymbol{y}} \\
\boldsymbol{d}_{\boldsymbol{x}} \\
d_{\tau} \\
d_{\theta} \\
\boldsymbol{d}_{\boldsymbol{s}} \\
d_{k}
\end{array}\right)=\left(\begin{array}{c}
\mathbf{0} \\
\mathbf{0} \\
0 \\
0 \\
\gamma^{t} \mu^{t} 1_{n \times 1}-X^{t} \boldsymbol{s}^{t} \\
\gamma^{t} \mu^{t}-\tau^{t} k^{t}
\end{array}\right) .
$$

Since the system of equations does not need to be sparse, we rely on the dense linear system of equations algorithm of Ref. [262] via block encoding and assume access to the quantum-accessible data structure.

Ye's algorithm [263] is also a predictor-corrector method because it takes two kinds of steps: a first one to predict which direction should we modify the current state, and a corrector, which refines the solution.

1. Predictor step: Solve (3.57) with $\gamma^{t}=0$ for $\boldsymbol{d}_{\boldsymbol{v}^{t}}$ where $\boldsymbol{v}^{t}=\left(\boldsymbol{y}^{t}, \boldsymbol{x}^{t}, \tau^{t}, \theta^{t}, \boldsymbol{s}^{t}, k^{t}\right) \in$ $\mathcal{N}(1 / 4)$. Then find the biggest step length $\delta$ such that

$$
\begin{equation*}
\boldsymbol{v}^{t+1}=\boldsymbol{v}^{t}+\delta \boldsymbol{d}_{\boldsymbol{v}^{t}} \tag{3.58}
\end{equation*}
$$

is in $\mathcal{N}(1 / 2)$, and update the values accordingly. Then $t \leftarrow t+1$.
2. Corrector step: Solve (3.57) with $\gamma^{t}=1$ and set

$$
\begin{equation*}
\boldsymbol{v}^{t+1}=\boldsymbol{v}^{t}+\boldsymbol{d}_{\boldsymbol{v}^{t}}, \tag{3.59}
\end{equation*}
$$

which will be back in $\mathcal{N}(1 / 4)$. Update $t \leftarrow t+1$.
The algorithm will continue until some stopping conditions are met, see section IIC in Ref. [65]. When that happens, the solution of the primal and dual problem are given $\boldsymbol{x}^{*} / \tau^{*}$ and $\left(\boldsymbol{y}^{*} / \tau^{*}, \boldsymbol{s}^{*} / \tau^{*}\right)$, respectively. Note that if the primal and dual solutions exist, then $\tau^{*}>0$.

Most of the complexity of the algorithm is due to the necessity to read out the resulting quantum state. Not only because tomography is expensive, but because it is necessary to ensure that the result will not fall outside the neighborhood $\mathcal{N}(\beta)$ for specific $\beta$ values. There are also limitations to our paper. First, in our article, we make
the explicit assumption of a target error for each component of the solution, rather than the vector $\ell_{2}$-distance with the exact solution. While this is perhaps not usual, it also makes sense as otherwise $\epsilon$ will have a hidden dependence on the number of variables or constraints. Second, the system of equations will become increasingly bad conditioned, making $\kappa$ very large. This large condition number may also affect the norm of the solution of each system of equations, and therefore the complexity of the precision required. Since the quantum tomography algorithm has quadratic scaling with precision, this would make our algorithm unsuitable for our purposes.

Overall, the $\kappa$ dependence will likely make the performance of our algorithm worse than that of the equivalent classical algorithms. Finally, it is also worth highlighting that instead of using the exact-feasible approach of [263], and given the inexact nature of the solution of the system of equations recovered by tomography, a more appropriate approach might be to 'quantize' inexact interior point algorithms, as proposed in later work [14, 183].

### 3.5. Support Vector Machines

A second linear algebra problem we tackled in this thesis is related to machine learning [64]. We use quantum linear algebra techniques within an active learning framework, to make machine learning systems robust to adversarial examples. Adversarial examples are better understood in the context of classification systems. They are slightly modified versions of correctly classified examples that are, however, missidentified by the classifier [235]. Often, these changes are imperceptible to humans, yet they completely change the output of the machine learning model.

One of the reasons that have been argued for their existence is that modern machine learning models operate in very high dimensional spaces, while the actual dimension of the problem is much lower [135]. For example, an image classifier will encode each image in a giant $3 \times n \times n$-dimensional tensor, where $n$ is the number of pixels in each direction, and 3 the colors needed to specify the red, green, and blue components of the pixel. Meanwhile, the objects these images depict live in a much lower effective dimension. The model has to partition the high-dimensional space with decision boundaries, but since the space volume is exponential in the dimension of the system, it becomes hard to make sure there is not a direction in which the decision changes abruptly. Finding these adversarial examples is often as simple as perturbing the system in the direction of the largest gradient of the decision function [104].


Figure 3.5 Support Vector Machine. The margin of the support vector machine is chosen so that one class lies in $\vec{w} \cdot \vec{x}-b \geq 1$ and the other $\vec{w} \cdot \vec{x}-b \leq-1$. This is equivalent to saying that the margin is $2 /|\vec{w}|$. Image taken from Wikipedia under license CC-BY-SA 4.0.

Adversarial examples are dangerous if machine learning models are intended to make decisions in real life. For this reason, there have been efforts in preventing them. In our article, we provide a way to use theorem 11 from Ref. [135], which ensures that training the model on a $\delta$-cover of the subclasses makes the model robust against these examples for sufficiently small $\delta$. Subclasses must be understood in this context as manifolds of a lower dimension embedded in the high dimensional space. How large $\delta$ is, will depend on the distance between classes in the high dimensional space. Setting $\delta$ very low makes the coverage more fine-grained and more robust, but also more expensive, so it is important to reliably find the distance between classes.

That being the objective, we use Support Vector Machines, which naturally define the margin or distance of separation between classes. In particular, a linear Support Vector Machine might be defined as the decision boundary provided by

$$
\begin{equation*}
\vec{w} \cdot \vec{x}-b=0, \tag{3.60}
\end{equation*}
$$

where $2 /|\vec{w}|$ is chosen to be the margin of the SVM, for example, the separation between the two classes. Since we want to make sure we have found the minimum distance between two classes, what we can do is find examples from both classes that minimize the margin of the trained Support Vector Machine, see Fig. 3.5. This way we will find
an accurate approximation to the maximum allowed $\delta$. We conceptualize this objective in the 'informativeness', defined as $P_{c}\left(\vec{x}_{n+1}\right) \cdot\left|\vec{w}_{n+1}\right|$, where $\vec{x}_{n+1}$ is the candidate point to be added to the training set, $P_{c}\left(\vec{x}_{n+1}\right)$ evaluates the probability that this new point is in class $c$, and $\left|\vec{w}_{n+1}\right|$ is proportional to the inverse size of the margin of the SVM if the point (or example) was added to such class. In conclusion, we want to find examples that maximize the 'informativeness', so we can add them to the training set, and find an accurate approximation of the maximum allowed $\delta$.

The quantum algorithm we use in this case is a quantization of the Support Vector Machine proposed in Ref. [205]. The basic idea is to solve the linear system of equations

$$
F\binom{b}{\vec{\alpha}}=\left(\begin{array}{cc}
0 & \overrightarrow{1}^{T}  \tag{3.61}\\
\overrightarrow{1} & K+\gamma^{-1} \mathbf{1}
\end{array}\right)\binom{b}{\vec{\alpha}}=\binom{0}{\vec{y}} .
$$

where $K_{i j}=\vec{x}_{i} \cdot \vec{x}_{j}$. Then, the solution vector $(b, \vec{\alpha})$ encoded as a quantum state can be used in a swap test (see Fig. 2.4) to calculate the class to which a given point $\vec{x}_{n+1}$ could be added and with which probability.

Similarly, once we have prepared $|b, \vec{\alpha}\rangle$, we can compute $\vec{w}_{n+1}$ using the definition $\vec{w}=\sum_{i=1}^{n+1} \alpha_{i} \vec{x}_{i}$. To do so, we use linear algebra to multiply

$$
A|b, \vec{\alpha}\rangle:=\left(\begin{array}{cccc}
0 & x_{1,1} & \ldots & x_{1, m}  \tag{3.62}\\
\vdots & & & \vdots \\
0 & x_{n+1,1} & \ldots & x_{n+1, m}
\end{array}\right)\left(\begin{array}{c}
b \\
\alpha_{1} \\
\vdots \\
\alpha_{n+1}
\end{array}\right)=\left(\begin{array}{c}
\sum_{i=1}^{m} \alpha_{j} x_{1, j} \\
\vdots \\
\sum_{i=1}^{m} \alpha_{j} x_{n+1, j}
\end{array}\right)=\vec{w} .
$$

This requires a similar approach to the linear combination of units that we use to implement $A^{-1}$ as a Fourier or Chebyshev series, but for $A$ defined as above. Once we have done that, we can obtain the norm $\left|\vec{w}_{n+1}\right|$ as a function of the success probability in the application of $F^{-1}$ and $A$ to the solution. Overall, we can see that provided qRAM access to the data this procedure can be implemented in polylogarithmic complexity in the number of points and the dimension of each element of the dataset.

### 3.6. Dequantization

In the previous two sections, we have exemplified how to apply quantum linear algebra techniques to solve optimization and machine learning problems. However, it is also the case that these algorithms rely on qRAM access to the data whose complexity is not counted in the final algorithm, only its execution time. Is there a way to compare
them with classical algorithms in a fair setting? This is the question we aim to answer in this section. The key to this comparison lies in the data access procedure. To compare them, Ewin Tang introduced the following concept that mimics the qRAM requirements in a classical setting [237].

Definition 6 (Sample and query access) We say we have $O(T)$ sample and query access to a vector $x \in \mathbb{C}^{N}$, if we can in time $O(T)$, a) $\ell_{2}$-sample indices $i$ according to probabilities $\frac{\left|x_{i}\right|^{2}}{\|x\|^{2}}$; and b) query an index $i$ to obtain $x_{i}$, and query for $\|x\|$ too. For a matrix $A \in \mathbb{C}^{N \times M}$, we similarly say that we have sample and query access, if we have sample and query access to the vector of norms of rows of $A,\left(\left|A_{1, *}\right|, \ldots,\left|A_{N, *}\right|\right)$, and sample and query access to each row of $A$ taken as a vector. We will denote query access by $Q(x)$, sample and query access by $S Q(x)$, and if only an upper bound $(1+\nu)\|x\|$ to the norm is known, $S Q^{\nu}(x)$.

This data access is similar to the one provided by qRAMs, since the qRAM allows one to query for any entry, and measuring the prepared state provides sample access. Similarly happens for the sparse-access oracle input model assumed by Algorithm 10.

Using this definition, we can implement three key subroutines in a classical computer that will help us mimic the quantum algorithms in a classical computer, as long as those algorithms operate in a low rank (low dimensional) subspace [238]. The key is to substitute the state preparation assumptions from the qRAM, with a $\ell_{2}$-sampling assumption in classical computing. This is the reason it is called dequantization. Specifically, we will say we can dequantize a quantum algorithm if the quantum algorithm runs in time $T$ and the classical algorithm in time $O(\operatorname{poly}(T))$. The first dequantization subroutine is a dequantized swap test, which allows computing the inner product between two vectors. This 'dequantized' inner product algorithm achieves

```
Algorithm 12 Inner product estimation
    Input: \(S Q(x) \in \mathbb{C}^{N}, Q(y) \in \mathbb{C}^{N}\). Precision \(\epsilon^{-1}\), failure probability \(\delta\).
    Output: An \(\epsilon\)-precise estimation of \(\langle x \mid y\rangle\) with probability \(1-\delta\).
    Let \(s=O\left(\frac{1}{\epsilon^{2}} \log \frac{1}{\delta}\right)\)
    Measure \(i_{1}, \ldots, i_{s}\) from \(x\).
    Compute \(z_{j}=x_{j}^{\dagger} y_{j} \frac{\|x\|^{2}}{\left|x_{j}\right|^{2}}\) for \(j \in\left\{i_{1}, \ldots, i_{s}\right\}\).
    Distribute the measurements in \(O\left(\log \frac{1}{\delta}\right)\) groups and compute the average within
    each group.
    7: Compute and output the median of the averages.
```

precision $\epsilon^{-1}$ with a probability of failure $\delta$.

Lemma 1 (Inner product, proposition 4.2 in [237]). Given $S Q^{\nu}(\vec{x})$ and $Q(\vec{y})$ we can estimate $\langle\vec{x} \mid \vec{y}\rangle$ to precision $\epsilon$ and probability $\geq 1-\delta$ in time $O\left(T \epsilon^{-2} \log \delta^{-1}\right)$.

The quantum advantage in this subroutine stems from the use of amplitude estimation, a quadratic advantage.

The second subroutine allows obtaining sample and query access from the result of a shallow matrix-vector product. Shallow, because the length of the vector $k$ will be relatively small compared to the number $N$ of rows in the matrix. The technique used is based on rejection sampling: if we can sample from one distribution $Q(s)$, and want to sample from $P(s)$ while being able to compute probabilities from both, we can:

1. Sample $i$ from $Q$.
2. With probability $\frac{P(i)}{M Q(i)}$ output $i$, else restart, where $M=\max _{i} \frac{P(i)}{Q(i)}$.

In our case, the target distribution $P$ will be $W w$ from which we can compute the entries in complexity $O(k)$, and the input probability $Q$, sampling from $\left\|W_{*, j}\right\|$ with probability $\left\|W_{*, i}\right\|^{2}\left|w_{i}\right|^{2}$.

```
Algorithm 13 Shallow matrix-vector product sample and query access
    Input: \(S Q\left(V^{\dagger}\right) \in \mathbb{C}^{k \times N}, Q(w) \in \mathbb{C}^{k}\).
    Output: \(S Q^{\nu}(V w)\).
    Query: On input \(s\), compute and output \((V w)_{s}\).
    Sample: Run RejectionSampling until success, or \(k C(V, w) \log \frac{1}{\delta}\) failures.
    Norm: Run RejectionSampling \(\frac{k}{\nu^{2}} C(V, w) \log \frac{1}{\delta}\) times, and let \(p\) be the success
    rate. Output \(p k \sum_{i}\left|w_{i}\right|^{2}\left\|V_{*, i}\right\|^{2}\).
    function RejectionSAMPLING \(\left(S Q\left(V^{\dagger}\right), Q(w)\right)\)
        Sample \(i \in[k]\) proportional to \(\left\|V_{*, i}\right\|^{2}\left|w_{i}\right|^{2}\).
        Sample \(s \in[N]\) from \(\left\|V_{*, i}\right\|\).
        Compute \(p_{s}=\frac{(V w)_{s}^{2}}{k \sum_{j}\left(V_{s, j} w_{j}\right)^{2}}=\frac{\left(\sum_{j} V_{s, j} w_{j}\right)^{2}}{k \sum_{j}\left(V_{s, j} w_{j}\right)^{2}}\).
        With probability \(p_{s}\), output \(s\); else failure \(\emptyset\).
    end function
```

Using algorithm Algorithm 13, one can prove the following result.
Lemma 2 (Thin matrix-vector product, proposition 4.3 in [237]) . Given a matrix $V \in \mathbb{C}^{n \times k}, w \in \mathbb{C}^{k}$, and given $S Q\left(V^{\dagger}\right)$ and $Q(w)$, we can obtain $S Q^{\nu}(V w)$ with success probability $\geq 1-\delta$ and complexities

1. query in time $O(T k)$,
2. sample in time $O\left(T k^{2} C(V, w) \log \delta^{-1}\right)$,
3. query the norm in time $O\left(T k^{2} C(V, w) \nu^{-2} \log \delta^{-1}\right)$.
where $C(V, w)=\sum_{i}\left\|w_{i} V_{*, i}\right\|^{2} /|W w|^{2}$, and $V_{*, i}$ is the $i^{\text {th }}$ column of $V$.
Notice how the product of any row of $V$ and $w$ is computed directly, given that $k \ll N$. Quantum algorithms will obtain a quantum advantage in this case when $k$ is large, but this technique is often used in combination with a low-rank approximation of a matrix $S$ resulting from the third subroutine, which we explain next.
```
Algorithm 14 Low-rank singular vector matrix decomposition
    Input: \(S Q(A) \in \mathbb{C}^{M \times N}\), singular value cutoff \(\sigma\), error \(\epsilon\), failure probability \(\delta\).
    Output: \(S Q(S) \in \mathbb{C}^{N \times q}, Q(U) \in \mathbb{C}^{q \times \ell}, Q(\Sigma) \in \mathbb{C}^{\ell \times \ell}\).
    \(K=\frac{\|A\|_{F}^{2}}{\sigma^{2}}\) and \(q=\Theta\left(\frac{K^{2}}{\epsilon^{2}} \log \left(\frac{1}{\delta}\right)\right.\).
    \(\ell_{2}\)-sample \(q\) row indices, from distribution \(\frac{\left\|A_{i, *}\right\|_{F}^{2}}{\|A\|_{F}^{2}}\), rescaling \(S_{i_{r}, *}=\frac{\|A\|_{F}}{\sqrt{\|} \| A_{i_{r}, *}} A_{i_{r, *}}\).
    5: Sample \(q\) column indices from distribution \(\mathcal{F}\), obtained from first uniformly sampling
        \(r \sim[q]\), and then \(\ell_{2}\)-sampling \(c\) from \(S_{r, *}\).
    6: Let \(W\) be the resulting matrix from rescaling \(W_{*, c}=\frac{\|A\|_{F}}{\sqrt{q}\left\|S_{*, q_{c}}\right\|} S_{*, q_{c}}\).
    7: Compute singular vectors \(u^{(1)}, \ldots, u^{(\ell)}\) of \(W\) corresponding to singular values
    \(\sigma^{(1)}, \ldots, \sigma^{(\ell)}\) larger than \(\sigma\).
    8: Output \(S Q(S)\), the matrix \(U \in \mathbb{R}^{q \times \ell}\) composed of \(u^{(i)}\) taken as columns, and \(\Sigma\)
        the diagonal matrix with entries \(\sigma^{(i)}\).
```

This algorithm allows us to perform a low-rank approximation of $A$ in the subspace spanned by the sampled left singular vectors $D=A V V^{\dagger}$ for $V=S^{\dagger} U \Sigma^{-1}$.

## Theorem 1 (Low-rank singular vector approximation, theorem 4.4 in [237])

 Suppose $O(T)$-time $S Q(A), A \in \mathbb{C}^{n \times d}$; a singular value threshold $\sigma$ and an error parameter $\epsilon \in\left(0, \sqrt{\sigma /\|A\|_{F}} / 4\right]$. Let $K=\|A\|_{F}^{2} / \sigma^{2}$. Then, in time$$
\begin{equation*}
O\left(\frac{K^{12}}{\epsilon^{6}} \log ^{3} \delta^{-1}+T \frac{K^{8}}{\epsilon^{4}} \log ^{2} \delta\right) \tag{3.63}
\end{equation*}
$$

we output $S Q(S), S \in \mathbb{C}^{q \times n}, U \in \mathbb{C}^{q \times l}, \Sigma \in \mathbb{R}^{l \times l}$, with $l=\Theta\left(K^{4} \epsilon^{-2} \log ^{2} \delta^{-1}\right)$. These matrices implicitly describe the low-rank approximation of $A, D=A V V^{\dagger}$, with $V=S^{\dagger} U \Sigma^{-1}$. Additionally, with probability $\geq 1-\delta,\|A-D\|_{F}^{2} \leq\left\|A-A_{l}\right\|_{F}^{2}+\epsilon\|A\|_{F}^{2}$.

These three subroutines are very powerful and allow to dequantize several linear algebra problems where the quantum algorithm operates in low dimensional subspaces.

### 3.6.1. Examples

Recommendation systems. The first example of a dequantization algorithm was applied to the quantum recommendation system algorithm by Kerenidis and Prakash [132]. In the recommendation problem, we are given a large matrix of $A \in \mathbb{R}^{M \times N}$ (users and products) and one has to decide what product has a greater fit with a given user. Mathematically, the objective is to project row $A_{i}$ corresponding to the $i^{\text {th }}$ user, into the space spanned by the singular vectors with the largest singular values, representing the products he or she is more likely to enjoy. In other words, sample from $A_{i} V V^{\dagger}=D_{i}$. Kerenidis and Prakash used a simple strategy, shown in Algorithm 15.

```
Algorithm 15 Quantum recommendation system algorithm
    Input: Quantum accessible data structure of preferences matrix \(A\) (see (3.28)),
    threshold \(\sigma\), error \(\epsilon\), user \(i\).
    Output: Sample access to any row of the low rank projection of \(A, \hat{A}\).
    Use the quantum accessible data structure to initialize state \(\left|A_{i}\right\rangle\) corresponding to
    user \(i\), formally represented as a sum over singular vectors \(\left|A_{i}\right\rangle=\sum_{j} \alpha_{j}\left|v_{j}\right\rangle\).
    Perform singular value estimation, \(\sum_{j} \alpha_{j}\left|v_{j}\right\rangle\left|\bar{\sigma}_{j}\right\rangle\), using Algorithm 11.
    Flag those singular values that are above threshold \(\sigma, \sum_{j} \alpha_{j}\left|v_{j}\right\rangle\left|\bar{\sigma}_{j}\right\rangle\left|\bar{\sigma}_{j} \geq \sigma\right\rangle\),
    Uncompute the singular values, \(\sum_{j} \alpha_{j}\left|v_{j}\right\rangle|0\rangle\left|\bar{\sigma}_{j} \geq \sigma\right\rangle\).
    Measure the last register and postselect on \(\left|\bar{\sigma}_{j} \geq \sigma\right\rangle\).
    Measure and output the first register on the computational basis: the result is a
    sample from the projection of \(\left|A_{i}\right\rangle\), into the space spanned by the singular vectors
    with the largest singular values.
```

How can we dequantize this algorithm? Recall that we said that $D=A V V^{\dagger}$ represents a low-rank projection of the $A$ matrix. In Ref. [237], showed how to obtain sample and query access to the singular value decomposition of $V$, proving Theorem 1. In this case, we are interested in the projection of a single row of $A$, so we want to sample from $A_{i}\left(S^{\dagger} U \Sigma\right)\left(S^{\dagger} U \Sigma\right)^{\dagger}=\left(A_{i} S^{\dagger}\right)\left(U \Sigma \Sigma^{\dagger} U^{\dagger}\right) S$. The first parentheses can be understood as a 'small' number of inner products (Algorithm 12), where small indicates the target rank of the decomposition. The resulting vector can then be multiplied by the second parentheses, which is a product of small matrices. Finally, we can also perform a shallow matrix-vector product with $S$ (Algorithm 13) to obtain sample and query access to the resulting distribution.

Linear system of equations. Another subroutine we can 'dequantize' is the HHL algorithm for low-rank matrices. This is a very important condition, as otherwise Algorithm 14 fails. The quantum linear system Algorithm 10 aims to prepare $|x\rangle=$
$A^{-1}|b\rangle$. The dequantized algorithm will in contrast provide sample and query access to $A^{+} b$, where $A^{+}$is the Moore-Penrose pseudo inverse that fulfills that if $A$ is invertible then $A^{-1}=A^{+}[186]$. The objective is to sample from

$$
\begin{equation*}
A^{+} b=\left(A^{T} A\right)^{+} A^{T} b \approx \sum_{i=1}^{k} \frac{1}{\sum_{i i}} v_{i} v_{i}^{T} A^{T} b . \tag{3.64}
\end{equation*}
$$

For this decomposition, we will need the Singular Value Decomposition of Algorithm 14. Then, notice that $v_{i}^{T} A^{T} b=\operatorname{Tr}\left(A^{T} v_{i}^{T} b\right)$ can be computed via a swap test between two-order tensors $A^{T}$ and $b v_{i}^{T}$ (see for example Ref. [238]). This provides query access to $Q\left(v_{i}^{T} A b / \Sigma_{i i}\right)$. Then, since we have $S Q(V)$, we also have sample and query access to an approximation of the objective, $S Q\left(A^{+} b\right)$, via the shallow matrix-vector product in Algorithm 13.

Support Vector Machine and adversarial examples. Finally, we can also dequantize our active learning algorithm to sample against adversarial examples. The idea is simple: first, we use the method just explained above to gain sample and query access to $S Q\left(F^{+} \vec{y}\right)$, see (3.61). Once we have that, we aim to find the norm

$$
\begin{equation*}
\| A|b, \vec{\alpha}\rangle \|^{2}=\langle b, \vec{\alpha}| A^{\dagger} A|b, \vec{\alpha}\rangle, \tag{3.65}
\end{equation*}
$$

which can be computed as an inner product $\langle a \mid b\rangle$ with

$$
\begin{equation*}
a=\sum_{i} \sum_{j} \sum_{k} A_{j i}\left\|A_{k, *}\right\||i\rangle|j\rangle|k\rangle, \quad b=\sum_{i} \sum_{j} \sum_{k} \frac{w_{j} w_{k} A_{k i}}{\left\|A_{k, *}\right\|}|i\rangle|j\rangle|k\rangle, \tag{3.66}
\end{equation*}
$$

similarly to the protocol used for Supervised Clustering dequantized in Ref. [238]. Key to the success of this dequantization technique is the fact that the examples from both classes live in a low-dimensional subspace, and therefore we can perform low-rank operations, which we leverage in the quantum algorithm too. The resulting quantum advantage of using quantum linear algebra instead of its dequantized counterpart will consequently be polynomial.

### 3.7. Results

- We have reviewed Shor's algorithm and its generalization to the Hidden Subgroup Problem over arbitrary Abelian groups.
- We have explained the basic quantum linear algorithm solver and described the complexity improvements carried out over time to its dependence over most parameters, culminating in qubitization as a flexible technique. Qubitization is intimately related to quantum signal processing, which allows to synthesize arbitrary polynomial functions of the encoded Hamiltonian.
- In Ref. [65] we have described a quantum interior point method that improved over previously available results, establishing at the time the state-of-the-art in quantum algorithms for linear programming.
- An important technical achievement in that paper was to ensure that the polynomial complexity in the precision would not hamper the convergence of the classical algorithm in which it is inspired.
- However, due to the dependence on the preparation and readout of the data often relying on qRAMs, the quantum advantage is limited. Another generic limitation to this class of quantum and classical algorithms is the polynomial dependence on the condition number, which in turn becomes increasingly larger as we proceed along the algorithm, thus why interior point methods are called weakly polynomial.
- In Ref. [64] we also explored how to apply quantum linear algebra to Machine Learning problems. In particular, we have tackled the problem of adversarial examples using quantum Support Vector Machines. Finally, we have explained that quantum active learning techniques might help provide guarantees on the robustness of a classical training set.
- The usefulness of the technique in this area relies heavily on the problem having a low-rank nature, which can also be exploited by classical algorithms. Consequently, we have also indicated how our algorithm may be dequantized, and thus implemented in a classical computer, with a polynomial slowdown.
- These points illustrate that the problems we aim to target with quantum linear algebra techniques should be chosen carefully, as generic speedups are often polynomial and not exponential. Consequently, their usefulness will depend more strongly on the error correction overhead.


## Chapter 4

## Quantum Chemistry


#### Abstract

The program that Fredkin is always pushing, about trying to find a computer simulation of physics, seems to me to be an excellent program to follow out... And I'm not happy with all the analyses that go with just the classical theory, because nature isn't classical, dammit, and if you want to make a simulation of nature, you'd better make it quantum mechanical, and by golly it's a wonderful problem, because it doesn't look so easy.


Richard P. Feynman, Simulating Physics with Computers

### 4.1. Objectives

- Understand the most common classical ab-initio chemistry techniques.
- Building on the quantum walk and linear algebra techniques explained in previous chapters describe the available Hamiltonian simulation techniques, as well as the tradeoffs present in this and other algorithmic choices.
- Benchmark the different Hamiltonian simulation techniques.
- Describe a problem where quantum phase estimation might be applied, and provide rigorous cost estimates.


### 4.2. Introduction

As indicated in the quote, one of the most promising problems to which one can apply quantum computing is the study of quantum systems, interesting for basic
science purposes but also for the chemical and material science industries. The reason quantum computing is so well suited for chemical problems is that quantum states can be represented exactly on a quantum computer, and the evolution of (closed) systems is unitary and relatively efficient to implement.

In this chapter, we will explore algorithms tailored for this research area. Quantum phase estimation will in particular stand a key role in these algorithms and will make use of Hamiltonian simulation as a key subroutine. While quantum phase estimation allows to efficiently compute the energy corresponding to an eigenstate, preparing the corresponding ground state is often hard. Consequently, this chapter is divided into three main sections: the first section reviews basic classical algorithms for quantum algorithms; the second explains Hamiltonian simulation and its application to quantum phase estimation; and finally, the third introduces different quantum state preparation techniques.

### 4.3. Classical quantum chemistry

### 4.3.1. Hartree-Fock

The Hartree-Fock procedure is considered a basic step in the calculation of an approximation to the ground state, and a stepping stone for more complex procedures afterward. The quantum chemistry problems we are interested in assume access to the molecular Hamiltonian. Let $\eta$ and $L$ represent the number of electrons and nuclei, respectively, indexed by $i$ and $\ell$, and at positions $r_{i}$ and $R_{\ell}$. Let also $Z_{\ell}$ and $m_{\ell}$ be the charge and mass of nuclei $\ell$. Knowing that each particle has kinetic energy and that there is a Coulomb potential between charged particles, we can write the molecular Hamiltonian as

$$
\begin{equation*}
H=\underbrace{-\sum_{i=1}^{\eta} \frac{\nabla_{i}^{2}}{2 m_{e}}}_{T}-\underbrace{\sum_{i=1}^{\eta} \sum_{\ell=1}^{L} \frac{Z_{\ell}}{\left\|R_{\ell}-r_{i}\right\|}}_{U}+\underbrace{\sum_{\substack{i \neq j \\ i, j=1}}^{\eta} \frac{1}{2} \frac{1}{\left\|r_{i}-r_{j}\right\|}}_{V} \underbrace{\sum_{\ell=1}^{L} \frac{\nabla_{\ell}^{2}}{2 m_{\ell}}}_{T_{\text {nuclei }}}+\underbrace{\sum_{\substack{\ell \neq k \\ \ell, k=1}}^{L} \frac{1}{2} \frac{Z_{\ell} Z_{\kappa}}{\left\|R_{\ell}-R_{\kappa}\right\|}}_{V_{\text {nuclei }}} . \tag{4.1}
\end{equation*}
$$

We want to solve the Schrödinger equation, $H|\psi\rangle=E|\psi\rangle$, and find both $|\psi\rangle$ and $E$. However, this problem is very complicated, so we will make a series of approximations. The first such approximation is the so-called Born-Oppenheimer approximation: since the mass of the nuclei is much larger than the mass of the electrons $m_{\ell} \gg m_{e}$, we can decouple the degrees of freedom of the nuclei from the rest of the wave function, and
analyze them classically [48]. With this approximation, the molecular Hamiltonian (4.1) is reduced to the electronic Hamiltonian:

$$
\begin{equation*}
H=T+U+V \tag{4.2}
\end{equation*}
$$

with $T, V$, and $U$ defined above as the kinetic, potential, and external potential operators. We also define the one-body term $h=T+U$, leaving $V$ as the two-body component. Additionally, the Hartree-Fock procedure approximates the wave function of the electrons as a product of disentangled wave functions for each electron, with the characteristic antisymmetrization of fermionic wavefunctions

$$
|\psi\rangle=\frac{1}{\sqrt{\eta!}} \sum_{\sigma \in S_{\eta}} \operatorname{sgn}(\sigma)\left|\phi_{\sigma(1)}\right\rangle \otimes \ldots \otimes\left|\phi_{\sigma(\eta)}\right\rangle=\frac{1}{\sqrt{\eta!}}\left|\begin{array}{cccc}
\phi_{1}\left(\boldsymbol{x}_{1}\right) & \phi_{1}\left(\boldsymbol{x}_{2}\right) & \ldots & \phi_{1}\left(\boldsymbol{x}_{\eta}\right)  \tag{4.3}\\
\phi_{2}\left(\boldsymbol{x}_{1}\right) & \phi_{2}\left(\boldsymbol{x}_{2}\right) & \ldots & \phi_{2}\left(\boldsymbol{x}_{\eta}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\phi_{\eta}\left(\boldsymbol{x}_{1}\right) & \phi_{\eta}\left(\boldsymbol{x}_{2}\right) & \ldots & \phi_{\eta}\left(\boldsymbol{x}_{\eta}\right)
\end{array}\right| .
$$

The latter form gives such wavefunction the name of Slater determinant, and since there is no entanglement, the Hartree-Fock procedure is referred to as a mean-field approach. To simplify the notation, we will use $|i\rangle:=\left|\phi_{i}\right\rangle$, and will also variationally enforce this basis functions to be orthogonal $\langle i \mid j\rangle=\delta_{i, j}$.

We want to compute the energy of this wavefunction,

$$
\begin{equation*}
E=\langle\psi| H|\psi\rangle=\int \psi^{\dagger}(\boldsymbol{r}) H \psi(\boldsymbol{r}) d \boldsymbol{r} \tag{4.4}
\end{equation*}
$$

Since the wavefunctions of individual electrons are disentangled, we can compute the one-electron one-body Hamiltonian matrix elements on individual orbitals,

$$
\begin{equation*}
\langle p| h(1)|q\rangle=\int d \boldsymbol{x} \phi_{p}^{\dagger}(\boldsymbol{x})\left(\frac{\nabla^{2}}{2}+\sum_{\ell=1}^{L} \frac{Z_{\ell}}{\left\|R_{\ell}-r\right\|}\right) \phi_{q}(\boldsymbol{x}) \tag{4.5}
\end{equation*}
$$

where $\boldsymbol{x}=(r, \sigma)$ for $\sigma$ the spin and $r_{i}$ the spatial coordinates. Similarly, the two-electron two-body term matrix elements might be written as

$$
\begin{equation*}
\langle p q| V(2)|r s\rangle=\frac{1}{2} \int d \boldsymbol{x}_{1} d \boldsymbol{x}_{2} \phi_{p}^{\dagger}\left(\boldsymbol{x}_{1}\right) \phi_{q}^{\dagger}\left(\boldsymbol{x}_{2}\right)\left(\frac{1}{\left\|r_{1}-r_{2}\right\|}\right) \phi_{r}\left(\boldsymbol{x}_{1}\right) \phi_{s}\left(\boldsymbol{x}_{2}\right) \tag{4.6}
\end{equation*}
$$

This last integral form is written by chemists in notation $[p r \mid q s]$, in contrast to physicists' notation of $\langle p q \mid r s\rangle$.

Overall, the Hartree-Fock energy is obtained by minimizing $\langle\psi| H|\psi\rangle$ subject to the orthogonality constraints we mentioned. From this procedure, we obtain [234, Eq. 2.110],

$$
\begin{equation*}
E_{H F}=\sum_{p=1}^{\eta}\langle p| h|p\rangle+\sum_{p>q}^{\eta}[p p \mid q q]-\sum_{p>q}^{\eta}[p q \mid q p] . \tag{4.7}
\end{equation*}
$$

Since $\phi^{\dagger}(\boldsymbol{x}) \phi(\boldsymbol{x}) d \boldsymbol{r}$ represents a probability density, the first term makes sense as the weighted average of the one-body Hamiltonian term when the electron is in orbital $\phi_{i}$. Similarly, the term called Coulomb term

$$
\begin{equation*}
[p p \mid q q]=\frac{1}{2} \int d \boldsymbol{x}_{1} d \boldsymbol{x}_{2} \phi_{p}^{\dagger}\left(\boldsymbol{x}_{1}\right) \phi_{p}\left(\boldsymbol{x}_{1}\right)\left(\frac{1}{\left\|r_{1}-r_{2}\right\|}\right) \phi_{q}^{\dagger}\left(\boldsymbol{x}_{2}\right) \phi_{q}\left(\boldsymbol{x}_{2}\right) \tag{4.8}
\end{equation*}
$$

can also be interpreted as a two-variable expected value, in integral form. Finally, the 'exchange' term

$$
\begin{equation*}
[p q \mid q p]=\frac{1}{2} \int d \boldsymbol{x}_{1} d \boldsymbol{x}_{2} \phi_{p}^{\dagger}\left(\boldsymbol{x}_{1}\right) \phi_{q}\left(\boldsymbol{x}_{1}\right)\left(\frac{1}{\left\|r_{1}-r_{2}\right\|}\right) \phi_{q}^{\dagger}\left(\boldsymbol{x}_{2}\right) \phi_{p}\left(\boldsymbol{x}_{2}\right) \tag{4.9}
\end{equation*}
$$

arises from the antisymmetry of the Hartree-Fock wave function, but has no classical meaning associated. Other terms are canceled out by orthonormality of the molecular wavefunctions $|\phi\rangle$.

Next, we separate the spin from the spatial part of the wavefunction. For example, $\phi_{i}(\boldsymbol{x}) d \boldsymbol{x}=\varphi_{i}(\boldsymbol{r}) \sigma(\omega) d \boldsymbol{r} d \omega$. This will lead, for example, to decomposing

$$
\begin{equation*}
\langle p| h|q\rangle=\int d \omega \sigma_{p}(\omega) \sigma_{q}(\omega) \int d \boldsymbol{r} \varphi_{p}^{\dagger}(\boldsymbol{r}) \varphi_{q}(\boldsymbol{r})=:\left[\int d \omega \sigma_{p}^{\dagger}(\omega) \sigma_{q}(\omega)\right](p|h| q) \tag{4.10}
\end{equation*}
$$

where $(i|h| j)$ denotes the spatial integral. Similarly,

$$
\begin{array}{r}
{[p r \mid q s]:=\frac{1}{2} \int d \boldsymbol{x}_{1} d \boldsymbol{x}_{2} \phi_{p}^{\dagger}\left(\boldsymbol{x}_{1}\right) \phi_{r}\left(\boldsymbol{x}_{1}\right)\left(\frac{1}{\left\|r_{1}-r_{2}\right\|}\right) \phi_{q}^{\dagger}\left(\boldsymbol{x}_{2}\right) \phi_{s}\left(\boldsymbol{x}_{2}\right)=:}  \tag{4.11}\\
{\left[\int d \omega_{1} \sigma_{p}^{\dagger}\left(\omega_{1}\right) \sigma_{r}\left(\omega_{1}\right)\right]\left[\int d \omega_{2} \sigma_{q}^{\dagger}\left(\omega_{2}\right) \sigma_{s}\left(\omega_{2}\right)\right](p r \mid q s)}
\end{array}
$$

where rounded brackets indicate the spatial component,

$$
\begin{equation*}
(p r \mid q s):=\frac{1}{2} \int d \boldsymbol{r}_{1} d \boldsymbol{r}_{2} \varphi_{p}^{\dagger}\left(\boldsymbol{r}_{1}\right) \varphi_{r}\left(\boldsymbol{r}_{1}\right)\left(\frac{1}{\left\|r_{1}-r_{2}\right\|}\right) \varphi_{q}^{\dagger}\left(\boldsymbol{r}_{2}\right) \varphi_{s}\left(\boldsymbol{r}_{2}\right) \tag{4.12}
\end{equation*}
$$

This can be further simplified by taking into account that

$$
\begin{equation*}
\int d \omega \sigma_{p}(\omega) \sigma_{q}(\omega)=\delta_{\sigma_{p}, \sigma_{q}} . \tag{4.13}
\end{equation*}
$$

The terms $\langle p| h|p\rangle$ and $[p p \mid q q]$ will consequently always survive, but the exchange term may not, depending on the spin of $|p\rangle$ and $|q\rangle$ involved.

Overall, the Hartree-Fock Hamiltonian acting on a molecular orbital $|i\rangle$ can be written as

$$
\begin{equation*}
H\left|\phi_{i}\left(\boldsymbol{x}_{1}\right)\right\rangle=h\left(\boldsymbol{x}_{1}\right) \phi_{i}\left(\boldsymbol{x}_{1}\right)+\sum_{j \neq i} \underbrace{\int d \boldsymbol{x}_{2} \frac{\left|\phi_{j}\left(\boldsymbol{x}_{2}\right)\right|^{2}}{\left|r_{2}-r_{1}\right|}}_{J_{j}\left(\boldsymbol{x}_{1}\right)} \phi_{i}\left(\boldsymbol{x}_{1}\right)-\sum_{j \neq i} \underbrace{\int d \boldsymbol{x}_{2} \frac{\phi_{j}^{\dagger}\left(\boldsymbol{x}_{2}\right) \phi_{i}\left(\boldsymbol{x}_{2}\right)}{\left|r_{2}-r_{1}\right|}}_{K_{j}\left(\boldsymbol{x}_{1}\right)} \phi_{j}\left(\boldsymbol{x}_{1}\right) . \tag{4.14}
\end{equation*}
$$

This is called the Fock operator [234, Eq. 3.16]

$$
\begin{equation*}
f(\boldsymbol{x})=h(\boldsymbol{x})+\sum_{j}\left(J_{j}(\boldsymbol{x})-K_{j}(\boldsymbol{x})\right) \tag{4.15}
\end{equation*}
$$

and leads to the eigenvalue equation that determines the Hartree Fock energy [234, Eq. 3.17]

$$
\begin{equation*}
f(\boldsymbol{x}) \phi_{i}(\boldsymbol{x})=\epsilon_{i} \phi_{i}(\boldsymbol{x}) . \tag{4.16}
\end{equation*}
$$

If we solve this equation, then $E_{H F}=\frac{1}{2}\left(\sum_{i} \epsilon_{i}+\langle i| h|i\rangle\right) \neq \sum_{i} \epsilon_{i}$. The reason is that, defining $J_{i, j}=\langle i| J_{j}|i\rangle=[j j \mid i i]$ and $K_{i, j}=\langle i| K_{j}|i\rangle=[j i \mid i j]$,

$$
\begin{equation*}
\sum_{i} \epsilon_{i}=\sum_{i}\langle i| h|i\rangle+\sum_{i, j}\left(J_{i, j}-K_{i, j}\right) \neq \sum_{i}\langle i| h|i\rangle+\sum_{i>j}\left(J_{i, j}-K_{i, j}\right)=E_{H F}, \tag{4.17}
\end{equation*}
$$

so by directly adding the individual orbital energies $\epsilon_{i}$, we would be double-counting the interaction between electrons in those molecular orbitals.

Without adding more structure to the orbitals, (4.16) is a complicated integrodifferential equation. For this reason, Roothaan proposed decomposing each molecular orbital $\left|\phi_{i}\right\rangle$ as a linear combination of atomic orbitals [210]:

$$
\begin{equation*}
\phi_{i}=\sum_{\mu} C_{\mu, i} \tilde{\phi}_{\mu} \tag{4.18}
\end{equation*}
$$

where $\left\{\tilde{\phi}_{\mu}\right\}$ are the basis of non-orthogonal atomic orbitals. Then, defining the Fock matrix in this new basis as

$$
\begin{equation*}
F_{\mu, \nu}=\int d \boldsymbol{x} f(\boldsymbol{x}) \tilde{\phi}_{\mu}^{\dagger}(\boldsymbol{x}) \tilde{\phi}_{\nu}(\boldsymbol{x}) \tag{4.19}
\end{equation*}
$$

```
Algorithm 16 Hartree-Fock procedure
    Input: Access to the electronic Hamiltonian (4.2).
    Output: Molecular orbitals \(\left\{\phi_{i}\right\}\) and their energies \(\epsilon_{i}\).
    Initialize the overlap matrix of atomic orbitals \(S_{\mu, \nu}\).
    Guess initial Molecular Orbital coefficients \(C_{\mu, i}\).
    while \(C_{\mu, i}\) has not converged do:
        Form the Fock matrix \(F_{\mu, \nu}\). \(\triangleright\) Requires computing \(f(\boldsymbol{x})\)
        Solve the generalized eigenvalue equation (4.21) and find \(C_{\mu, i}\).
    end while
```

and the orbital overlap matrix as

$$
\begin{equation*}
S_{\mu, \nu}=\int d \boldsymbol{x} \tilde{\phi}_{\mu}^{\dagger}(\boldsymbol{x}) \tilde{\phi}_{\nu}(\boldsymbol{x}) \tag{4.20}
\end{equation*}
$$

we rewrite (4.16) as [234, Eq. 3.35]

$$
\begin{equation*}
\sum_{\nu} F_{\mu, \nu} C_{\nu, i}=\epsilon_{i} \sum_{\nu} S_{\mu, \nu} C_{\nu, i} \Rightarrow F C=S C \epsilon \tag{4.21}
\end{equation*}
$$

A key aspect to note is that the Fock matrix will depend on the molecular orbitals through $f(\boldsymbol{x})$, but finding these coefficients requires solving (4.21). For this reason, we resort to a self-consistent procedure to generate molecular orbitals and solve the Hartree-Fock equation. From this algorithm, the costliest step is computing the Fock operator $f(\boldsymbol{x})$ which involves up to $O\left(N^{4}\right)$ molecular orbital integrals, due to the 4 indices in (4.8) and (4.9). This can be reduced to $O\left(N^{3}\right)$ using density-fitting approximations [253], or if the size of the system is large enough, neglecting coefficients of far apart atomic orbital integrals leads to $O\left(N^{2}\right)$. Finally, a technique called 'fast multipole' methods may bring that complexity down to $O(N)$ in the latter case [107].

### 4.3.2. Density Functional Theory

In the previous section, we studied how a disentangled wave function allows us to approximate the ground state and energy. The problem with wave functions, however, is that since they have to model $\eta$ fermions, their dimension will scale as $\mathbb{C}^{3 \eta}$, making it difficult to represent large systems accurately.

A possible alternative is to use the density functional

$$
\begin{align*}
n(\boldsymbol{r}) & =\int d \boldsymbol{r}_{1} \ldots d \boldsymbol{r}_{\eta} \psi^{\dagger}\left(\boldsymbol{r}_{1}, \ldots, \boldsymbol{r}_{\eta}\right)\left(\delta\left(\boldsymbol{r}-\boldsymbol{r}_{1}\right)+\ldots \delta\left(\boldsymbol{r}-\boldsymbol{r}_{\eta}\right)\right) \psi\left(\boldsymbol{r}_{1}, \ldots, \boldsymbol{r}_{\eta}\right)  \tag{4.22}\\
& =\eta \int d \boldsymbol{r}_{2} \ldots d \boldsymbol{r}_{\eta}\left|\psi\left(\boldsymbol{r}, \boldsymbol{r}_{2}, \ldots, \boldsymbol{r}_{\eta}\right)\right|^{2}
\end{align*}
$$

as a basic function to model the system, since its dimension will only be $\mathbb{R}^{3}$. Note that this density functional is different from the probability density $\rho(r)=\psi^{\dagger} \psi$. However, is the density functional a good 'basic variable' to model chemical properties in which we might be interested? In a breakthrough article in 1964, Hohenberg and Kohn proved two theorems that answered positively this question [122].

Theorem 2 (Hohenberg and Kohn) In any many-body system interacting under an electronic Hamiltonian, there is a one-to-one relation between the ground state electronic density $n_{0}(\boldsymbol{r})$ and the external potential $U$ up to a constant.

The proof is carried out by reductio ad absurdum. Let us suppose that we have two external potentials $U^{(1)}$ and $U^{(2)}$, which necessarily lead to different ground states $\psi^{(1)}$ and $\psi^{(2)}$ but the same ground-state electronic density $n_{0}(\boldsymbol{r})$. Since we have stated they are the ground state, we have ${ }^{1}$

$$
\begin{align*}
E^{(1)}=\left\langle\psi^{(1)}\right| H^{(1)}\left|\psi^{(1)}\right\rangle<\left\langle\psi^{(2)}\right| H^{(1)}\left|\psi^{(2)}\right\rangle & =\left\langle\psi^{(2)}\right| H^{(2)}\left|\psi^{(2)}\right\rangle-\left\langle\psi^{(2)}\right| H^{(1)}-H^{(2)}\left|\psi^{(2)}\right\rangle= \\
& =E^{(2)}-\int d \boldsymbol{r}\left(U^{(1)}-U^{(2)}\right) n_{0}(\boldsymbol{r}) . \tag{4.23}
\end{align*}
$$

Similarly, we can find that

$$
\begin{equation*}
E^{(2)}<E^{(1)}-\int d \boldsymbol{r}\left(U^{(2)}-U^{(1)}\right) n_{0}(\boldsymbol{r}) \tag{4.24}
\end{equation*}
$$

and adding them together we reach the conclusion that

$$
\begin{equation*}
E^{(2)}+E^{(1)}<E^{(2)}+E^{(1)}, \tag{4.25}
\end{equation*}
$$

which is a contradiction. In summary, the definition of the density functional (4.16) entails that the same wave function implies the same density functional, and in this theorem, we have shown the opposite: if we have two ground states of different Hamiltonians, then they will result in different density functionals. Consequently, there is a one-to-one relationship between density functionals and external potentials.

The second theorem introduces the energy functional:
Theorem 3 (Hohenberg and Kohn) There exists a total energy functional $E_{H K}[n]$ valid for any external potential $U$, which can be minimized with respect to the energy, and find the ground state energy $E[n]_{H K}(\boldsymbol{r})$ and density $n_{0}(\boldsymbol{r})$.

[^1]The form of this energy functional is

$$
\begin{equation*}
E_{H K}[n]=T[n]+V[n]+\int d \boldsymbol{r} U(\boldsymbol{r}) n(\boldsymbol{r})+\sum_{\ell, \kappa=1}^{L} E_{\ell, \kappa} \tag{4.26}
\end{equation*}
$$

where $\sum_{\ell, \kappa=1}^{L} E_{\ell, \kappa}$ is the nuclei-nuclei interaction energy. Since this Hohenberg-Kohn functional corresponds to the expectation value of the Hamiltonian, the energy of the ground state and the energy density can be found by minimizing the expected energy $\langle\psi| H|\psi\rangle$ via the variational principle.

$$
\begin{equation*}
\frac{\delta}{\delta n(\boldsymbol{r})}\left[E_{H K}[n]-\mu \int d \boldsymbol{r}^{\prime} n\left(\boldsymbol{r}^{\prime}\right)\right]=0 \tag{4.27}
\end{equation*}
$$

with $\mu$ a Lagrange multiplier. The first two terms, additionally, are independent of the external potential, and therefore the same for any system. As such, it is called universal functional,

$$
\begin{equation*}
F_{H K}[n]=T[n]+V[n] . \tag{4.28}
\end{equation*}
$$

However, while we know how to perform the calculation of the external potential component of the energy functional, it is not clear how to describe the kinetic and potential functionals.

To overcome this limitation, a year later Kohn and Sham proposed an ansatz that assumes that the ground state density functional $n_{0}(\boldsymbol{r})$ is equal to that of a non-interacting system, with effective (often local) potential $V_{K S}[n][147]$. For such a non-interacting system, we can take the Hartree-Fock approximation

$$
\begin{equation*}
n(\boldsymbol{r})=\sum_{i=1}^{\eta}\left|\phi_{i}(\boldsymbol{r})\right|^{2} . \tag{4.29}
\end{equation*}
$$

The kinetic functional will be defined as

$$
\begin{equation*}
T_{s}[n]=-\frac{1}{2} \sum_{i=1}^{\eta}\left\langle\phi_{i}\right| \nabla^{2}\left|\phi_{i}\right\rangle=\frac{1}{2} \sum_{i=1}^{\eta} \int d \boldsymbol{r}\left|\nabla \phi_{i}\right|^{2} . \tag{4.30}
\end{equation*}
$$

Similarly, the Hartree-Fock electron-electron energy functional can now be written as

$$
\begin{equation*}
E_{H F}[n]=\frac{1}{2} \int d \boldsymbol{r} d \boldsymbol{r}^{\prime} \frac{n(\boldsymbol{r}) n\left(\boldsymbol{r}^{\prime}\right)}{\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|} \tag{4.31}
\end{equation*}
$$

Using all of this, the energy of the Kohn-Sham model can be written as [175, Eq. 7.5]

$$
\begin{equation*}
E_{K S}[n]=T_{s}[n]+\int d \boldsymbol{r} U(\boldsymbol{r}) n(\boldsymbol{r})+E_{H F}[n]+\sum_{\ell, \kappa=1}^{L} E_{\ell, \kappa}+E_{x c}[n], \tag{4.32}
\end{equation*}
$$

where $E_{x c}[n]$ is called the exchange-correlation functional because it captures the remaining correlation and exchange interaction that the non-interacting kinetic and potential functionals do not. Formally,

$$
\begin{equation*}
E_{x c}[n]=F_{H K}[n]-\left(T_{s}[n]+E_{H F}[n]\right)=\langle T\rangle-T_{s}[n]+\langle V\rangle-E_{H F} . \tag{4.33}
\end{equation*}
$$

In practice, we will use different parameterized functionals, depending on the computational budget, precision, and use case. To minimize the overall energy we can use the variational principle

$$
\begin{equation*}
\frac{\delta E_{K S}[n]}{\delta \phi_{i}^{\dagger}(\boldsymbol{r})}=\frac{\delta T_{s}}{\delta \phi_{i}^{\dagger}(\boldsymbol{r})}+\left[\frac{\delta\langle U\rangle}{\delta n(\boldsymbol{r})}+\frac{E_{H F}[n]}{\delta n(\boldsymbol{r})}+\frac{\delta E_{x c}[n]}{\delta n(\boldsymbol{r})}\right] \frac{\delta n(\boldsymbol{r})}{\delta \phi_{i}^{\dagger}(\boldsymbol{r})}=0 \tag{4.34}
\end{equation*}
$$

subject to orthonormality of the molecular orbitals $\left\langle\phi_{i} \mid \phi_{j}\right\rangle=\delta_{i, j}$ as in the Hartree-Fock procedure. In the above equation, we also know that

$$
\begin{equation*}
\frac{\delta T_{s}[n]}{\delta \phi_{i}^{\dagger}(\boldsymbol{r})}=-\frac{1}{2} \nabla^{2} \phi_{i}(\boldsymbol{r}), \quad \frac{\delta n(\boldsymbol{r})}{\delta \phi_{i}^{\dagger}(\boldsymbol{r})}=\phi_{i}(\boldsymbol{r}), \quad \frac{\delta\langle U\rangle}{\delta n(\boldsymbol{r})}=U(\boldsymbol{r}) . \tag{4.35}
\end{equation*}
$$

Using the Lagrange multiplier method, we can obtain the Kohn-Sham Schrödinger-like equations, similar to (4.16), [175, Eq. 7.11]

$$
\begin{equation*}
H_{K S} \phi_{i}(\boldsymbol{r})=\epsilon_{i} \phi_{i} \tag{4.36}
\end{equation*}
$$

with the Kohn-Sham Hamiltonian

$$
\begin{align*}
H_{K S}=-\frac{1}{2} \nabla^{2}+V_{K S}(\boldsymbol{r}) & =-\frac{1}{2} \nabla^{2}+U(\boldsymbol{r})+\frac{\delta E_{H F}[n]}{\delta n(\boldsymbol{r})}+\frac{\delta E_{x c}[n]}{\delta n(\boldsymbol{r})}  \tag{4.37}\\
= & -\frac{1}{2} \nabla^{2}+U(\boldsymbol{r})+V_{H F}[n](\boldsymbol{r})+V_{x c}[n](\boldsymbol{r})
\end{align*}
$$

Equation (4.36) is solved by a self-consistent procedure similar to the Hartree-Fock method Algorithm 16, and therefore has similar complexity, $O\left(N^{3}\right)$ if we use density
fitting techniques [253]. In this equation, the electron-electron potential functional is

$$
\begin{equation*}
V_{H F}[n](\boldsymbol{r}):=\frac{\delta E_{H F}[n]}{\delta n(\boldsymbol{r})}=\frac{1}{2} \int d \boldsymbol{r}^{\prime} \frac{n\left(\boldsymbol{r}^{\prime}\right)}{\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|}, \tag{4.38}
\end{equation*}
$$

and $V_{x c}[n]$ is a parametrized functional, taken of the form

$$
\begin{equation*}
V_{x c}[n](\boldsymbol{r})=\frac{\delta E_{x c}[n](\boldsymbol{r})}{\delta n(\boldsymbol{r})} \tag{4.39}
\end{equation*}
$$

The exchange-correlation functional $E_{x c}[n](\boldsymbol{r})$ can be written in a similar way as

$$
\begin{equation*}
E_{x c}[n]=\int d \boldsymbol{r} n(\boldsymbol{r}) \epsilon_{x c}([n], \boldsymbol{r}), \tag{4.40}
\end{equation*}
$$

with $\epsilon_{x c}$ an energy density per electron at point $\boldsymbol{r}$, which depends only on the electronic density. It is common to break up the correlation and exchange functionals:

$$
\begin{align*}
V_{x c}[n](\boldsymbol{r}) & =\epsilon_{x c}[n](\boldsymbol{r})+n(\boldsymbol{r}) \frac{\partial \epsilon_{x c}[n](\boldsymbol{r})}{\partial n(\boldsymbol{r})} \\
& =\epsilon_{x}[n](\boldsymbol{r})+n(\boldsymbol{r}) \frac{\partial \epsilon_{x}[n](\boldsymbol{r})}{\partial n(\boldsymbol{r})}+\epsilon_{c}[n](\boldsymbol{r})+n(\boldsymbol{r}) \frac{\partial \epsilon_{c}[n](\boldsymbol{r})}{\partial n(\boldsymbol{r})} . \tag{4.41}
\end{align*}
$$

There are many exchange-correlation functionals according to complexity or accuracy. The simplest is called local (spin) density approximation (LSDA), which depends uniquely on the (spin) density $n(\boldsymbol{r})$. For example, based on the uniform electron gas, Dirac proposed the Slater exchange functionals [88]

$$
\begin{equation*}
\epsilon_{x}^{\mathrm{LDA}}[n]=-c_{x} n^{1 / 3}(\boldsymbol{r}) ; \quad \epsilon_{x}^{\mathrm{LSDA}}[n]=-2^{-1 / 3} c_{x}\left(n_{\uparrow}^{1 / 3}(\boldsymbol{r})+n_{\downarrow}^{1 / 3}(\boldsymbol{r})\right), \tag{4.42}
\end{equation*}
$$

for a constant $c_{x}$. A further step in complexity is the Generalized Gradient Approximation (GGA) functionals that depend on $\nabla n(\boldsymbol{r})$ too, such as [27]

$$
\begin{equation*}
\epsilon_{x}^{\mathrm{B} 88}=\epsilon_{x}^{\mathrm{LDA}}-\frac{\beta n^{1 / 3}(\boldsymbol{r})}{1+6 \beta x \sinh ^{-1} x}, \quad x=\frac{|\nabla n(\boldsymbol{r})|}{n^{4 / 3}(\boldsymbol{r})} ; \tag{4.43}
\end{equation*}
$$

or even Meta-GGA, with dependence on $\nabla^{2} n(\boldsymbol{r})$.
The most accurate functionals currently in use are hybrid functionals introduced by Becke in 1993, [29]. Inspired by the adiabatic theorem, his idea was to assume one can use annealing over the Hamiltonian

$$
\begin{equation*}
H_{\lambda}=T+U(\lambda)+\lambda V, \tag{4.44}
\end{equation*}
$$

where $U(\lambda)$ is adjusted to ensure that $n(\boldsymbol{r})$ is constant. At $\lambda=0$ we get the noninteracting Hartree-Fock limit, while at $\lambda=1$ we recover the interacting Hamiltonian. Annealing, we take

$$
\begin{equation*}
E_{x c}[n]=\int_{0}^{1} d \lambda\langle\psi| V_{x c}(\lambda)|\psi\rangle \tag{4.45}
\end{equation*}
$$

We now make two approximations: first, that $V_{x c}(\lambda)$ is linear in $\lambda$, so

$$
\begin{equation*}
E_{x c}[n] \approx \frac{1}{2}\left(\langle\psi| V_{x c}(0)|\psi\rangle+\langle\psi| V_{x c}(1)|\psi\rangle\right) . \tag{4.46}
\end{equation*}
$$

As mentioned, Becke assumed that $\langle\psi| V_{x c}(0)|\psi\rangle=E_{x}^{\mathrm{HF}}[n]$ is the Hartree-Fock exchange functional, and in the non-interacting limit the correlation is 0 . His second approximation was to take $\langle\psi| V_{x c}(1)|\psi\rangle \approx E_{x c}^{\mathrm{LDA}}[n]$. Overall, the hybrid functional mixes Hartree-Fock and LDA functionals

$$
\begin{equation*}
E_{x c}^{\mathrm{Becke}}[n]=\frac{1}{2}\left(H_{x}^{H F}[n]+E_{x c}^{\mathrm{LDA}}[n]\right) . \tag{4.47}
\end{equation*}
$$

One may also choose GGA or meta-GGA functionals instead of LDA. This led to the B3LYP, the most widely used functional nowadays [227]

$$
\begin{equation*}
\epsilon_{x c}^{\mathrm{B} 3 \mathrm{LYP}}=(1-a) \epsilon_{x}^{\mathrm{LSDA}}+a E_{x}^{\mathrm{HF}}+b \Delta \epsilon_{x}^{\mathrm{B} 88}+(1-c) \epsilon_{c}^{\mathrm{VWN}}+c \epsilon_{c}^{\mathrm{LYP}}, \tag{4.48}
\end{equation*}
$$

where $a, b$ and $c$ are constants, $\epsilon_{c}^{\mathrm{VWN}}$ is the correlation functional of [248] of type LSDA, $\epsilon_{c}^{\mathrm{LYP}}$ the correlation functional from [157] of type GGA, and $\Delta \epsilon_{x}^{\mathrm{B} 88}$ the gradient correction of the B88 GGA exchange functional [27, 28]. Finally, it is worth mentioning that 'double hybrid' functionals exist, which include an MP2 (Møller-Plesset to second order [184]) term, or in other words, perturbation theory of the Hartree-Fock solution. There have also been attempts to use machine learning to model the exchangecorrelation functional [139] in especially challenging situations. More information on density functional theory can be found in chapters 6-8 of Martin's book [175].

### 4.3.3. Coupled-Cluster

In the previous subsection, we have studied Density Functional Theory, which adds a parametrized exchange-correlation functional ansatz that should be able to capture energy corrections that the Hartree-Fock self-consistent procedure is not capable of obtaining. However, being an ansatz, even if in practice they can be very precise, they often come without much accuracy warranty. For this reason, we will come back to the wave function as a basic variable, and explain a post-Hartree-Fock method that is very
precise: the Coupled-Cluster method. As we will see, this method is also the basis for the Unitary Coupled-Cluster ansatz used for the Variational Quantum Eigensolver.

The basic idea of the Coupled Cluster procedure is to expand the wave function as excitations of the Hartree-Fock state $\left|\phi_{0}\right\rangle$ :

$$
\begin{equation*}
\left|\phi_{\mathrm{CC}}\right\rangle=e^{S}\left|\phi_{0}\right\rangle, \tag{4.49}
\end{equation*}
$$

for a normal operator $S$. If $S$ consists of a sum $T$ of fermionic excitation operators of occupied orbitals and annihilation of virtual orbitals, then this flavor of Coupled Cluster is called Traditional Coupled-Cluster:

$$
\begin{equation*}
T=\sum_{k} T_{k}, \quad T_{k}=\frac{1}{(k!)^{2}} \sum_{i_{1}<\ldots<i_{k}}^{\text {occ }} \sum_{a_{1}<\ldots<a_{k}}^{\text {vir }} t_{1_{1} \ldots i_{k}}^{a_{1} \ldots a_{k}} a_{a_{1}}^{\dagger} \ldots a_{a_{k}}^{\dagger} a_{i_{1}} \ldots a_{i_{k}}, \tag{4.50}
\end{equation*}
$$

with the $a_{i_{j}}$ and $a_{i_{j}}^{\dagger}$ fermionic annihilation and creation operators, and $t_{i_{1} \ldots i_{k}}^{a_{1} \ldots a_{k}}$ the amplitudes we have to fix. We will also use the notation

$$
\begin{equation*}
\hat{\tau}_{i_{1} \ldots i_{k}}^{a_{1} \ldots}=a_{a_{1}}^{\dagger} \ldots a_{a_{k}}^{\dagger} a_{i_{1}} \ldots a_{i_{k}} . \tag{4.51}
\end{equation*}
$$

If we consider up to order $\eta$ operators $T_{k}$, we will reconstruct the Full Configuration Interaction wave function, which takes into account all possible excitations from the Hartree-Fock Slater determinant. A clear advantage of Coupled-Cluster over other methods is its preservation of size consistency, meaning that if we have two disentangled subsystems, $\left|\phi_{A}\right\rangle$ and $\left|\phi_{B}\right\rangle$, the joint Coupled-Cluster exponential operator

$$
\begin{equation*}
e^{S_{A}+S_{B}}\left|\phi_{A}\right\rangle\left|\phi_{B}\right\rangle=e^{S_{A}}\left|\phi_{A}\right\rangle \otimes e^{S_{B}}\left|\phi_{B}\right\rangle, \tag{4.52}
\end{equation*}
$$

and the energy of the joint system will be the sum of the energy of the subsystems.
There are two main ways to use Coupled-Cluster in chemistry problems. The first is the projective approach, based on

$$
\begin{equation*}
H e^{S}\left|\phi_{0}\right\rangle=E e^{S}\left|\phi_{0}\right\rangle \tag{4.53}
\end{equation*}
$$

We can project the previous equation into

$$
\begin{equation*}
\left\langle\phi_{0}\right| \hat{\tau}_{i_{1} \ldots i_{k}}^{a_{1} \ldots a_{k}}=\left\langle\phi_{i_{1} \ldots i_{j}}^{a_{1} \ldots a_{j}}\right|, \tag{4.54}
\end{equation*}
$$

as well as into the Slater determinant $\left\langle\phi_{0}\right|$. From the projection, we get the following set of equations, called 'unlinked' [8]

$$
\begin{align*}
\left\langle\phi_{0}\right| H e^{T}\left|\phi_{0}\right\rangle & =E\left\langle\phi_{0}\right| e^{T}\left|\phi_{0}\right\rangle=E,  \tag{4.55}\\
\left\langle\phi_{i_{1} \ldots i_{j}}^{a_{1} \ldots a_{j}}\right| H e^{T}\left|\phi_{0}\right\rangle & =E\left\langle\phi_{i_{1} \ldots i_{j}}^{a_{1}}\right| e^{T}\left|\phi_{0}\right\rangle . \tag{4.56}
\end{align*}
$$

We can expand the first expression

$$
\begin{align*}
\left\langle\phi_{0}\right| H\left|\phi_{\mathrm{CC}}\right\rangle & =\underbrace{\left\langle\phi_{0}\right| H\left|\phi_{0}\right\rangle}_{E_{H F}}+\underbrace{\left\langle\phi_{0}\right| H T_{1}\left|\phi_{0}\right\rangle}_{0}+\underbrace{\left\langle\phi_{0}\right| H\left(T_{2}+\frac{1}{2} T_{1}^{2}\right)\left|\phi_{0}\right\rangle}_{\neq 0}  \tag{4.57}\\
& +\underbrace{\left\langle\phi_{0}\right| H\left(T_{3}+T_{2} T_{1}+\frac{1}{6} T_{1}^{3}\right)\left|\phi_{0}\right\rangle+\ldots}_{0}
\end{align*}
$$

The fact that $\left\langle\phi_{0}\right| H T_{1}\left|\phi_{0}\right\rangle=0$ is due to the Brillouin theorem. By the definition of the molecular orbitals in the Hartree-Fock procedure,

$$
\begin{equation*}
\left\langle\phi_{0}\right| H T_{1}\left|\phi_{0}\right\rangle=\sum_{i} \sum_{a}\left\langle\phi_{0}\right| H\left|\phi_{i}^{a}\right\rangle=\langle a| h|i\rangle+\sum_{b}\langle a| J_{j}-K_{j}|i\rangle, \tag{4.58}
\end{equation*}
$$

which is an off-diagonal matrix element and, since the Hartree-Fock procedure precisely aims to diagonalize the Fock matrix on the basis of molecular orbitals, it vanishes. Operators with 3 or more also vanish due to Slater-Condon rules: the Hamiltonian operator can only de-excite up to 2 orbitals, so the molecular orbitals being orthonormal, this leads to a non-vanishing contribution from only the $0^{\text {th }}$ and $2^{\text {nd }}$ orders. While only $T_{1}$ and $T_{2}$ contribute to the energy, these operators might in turn depend on other excitation terms $T_{i}$ for $i>2 .{ }^{2}$

An alternative set of equations is the set of 'linked' couple cluster equations:

$$
\begin{align*}
\left\langle\phi_{0}\right| e^{-T} H e^{T}\left|\phi_{0}\right\rangle & =E,  \tag{4.59}\\
\left\langle\phi_{i_{1} \ldots i_{j}}^{a_{1}}\right| e^{-T} H e^{T}\left|\phi_{0}\right\rangle & =0 . \tag{4.60}
\end{align*}
$$

We can expand the similarity transformed Hamiltonian $\bar{H}=e^{-T} H e^{T}$ as

$$
\begin{equation*}
\bar{H}=e^{-T} H e^{T}=H+[H, T]+\frac{1}{2!}[[H, T], T]+\frac{1}{3!}[[[H, T], T], T]+\ldots \tag{4.61}
\end{equation*}
$$

[^2]While for an arbitrary $S$ the expansion may not converge, if we take it as $T$ in equation (4.50), the series for the expected value is truncated at the fourth level:

$$
\begin{equation*}
\bar{H}=e^{T^{\dagger}} H e^{T}=H+[H, T]+\frac{1}{2!}[[H, T], T]+\frac{1}{3!}[[[H, T], T], T]+\frac{1}{4!}[[[[H, T], T], T], T] . \tag{4.62}
\end{equation*}
$$

The reason for this is the generalized Wick theorem (see [217, Section 3.7 and Chapter 10]), which states that for any two normal operators $A$ and $B$

$$
\begin{equation*}
[A, B]=A B-B A=(: A B:+: \widehat{A B}:)-(: B A:+: \widehat{B A}:) \tag{4.63}
\end{equation*}
$$

where : $\widehat{A B}$ : represents the sum of normal products where there is at least one contraction, and : $A B$ : the sum of normal ordered operators. In particular,

$$
\begin{equation*}
: a_{i}^{\dagger} a_{j}:=a_{i}^{\dagger} a_{j}, \quad: a_{j} a_{i}^{\dagger}:=-a_{i}^{\dagger} a_{j}, \quad \bar{a}_{i}^{\dagger} a_{j}=\delta_{i j}, \quad \bar{a}_{i} a_{j}=0=a_{i}^{\dagger} a_{j}^{\dagger} \tag{4.64}
\end{equation*}
$$

Since there is an even number of creation and annihilation operators in each $\tau$ operator [217], : AB: =: BA: Then, (4.63) tells us that,

$$
\begin{equation*}
: A B:=: B A: \quad \Rightarrow \quad[A, B]=: \overparen{A B}:-: \overparen{B A}: \tag{4.65}
\end{equation*}
$$

In other words, in our problem the commutator $[A, B]$ only depends on sums of products with at least one contraction. We also know that the different terms in any operator $T_{k}$ only contain creation operators of virtual orbitals and annihilation of occupied ones. Consequently, all contractions of operators $\hat{\tau}_{i_{1} \ldots i_{k}}^{a_{1} \ldots a_{k}}$ are 0 , and thus they commute with one another as expected. Finally, since each electronic Hamiltonian term contains up to 4 annihilation/creation operators, from the fifth order in (4.61) there will be no annihilation/creation operators in the Hamiltonian to contract, making the corresponding : $A B$ : $=0$ and leading to (4.62).

Furthermore, given $T_{k}$ defined as in (4.50),

$$
\begin{equation*}
\left\langle\phi_{0}\right| T_{i}=0, \tag{4.66}
\end{equation*}
$$

because $T_{i}$ would apply creation operators to occupied orbitals, and annihilation operators to virtual ones. Taking into account that the Hamiltonian $H$ can only de-excite up to two orbitals, we use the same Slater-Condon rule and Brillouin theorem
as above, to obtain

$$
\begin{equation*}
E=E_{H F}+\left\langle\phi_{0}\right|\left[H, T_{2}\right]\left|\phi_{0}\right\rangle+\frac{1}{2}\left\langle\phi_{0}\right|\left[\left[H, T_{1}\right], T_{1}\right]\left|\phi_{0}\right\rangle \tag{4.67}
\end{equation*}
$$

Either the 'linked' or 'unlinked' set of equations can then be solved algebraically.
Finally, it is worth mentioning that projective methods are not the only flavor of Coupled-Cluster, we also have variational methods which involve minimizing

$$
\begin{equation*}
E=\frac{\left\langle\phi_{0}\right| e^{S^{\dagger}} H e^{S}\left|\phi_{0}\right\rangle}{\left\langle\phi_{0}\right| e^{S^{\dagger}} e^{S}\left|\phi_{0}\right\rangle} . \tag{4.68}
\end{equation*}
$$

One advantage of this variational approach over the projective approach is that the recovered energy is always necessarily an upper bound of the ground-state energy. However, it is not possible to apply the same truncation that we used for the similarity transformed Hamiltonian $\bar{H}$, notice the different sign in the $e^{S^{\dagger}}$ exponential. Additionally, if $S$ is not anti-Hermitian (e.g. $S=T$ ), the denominator might also be nontrivial. To ensure $S$ is indeed Hermitian, we might instead choose $S=T-T^{\dagger}$, which leads to Unitary Coupled-Cluster. We will see that this is a very natural ansatz to implement in a quantum computer.

### 4.4. Hamiltonian simulation

In the previous section, we analyzed three classical algorithms to solve problems in quantum chemistry. We now focus on quantum algorithms. As mentioned at the beginning of the chapter, quantum computing offers two features that make it very attractive for chemistry and material science applications. First, it is capable of representing quantum systems exactly, without approximations. Second, the unitary evolution of closed quantum systems can be naturally implemented in a quantum computer. In this section, we review the problem of how to implement this evolution, under the name of Hamiltonian simulation.

Hamiltonian simulation is a key technique to solve the two most important problems in quantum chemistry: preparing the ground state of a Hamiltonian and computing its energy. Other applications include preparing and analyzing thermal and excited states. To see what we mean by Hamiltonian simulation, we start from the Schrödinger equation,

$$
\begin{equation*}
H \psi=i \hbar \frac{d}{d t} \psi \tag{4.69}
\end{equation*}
$$



Figure 4.1 Antisymmetrization circuit. Example of an antisymmetrization circuit for three electrons. The operation $C$ represents a comparison test controlled on the two registers that are being compared. The seed register (top left) is measured to post-select on the collision-free subspace. The $Z$ gates perform the phase flip when swapping two registers. At the end of the circuit, the auxiliary record qubits (bottom register) can be discarded as they are disentangled [36]. This circuit can be extended to an arbitrary number of electrons $\eta$ by increasing the size of the sorting network and adding additional auxiliary qubits for each required comparison and swap.

As our electronic Hamiltonian (4.2) is time-independent, the evolution of a quantum state $\psi$ can be modeled as

$$
\begin{equation*}
\psi(x, 0)=\sum_{n} a_{n} \psi_{E_{n}}(x) \Rightarrow \psi(x, t)=\sum_{n} a_{n} e^{-i E_{n} t / \hbar} \psi_{E_{n}}(x), \tag{4.70}
\end{equation*}
$$

where $a_{n}$ are the amplitudes, $\psi_{E_{n}}$ the eigenstates of the Hamiltonian $H$ with eigenvalues $E_{n}$. From this equation, it is clear that if $\left|a_{0}\right| \approx 1$ and we know how to implement the Hamiltonian simulation of $e^{-i H t / \hbar}$, we can use the phase estimation algorithm introduced in Chapter 3 to find $E_{0}$, the ground state energy.

### 4.4.1. Quantization and fermion to qubit mapping

First quantization. Before getting into details of how to implement Hamiltonian simulation, however, we need to decide how to represent the quantum state and Hamiltonian. The first such choice is whether to represent the state in first or second quantization, in other words, whether the logical qubits of our system will represent the state of each electron, or the occupancy of each orbital, respectively. For example, if we have $\eta$ disentangled electrons in our system, occupying orbitals $i_{1}, \ldots, i_{\eta}$, then
the corresponding first quantized quantum state is

$$
\begin{equation*}
\left.\left.\left.\sum_{\sigma \in S_{\eta}} \frac{(-1)^{\pi(\sigma)}}{\sqrt{\eta!}}\left|\phi_{\sigma\left(i_{1}\right)}\right\rangle \otimes \ldots \otimes \right\rvert\, \phi_{\sigma\left(i_{\eta}\right)}\right)\right\rangle \tag{4.71}
\end{equation*}
$$

For $N$ orbitals, we need $\eta \log _{2} N$ qubits to represent the state. Note how this state is antisymmetric, what can be achieved from $\left|\phi_{i_{1}}\right\rangle\left|\phi_{i_{2}}\right\rangle \ldots\left|\phi_{i_{\eta}}\right\rangle$ by a procedure first described in [36], and depicted in Fig. 4.1. This protocol can be carried out with minimal overhead, and fortunately only needs to be implemented once during the state preparation, because the Hamiltonian simulation operators will preserve antisymmetry throughout the algorithm.

In contrast, a second quantized state does not need to be explicitly antisymmetrized, because the creation and annihilation operators account for Fermi statistics automatically, but in contrast needs $N$ qubits for $N$ orbitals. If $N \gg \eta$, this implies that the second quantization requires more qubits to represent the state. Moreover, since we have to replicate Fermi statistics, the mapping from fermions to qubits is non-trivial: we have to keep track of occupation numbers as well as the parity.

Jordan-Wigner mapping. The Jordan-Wigner mapping represents [258]

$$
\begin{equation*}
a_{j}^{\dagger} \rightarrow Z_{1} \otimes \ldots \otimes Z_{j-1} \otimes\left(\sigma^{+}\right)_{j} \otimes \mathbf{1} \tag{4.72}
\end{equation*}
$$

for $X_{j}, Y_{j}, Z_{j}$ the Pauli operators acting on qubit $j$, and $\sigma^{+}=(X+i Y) / 2$. This means that operator $a_{j}^{\dagger}$ acts non-trivially on $j$ qubits: the first $j-1$ qubit Pauli gates record the phase, and the last Pauli operator creates a particle in qubit $j$. Using this mapping, a Hermitian operator $a_{p}^{\dagger} a_{q}+a_{q}^{\dagger} a_{p}$ is implemented as [18]

$$
a_{p}^{\dagger} a_{q}+a_{q}^{\dagger} a_{p} \mapsto \begin{cases}1-Z & p=q  \tag{4.73}\\ \frac{X_{p} \vec{Z} X_{q}+Y_{p} \vec{Z} Y_{q}}{2} & p \neq q\end{cases}
$$

where $X_{p} \vec{Z} X_{q}=X_{p} \otimes Z_{p+1} \otimes \ldots \otimes Z_{q-1} \otimes X_{q}$ with $p<q$, and similarly for $Y_{p} \vec{Z} Y_{q}$. In summary, the Jordan-Wigner mapping implies acting on up to $O(N)$ qubits per fermionic Hamiltonian operator. Extending this mapping to dimensions higher than one has been discussed in Ref. [246].

Parity mapping. The dual of the Jordan-Wigner mapping is the parity mapping, where the parity is saved in a single qubit, but the occupation number in $O(N)$ [61],

$$
\begin{equation*}
a_{j}^{\dagger} \rightarrow \mathbf{1} \otimes Z_{j-1} \otimes\left(\sigma^{+}\right)_{j} \otimes X_{j+1} \otimes \ldots \otimes X_{N} \tag{4.74}
\end{equation*}
$$

The mapping from Jordan-Wigner to parity mapping encoded states is

$$
\begin{equation*}
\left|i_{1}\right\rangle \otimes\left|i_{2}\right\rangle \otimes \ldots\left|i_{N}\right\rangle \rightarrow\left|i_{1}\right\rangle \otimes\left|i_{1} \oplus i_{2}\right\rangle \otimes \ldots \otimes\left|\bigoplus_{j=1}^{N} i_{j}\right\rangle \tag{4.75}
\end{equation*}
$$

with $\oplus$ denoting binary sum.

Bravyi-Kitaev mapping. Is there a way to avoid the $O(N)$ cost of the JordanWigner and parity mappings? The Bravyi-Kitaev encoding ensures that both parity and occupation require no more than $O\left(\log _{2} N\right)$ qubit operators [52]. First proposed for $N=2^{n}$ a power of two, it uses qubits to encode sums of occupation numbers. The mapping from the Jordan-Wigner mapping to the Bravyi-Kitaev matrix is carried out by the basis change [61]

$$
\begin{equation*}
\left|i_{1}\right\rangle \otimes\left|i_{2}\right\rangle \otimes \ldots\left|i_{N}\right\rangle \rightarrow\left|b_{1}\right\rangle \otimes\left|b_{2}\right\rangle \otimes \ldots\left|b_{N}\right\rangle, \quad b_{k}=\sum_{l=1}^{k}\left[\beta_{n}\right]_{k}^{l} i_{l}, \tag{4.76}
\end{equation*}
$$

where $\beta_{0}=(1)$ and [215]

$$
\beta_{n}=\left(\begin{array}{c|c}
\beta_{n-1} & \leftarrow 1 \rightarrow  \tag{4.77}\\
\mathbf{0} \\
\mathbf{0} & \beta_{n-1}
\end{array}\right)
$$

For example,

$$
\beta_{3}=\left(\begin{array}{llllllll}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1  \tag{4.78}\\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right) .
$$

We can check that each column of these matrices contains up to $n=\log _{2} N 1$ s, which leads to $O\left(\log _{2} N\right)$ weight creation and annihilation operators [215]. In fact, when $N$ is a power of 2 , operators $a_{j}^{\dagger}$ have weight no larger than $\log _{2} N[121]$. In exchange for faster simulations, the detailed explanation of the form of creation and annihilation operators becomes complicated and would require a large explanation, which the interested reader may instead find in Ref. [215].

For the sake of completeness, we mention that a closely related technique, called the Bravyi-Kitaev tree method, also achieves $O\left(\log _{2} N\right)$ weight for the operators. While in practice this technique retrieves higher weight operators than the Bravyi-Kitaev method, it also allows reducing the number of qubits if $N$ is not a power of $2[121] .{ }^{3}$ Other encodings include Ref. [17] based on the configuration-interaction matrix, Steudtner's method for which the number of gates to implement $a^{\dagger}$ and $a$ is independent on the number of basis functions [229, 228], and Ref. [138], whose complexity on both the number of gates and qubits is polylogarithmic in the number of basis functions. Refs. [87, 86] suggest a particularly compact mapping in the number of fermionic modes (basis functions) per qubit, and finally the proposal of Ref. [254] proposes using auxiliary qubits to restrict the mapping to local operators.

### 4.4.2. Basis choice

In addition to first or second quantization and the mapping to qubits, we have to choose a set of basis functions to generate the wave function. The two most common options are Gaussian functions and plane waves.

[^3]Gaussian functions. Gaussian functions aim to generalize the well-known hydrogen atom orbitals

$$
\begin{equation*}
\phi_{n, l, m}(r, \theta, \phi)=R_{n l}(r) Y_{l, m}(\theta, \phi), \tag{4.79}
\end{equation*}
$$

where $Y_{l, m}(\theta, \phi)$ are spherical harmonics, and the radial component is a product of Laguerre polynomials and a negative exponential term in the radius [108]. The closest choice of orbitals to emulate such behavior are Slater-type orbitals (STO),

$$
\begin{equation*}
R_{n}^{\mathrm{STO}}(r)=N r^{n-1} e^{-\zeta r}, \tag{4.80}
\end{equation*}
$$

for $N$ a normalizing term and $\zeta$ a diffuseness parameter [61]. While Slater-type orbitals can be used as a basis and have the advantage of correct asymptotic behavior, computing the corresponding Hamiltonian integrals we saw in Section 4.3.1 must be done numerically because no analytical solutions are known. Instead, for simplicity Gaussian-type orbitals (GTO) are often used,

$$
\begin{equation*}
R_{n}^{\mathrm{GTO}}(r)=N r^{n-1} e^{-\zeta r^{2}} \tag{4.81}
\end{equation*}
$$

which exhibit Gaussian behavior and are easily analytically integrable as a result. Gaussian-type orbitals can be written in spherical coordinates, with spherical harmonics modeling the angular component, or in Cartesian coordinates, with a factor $x^{i} y^{j} z^{k}$ instead of the spherical harmonics, $\vec{r}=(x, y, z)$ and $i+j+k$ the angular momentum.

Since Gaussian-type orbitals do not exhibit the correct asymptotic behavior in the exponent, often a linear combination of Gaussian orbitals (primitives) is used to emulate a single Slater-type orbital (contraction). Then, the Hartree-Fock or Density Functional Theory procedures will compute a linear combination of the contracted atomic orbitals to form molecular orbitals. A review of the different families of contractions of GTOs can be found in Ref. [125]. On this basis, the Hamiltonian is usually written as

$$
\begin{equation*}
H=\sum_{\alpha, \beta \in\{\uparrow, \downarrow\}} \sum_{p, q, r, s=1}^{N / 2} h_{p q r s} a_{p, \alpha}^{\dagger} a_{q, \beta}^{\dagger} a_{r, \beta} a_{s, \alpha}+\sum_{\sigma \in\{\uparrow, \downarrow\}} \sum_{p, r=1}^{N / 2} h_{p, r} a_{\sigma, p}^{\dagger} a_{\sigma, r}, \tag{4.82}
\end{equation*}
$$

with one and two body coefficients,

$$
\begin{equation*}
h_{p r}=\langle p| T+U|r\rangle, \quad h_{p q r s}=\langle p, q| V|r, s\rangle . \tag{4.83}
\end{equation*}
$$

Gaussian functions are well suited for isolated molecules, where the wave function exponentially vanishes at infinity.

Plane waves. The alternative to Gaussian basis functions are plane waves which, due to their periodicity, are better suited for periodic materials. If we consider a cell of volume $\Omega$, these functions are ${ }^{4}$

$$
\begin{equation*}
\varphi_{p}(\boldsymbol{r})=\sqrt{\frac{1}{\Omega}} e^{i \boldsymbol{G}_{p} \cdot \boldsymbol{r}} \tag{4.86}
\end{equation*}
$$

where $\boldsymbol{G}_{p}$ is a reciprocal lattice vector indexed by $\boldsymbol{p} \in \mathcal{G}=\left[-\frac{N^{1 / 3}}{2}+1, \frac{N^{1 / 3}}{2}-1\right]^{3}$.
On this basis, the Hamiltonian takes the form [21]

$$
\begin{align*}
T & =\sum_{i=1}^{\eta} \sum_{p \in \mathcal{G}} \frac{\left\|\boldsymbol{G}_{p}\right\|^{2}}{2}|\boldsymbol{p}\rangle\left\langle\left.\boldsymbol{p}\right|_{i},\right.  \tag{4.87}\\
U & =-\frac{4 \pi}{\Omega} \sum_{i=1}^{\eta} \sum_{q \in \mathcal{G}} \sum_{\substack{\nu \in \mathcal{G}_{0} \\
(\boldsymbol{q}-\boldsymbol{\nu}) \in \mathcal{G}}} \frac{\sum_{I=1}^{L} Z_{I} e^{i \boldsymbol{G}_{\nu} \cdot \boldsymbol{R}_{I}}}{\left\|\boldsymbol{G}_{\nu}\right\|^{2}}|\boldsymbol{q}-\boldsymbol{\nu}\rangle\left\langle\left.\boldsymbol{q}\right|_{i},\right.  \tag{4.88}\\
V & =\frac{2 \pi}{\Omega} \sum_{i \neq j}^{\eta} \sum_{p, q \in \mathcal{G}} \sum_{\substack{\nu \in \mathcal{G}_{0} \\
(\boldsymbol{p}+\boldsymbol{\mathcal { O }}) \in \mathcal{G} \\
(\boldsymbol{q}-\nu) \in \mathcal{G}}} \frac{1}{\left\|\boldsymbol{G}_{\nu}\right\|^{2}}|\boldsymbol{p}+\boldsymbol{\nu}\rangle\left\langle\left.\boldsymbol{p}\right|_{i} \otimes \mid \boldsymbol{q}-\boldsymbol{\nu}\right\rangle\left\langle\left.\boldsymbol{q}\right|_{j},\right. \tag{4.89}
\end{align*}
$$

where $\mathcal{G}_{0}:=\mathcal{G} \backslash\{(0,0,0)\}$. Note the approximation, called aliasing or dualling, of making the momentum exchange be confined to lie within $\mathcal{G}_{0}[207,179]$.

Similarly, on the plane-wave basis and second quantization, the Hamiltonian will take the form [21, Appendix B]

$$
\begin{equation*}
H=\underbrace{\frac{2 \pi}{\Omega} \sum_{\substack{(p, \sigma) \neq\left(q, \sigma^{\prime}\right) \\ \nu \neq 0}} \frac{c_{p, \sigma}^{\dagger} c_{q, \sigma^{\prime}}^{\dagger} c_{q+\nu, \sigma^{\prime}} c_{p-\nu, \sigma}}{\left\|\boldsymbol{G}_{\nu}\right\|^{2}}}_{V} \underbrace{+\frac{1}{2} \sum_{p, \sigma}\left\|\boldsymbol{G}_{p}\right\|^{2} c_{p, \sigma}^{\dagger} c_{p, \sigma}}_{T}-\underbrace{\frac{4 \pi}{\Omega} \sum_{\substack{p \neq q ; \\ I, \sigma}}\left(Z_{I} \frac{e^{i \boldsymbol{G}_{q-p} \cdot \boldsymbol{R}_{I}}}{\left\|\boldsymbol{G}_{p-q}\right\|^{2}}\right) c_{p, \sigma}^{\dagger} c_{q, \sigma}}_{U} . \tag{4.90}
\end{equation*}
$$

[^4]One useful feature of plane waves is that they diagonalize the kinetic operator. In contrast, we can Fourier transform the Hamiltonian, to obtain the dual basis Hamiltonian [21, Appendix C]

$$
\begin{align*}
& H=\underbrace{\frac{1}{2 N} \sum_{p, q, \nu, \sigma}\left\|\boldsymbol{G}_{\nu}\right\|^{2} \cos \left[\boldsymbol{G}_{\nu} \cdot \boldsymbol{r}_{q-p}\right] a_{p, \sigma}^{\dagger} a_{q, \sigma}}_{T} \\
&-\underbrace{\frac{4 \pi}{\Omega} \sum_{\substack{p, I, \sigma \\
\nu \neq 0}}\left(\frac{Z_{I} \cos \left[\boldsymbol{G}_{\nu} \cdot\left(\boldsymbol{R}_{I}-\boldsymbol{r}_{p}\right)\right]}{\left\|\boldsymbol{G}_{\nu}\right\|^{2}}\right) n_{p, \sigma}}_{U}  \tag{4.91}\\
& \underbrace{\frac{2 \pi}{\Omega} \sum_{\substack{(p, \sigma) \neq\left(q, \sigma^{\prime}\right) \\
\nu \neq 0}} \frac{\cos \left[\boldsymbol{G}_{\nu} \cdot \boldsymbol{r}_{p-q}\right]}{\left\|\boldsymbol{G}_{\nu}\right\|^{2}} n_{p, \sigma} n_{q, \sigma^{\prime}},}_{V}
\end{align*}
$$

in which the external potential and potential operators will be diagonal. The number of terms in the Hamiltonian in plane waves scales as $O\left(N^{3}\right)$ with the number of basis functions $N$, while in dual wave basis they scale as $O\left(N^{2}\right)$. This is more favorable than the $O\left(N^{4}\right)$ scaling in (4.82). However, this comparison is not fair since the basis used is different, and therefore $N$ is not the same either. To compare them, we should analyze the error behavior of both basis sets, which in both cases will asymptotically decrease as $O(1 / N)[155,218]$. This, and a thorough literature review, leads Ref. [21, Appendix E] to state that one needs approximately 10 to 20 times more plane waves than Gaussian basis functions to model a system to the same accuracy, as long as the system is periodic. This comparison, however, must be taken with care.

Finally, it is also possible to simulate isolated molecules in plane waves, by taking an $8 \Omega$ volume cell, and ensuring that at a distance larger than $D=\sqrt[3]{\Omega}$ the Coulomb interaction vanishes. This means that instead of a Fourier amplitude proportional to $\frac{4 \pi}{\left\|\boldsymbol{G}_{\nu}\right\|^{2}}$, we get

$$
\begin{equation*}
4 \pi \frac{1-\cos \left[\left|\boldsymbol{G}_{\nu}\right| D\right]}{\left\|\boldsymbol{G}_{\nu}\right\|^{2}} \tag{4.92}
\end{equation*}
$$

in (4.87), (4.88) and (4.89) [21, Appendix E]. In the dual basis, the approximation is even simpler, just dropping all terms $n_{p} n_{q}$ for which $\left|\boldsymbol{r}_{p}-\boldsymbol{r}_{q}\right|>D$.

Bloch and Wannier basis functions. Other basis functions have also been used throughout the literature including Bloch wave basis (also known as band fermion basis), whose defining feature is to diagonalize the one-body Hamiltonian in periodic
materials [76]. Mathematically, if the one-body Hamiltonian is

$$
\begin{equation*}
T+U=\sum_{\boldsymbol{k}, p, \boldsymbol{q}, \sigma} \underbrace{\left[\frac{\left|\hbar\left(\boldsymbol{k}+\boldsymbol{G}_{p}\right)\right|^{2}}{2 m} \delta_{\boldsymbol{G}_{p}, \boldsymbol{G}_{q}}+U_{\boldsymbol{G}_{p}-\boldsymbol{G}_{q}}\right]}_{h_{\boldsymbol{k}, \boldsymbol{G}_{p}-\boldsymbol{G}_{q}}} c_{\boldsymbol{k}+\boldsymbol{G}_{p}, \sigma}^{\dagger} c_{\boldsymbol{k}+\boldsymbol{G}_{q}, \sigma} . \tag{4.93}
\end{equation*}
$$

Choosing, as we did on the plane wave basis explanation, a single crystal cell $\boldsymbol{k}$, we find can find the unitary transformation $S_{n, \boldsymbol{G}}(\boldsymbol{k})$ that diagonalizes the one-body Hamiltonian

$$
\begin{equation*}
h_{\boldsymbol{k}, \boldsymbol{G}_{p}-\boldsymbol{G}_{q}}=\sum_{n} S_{\boldsymbol{G}_{p}, n}^{\dagger}(\boldsymbol{k}) \epsilon_{n}(\boldsymbol{k}) S_{n, \boldsymbol{G}_{q}}(\boldsymbol{k}) \tag{4.94}
\end{equation*}
$$

Index $n$ will indicate an occupation band, and can take as many values as can reciprocal vector lattices $\boldsymbol{G}$. Then, the Bloch basis functions are defined as [76]

$$
\begin{equation*}
\phi_{\boldsymbol{k}, n}(\boldsymbol{r})=\sqrt{\frac{1}{\Omega}} e^{i \boldsymbol{k} \cdot \boldsymbol{r}} \sum_{\boldsymbol{G}} e^{i \boldsymbol{G} \cdot \boldsymbol{r}} S_{n, \boldsymbol{G}}(\boldsymbol{k}) . \tag{4.95}
\end{equation*}
$$

If we are interested in real-space basis functions, we can modify Bloch basis functions into Wannier basis functions. In their simplest form, they can be written as [250]

$$
\begin{equation*}
W_{\boldsymbol{R}}(\boldsymbol{r})=W_{0}(\boldsymbol{r}-\boldsymbol{R})=\sum_{\boldsymbol{k}, n} e^{-i \boldsymbol{k} \cdot \boldsymbol{R}} \phi_{\boldsymbol{k}, n}(\boldsymbol{r})=\sum_{\boldsymbol{k}, n} \phi_{\boldsymbol{k}, n}(\boldsymbol{r}-\boldsymbol{R}) . \tag{4.96}
\end{equation*}
$$

More complex options may include a gauge transformation of the Bloch basis.

### 4.4.3. Hamiltonian simulation techniques

In this subsection, we review the main techniques of Hamiltonian simulation, that is, of implementing $e^{-i H t}$. This will be important as a subroutine in quantum phase estimation and state preparation, as we will see. Since we are interested in Hamiltonian simulating the electronic Hamiltonian (4.2), we will assume the Hamiltonian is a Linear Combination of Unitaries from now on, $H=\sum_{l=1}^{L} a_{l} H_{l}$, with $a_{l}>0$.

Trotter. The Trotter-Suzuki decomposition was the first method proposed to implement Hamiltonian simulation [195] and does not require the $H_{l}$ above to be unitary but only Hermitian. The key idea is to decompose $e^{-i t \sum_{l} a_{l} H_{l}}$ as a product of terms of the form $e^{-i t H_{l}}$. Since this induces an error dependent on the time length of each time segment, we divide the total time simulation into many small segments. For example,
the first-order Trotter formula is

$$
\begin{equation*}
e^{-i H t}=\underbrace{\left(\prod_{l} e^{-i a_{l} H_{l} t / r}\right)^{r}}_{\mathcal{S}_{1}(H ; t / r)}+O\left(\sum\left|\left[H_{l_{1}}, H_{l_{2}}\right]\right| t^{2} / r\right) \tag{4.97}
\end{equation*}
$$

The error will also multiplicatively depend on the commutator of the different $H_{l}$ terms, such that if for example they all commute, the Hamiltonian simulation can be fast-forwarded, e.g., implemented in a single time segment. In other words, in such a case, we can take $t$ as large as wished and $r=1$ still get an accurate result.

Similarly, we can propose a second-order formula to decrease the simulation error,

$$
\begin{equation*}
e^{-i H t}=\underbrace{\left(\left(\prod_{l=1}^{L} e^{-i a_{l} H_{l} t / 2 r}\right)\left(\prod_{l=L}^{1} e^{-i a_{l} H_{l} t / 2 r}\right)\right)^{r}}_{\mathcal{S}_{2}(H ; t / r)}+O\left(\sum\left|\left[\left[H_{l_{1}}, H_{l_{2}}\right], H_{l_{3}}\right]\right| t^{3} / r^{2}\right) \tag{4.98}
\end{equation*}
$$

and inductively [233, 72, 232],

$$
\begin{equation*}
\mathcal{S}_{2 k}(H ; t / r)=\mathcal{S}_{2 k-2}^{2}\left(H ; p_{k} t / r\right) \mathcal{S}_{2 k-2}\left(H ;\left(1-4 p_{k}\right) t / r\right) \mathcal{S}_{2 k-2}^{2}\left(H ; p_{k} t / r\right) \tag{4.99}
\end{equation*}
$$

with $p_{k}=1 /\left(4-4^{1 /(2 k-1)}\right)$. The Hamiltonian simulation error $\epsilon_{H S}$ will decrease as [178]

$$
\begin{gather*}
\left\|e^{-i H t / r}-\mathcal{S}_{k}(H ; t / r)\right\|_{2} \leq W_{k}\left(\frac{t}{r}\right)^{k+1} \leq \frac{\epsilon_{H S}}{r}  \tag{4.100}\\
\left.W_{k}=O\left(\max _{i}\left[\left[\ldots\left[H_{l_{i_{1}}}, H_{l_{i_{2}}}\right], H_{l_{i_{3}}}\right], \ldots\right], H_{l_{i_{k+1}}}\right]\right) \tag{4.101}
\end{gather*}
$$

While the complexity of the method is in any case polynomial on the Hamiltonian simulation error $\epsilon_{H S}$, some techniques can help reduce it. The first is to introduce randomness either in the ordering of the $a_{l} H_{l}$ terms [72], or treat the $a_{l} / \lambda$ for $\lambda=\sum a_{l}$ as probabilities of applying $H_{l}$ for fixed amounts of time [58]. Other randomization protocols have also been explored [249].

The second line of research aims to bound to the norm of the commutators [143, $59,232,178]$. For $N \gg \eta$, the so-called SHC-bound [232, 178] scales as $O\left(N^{3}\right)$, while for $N$ closer to $\eta$ tighter bounds can be found in Ref. [178]. Some of these use the fermionic semi-norm

$$
\begin{equation*}
\left.\|X\|_{\eta}:=\max _{\phi, \psi}|\langle\phi| X| \psi\right\rangle\left.\right|_{\eta}, \tag{4.102}
\end{equation*}
$$

where $|\phi\rangle$ and $|\psi\rangle$ contain $\eta$ fermions. This semi-norm can be used to eliminate nonphysical terms, which lead to higher error than possible in the commutators, due to the particle-conserving nature of our system.

Taylor series. While Trotter series decomposition is popular and flexible, its error scales only inverse polynomially. Post-Trotter methods aim to improve this situation with a polylogarithmic error complexity. One possibility is Taylor series decomposition:

$$
\begin{equation*}
U_{r}=e^{-i H t / r} \approx \sum_{k=0}^{K} \frac{1}{k!}(-i H t / r)^{k}=\sum_{k=0}^{K} \sum_{l_{1}, \ldots, l_{k}=1}^{L} \underbrace{\frac{(-i t / r)^{k}}{k!} a_{l_{1}} \ldots a_{l_{k}}}_{b_{j}} \underbrace{H_{l_{1}} \ldots H_{l_{k}}}_{U_{j}} . \tag{4.103}
\end{equation*}
$$

To implement this LCU decomposition $\sum_{j} b_{j} U_{j}$, we use the same Prep and Sel operators that we have defined on other occasions:

$$
\begin{equation*}
\text { Prep : }|0\rangle \mapsto \sum_{j} \sqrt{b_{j}}|j\rangle, \quad \text { Sel }:|j\rangle|\psi\rangle \mapsto|j\rangle U_{j}|\psi\rangle \tag{4.104}
\end{equation*}
$$

Then, we can perform $U_{L C U}^{T a y}=\left(\operatorname{Prep}^{\dagger} \otimes \mathbf{1}\right) \operatorname{Sel}(\operatorname{Prep} \otimes \mathbf{1})$, which exhibits some failure probability, as the action of Prep ${ }^{\dagger}$ does not fully return the value of the auxiliary register $|j\rangle$ to $|0\rangle$. Consequently, it is convenient to implement the algorithm in short time segments of order $\tau=\ln 2$, so that (oblivious) amplitude amplification can eliminate such error [34]. Overall, the value of $K$ can be chosen to be $\left\lceil-1+2 \frac{\log \left(\epsilon_{H S} / r\right)}{\log \log \left(\epsilon_{H S} / r\right)+1}\right\rceil[169$, Lemma 5].

Qubitization. Since the Hamiltonian is already written as a linear combination of unitaries, we can instead describe $U_{L C U}=\left(\operatorname{Prep}^{\dagger} \otimes \mathbf{1}\right) \operatorname{Sel}(\operatorname{Prep} \otimes \mathbf{1})$ with different prepare and select operators

$$
\begin{equation*}
\text { Prepare : }|0\rangle \mapsto \sum_{l} \sqrt{a_{l}}|l\rangle, \quad \text { Select : }|l\rangle|\psi\rangle \mapsto|l\rangle H_{l}|\psi\rangle . \tag{4.105}
\end{equation*}
$$

The matrix form of $U_{L C U}$ is

$$
U_{L C U}=\left(\begin{array}{cc}
H / \lambda & .  \tag{4.106}\\
\cdot & .
\end{array}\right)
$$

a block encoding as we explained in Section 3.3.3. This operator can also be studied by its action on state $|0\rangle|\psi\rangle$,

$$
\begin{equation*}
U_{L C U}|0\rangle|\psi\rangle=|0\rangle \frac{H}{\lambda}|\psi\rangle+\sqrt{1-\frac{\| H|\psi\rangle \|}{\lambda}}|1\rangle\left|\psi^{\perp}\right\rangle . \tag{4.107}
\end{equation*}
$$

While this operator also has some probability of failure that requires amplitude amplification, an alternative is to use Prep and Sel as part of a quantum walk operator $Q$, acting in the same way as $U_{L C U}$ in the previous equation

$$
\begin{align*}
Q|0\rangle\left|\psi_{k}\right\rangle & =\cos \left(\theta_{k}\right)|0\rangle\left|\psi_{k}\right\rangle-\sin \left(\theta_{k}\right)|1\rangle\left|\psi_{k}^{\perp}\right\rangle, \\
Q|1\rangle\left|\psi_{k}^{\perp}\right\rangle & =\cos \left(\theta_{k}\right)|1\rangle\left|\psi_{k}^{\perp}\right\rangle+\sin \left(\theta_{k}\right)|0\rangle\left|\psi_{k}\right\rangle, \tag{4.108}
\end{align*}
$$

for $\cos \theta_{k}=\frac{E_{k}}{\lambda}$ and $\left(\left|\psi_{k}\right\rangle, E_{k}\right)$ eigenvector and eigenvalue tuples. Notice that $\theta_{k}$ here plays the role of $2 \theta$ in (2.15) or $2 \varphi_{j}$ in (2.42). In other words,

$$
Q=\bigoplus_{k}\left(\begin{array}{cc}
\frac{E_{k}}{\lambda} & -\sqrt{1-\frac{E_{k}^{2}}{\lambda^{2}}}  \tag{4.109}\\
\sqrt{1-\frac{E_{k}^{2}}{\lambda^{2}}} & \frac{E_{k}}{\lambda}
\end{array}\right)_{k}=\bigoplus_{k} e^{-i Y_{k} \theta_{k}} .
$$

To build operator $Q$, Ref. [169, Corollary 9] suggests using

$$
\begin{equation*}
Q=\underbrace{\operatorname{Prep}(2|0\rangle\langle 0| \otimes \mathbf{1}-\mathbf{1}) \operatorname{Prep}^{\dagger}}_{\text {Rotation } 1} \cdot \underbrace{\text { Sel }}_{\text {Rotation } 2} \tag{4.110}
\end{equation*}
$$

whenever $U_{L C U}^{2}=1$, as is the case here. Diagonalizing it, we get

$$
\begin{equation*}
Q=\bigoplus_{k}\left(e^{i \theta_{k}}\left|\theta_{k}\right\rangle\left\langle\theta_{k}\right|+e^{-i \theta_{k}}\left|-\theta_{k}\right\rangle\left\langle-\theta_{k}\right|\right) . \tag{4.111}
\end{equation*}
$$

Provided eigenstate $\left|\psi_{0}\right\rangle$, performing quantum phase estimation directly over $Q$ is sufficient to recover $\pm \theta_{0}$, which allows computing the energy as $E_{0}=\lambda \cos \left( \pm \theta_{0}\right)$ with no Hamiltonian simulation error [36].

This protocol, called qubitization, is even more powerful when combined with a technique called quantum signal processing [168], which we have mentioned previously. Introducing

$$
Z_{\phi}:=\left(1+e^{-i \phi}\right) \operatorname{Prep}|0\rangle\langle 0| \operatorname{Prep}^{\dagger}-\mathbf{1}=\bigoplus_{k}\left(\begin{array}{cc}
e^{-i \phi} & 0  \tag{4.112}\\
0 & 1
\end{array}\right)_{k}
$$

one can form operators

$$
W_{\phi}=Z_{\phi-\pi / 2} Q Z_{-\phi+\pi / 2}=\bigoplus_{k}\left(\begin{array}{cc}
-i e^{-i \phi} & 0  \tag{4.113}\\
0 & 1
\end{array}\right)_{k}\left(\begin{array}{cc}
\frac{E_{k}}{\lambda} & -\sqrt{1-\frac{E_{k}^{2}}{\lambda^{2}}} \\
\sqrt{1-\frac{E_{k}^{2}}{\lambda^{2}}} & \frac{E_{k}}{\lambda}
\end{array}\right)_{k}\left(\begin{array}{cc}
i e^{-i \phi} & 0 \\
0 & 1
\end{array}\right)_{k}
$$

A string of these, $W_{\vec{\phi}}=W_{\phi_{Q}} \ldots W_{\phi_{1}}$, can be used to synthesize $A[H]+i B[H]$, where $A$ and $B$ are polynomials of degree $Q$ (or $Q / 2$ ) of $\cos \left(\theta_{k} / 2\right)$ and $A$ and $B$ have equal [169, Theorem 3] (or respectively opposite, [169, Theorem 4]) parity. For example, this quantum signal processing technique can be used to simulate $e^{-i H t}$ with cost polylogarithmic in the precision parameter, by decomposing it into a Jacobi-Anger series [169, Theorem 1]. Furthermore, quantum signal processing is Hamiltonian-query optimal, and is not restricted to Linear Combination of Unitaries but can also be used with other oracle access models such as sparse or density matrices.

Interaction picture. While using qubitization we can perform errorless Hamiltonian simulation suitable for phase estimation, the algorithm still bears a linear dependence on the one-norm of the Hamiltonian $\lambda$. Implementing the simulation in the interaction picture aims to reduce such a complexity factor. In particular, if $H=A+B$, one can form the interaction picture Hamiltonian

$$
\begin{equation*}
H_{I}(t)=e^{i A t} B(t) e^{-i A t} \tag{4.114}
\end{equation*}
$$

and if $\|A\| \gg B \|$, this will reduce the norm of the Hamiltonian from $\|A+B\|$ to $\|B\|$. In this framework, the state will evolve as [171]

$$
\begin{equation*}
|\psi(t)\rangle=e^{-i A t} \mathcal{T}\left[e^{-i \int_{0}^{t} H(s) d s}\right]|\psi(0)\rangle \tag{4.115}
\end{equation*}
$$

In summary, we have to implement two parts, $e^{-i A t}$ and the time-ordered exponential $[136,171]$. The former might be easy to implement if all operators in $A$ commute, so this is a practical requirement for the interaction picture algorithm. The latter requires a Dyson series expansion

$$
\begin{equation*}
U(t)=\mathcal{T}\left[e^{-i \int_{0}^{t} H(s) d s}\right]=\sum_{k=0}^{\infty}(-i)^{k} D_{k}, \quad D_{k}=\frac{1}{k!} \int_{0}^{t} \ldots \int_{0}^{t} \mathcal{T}\left[H\left(t_{k}\right) \ldots H\left(t_{1}\right)\right] d^{k} t \tag{4.116}
\end{equation*}
$$

which, similarly to the Taylor series, has logarithmic complexity in the Hamiltonian simulation precision $\epsilon_{H S}^{-1}$. The required block encoding of operator $B$ makes use of a Linear Combination of Unitaries, and operators $\operatorname{Prep}_{B}$ and $\mathrm{Sel}_{B}$, allowing to perform
a block encoding of a time segment of $e^{-i(A+B) \tau}$ as [231]

$$
\begin{array}{r}
e^{-i(A+B) \tau}=e^{-i A \tau} \lim _{\substack{K \rightarrow \infty \\
M \rightarrow \infty}} \sum_{k=0}^{K} \frac{(-i \tau)^{k}}{M^{k} k!} \sum_{m_{1}=0}^{M-1} \ldots \sum_{m_{k}=0}^{M-1} \\
\left(e^{-i \tau\left(-1 / 2-m_{k}^{\prime}\right) A / M} B e^{-i \tau\left(m_{k}^{\prime}-m_{k-1}^{\prime}\right) A / M} B \ldots B e^{-i \tau\left(m_{2}^{\prime}-m_{1}^{\prime}\right) A / M} B e^{-i \tau\left(m_{1}^{\prime}+1 / 2\right) A / M}\right) \\
\approx\left(\langle 0| \operatorname{Prep}_{B}^{\dagger}\right)^{\otimes K} \sum_{k=0}^{K} \frac{\left(-i \lambda_{B} \tau\right)^{k}}{M^{k} k!} \sum_{m_{1}, \ldots, m_{k}=0}^{M-1}\left(e^{-i \tau\left(M-1 / 2-m_{k}^{\prime}\right) A / M} \operatorname{Sel}_{B}\right. \\
\left.e^{-i \tau\left(m_{k}^{\prime}-m_{k-1}^{\prime}\right) A / M} \operatorname{Sel}_{B} \ldots \operatorname{Sel}_{B} e^{-i \tau\left(m_{2}^{\prime}-m_{1}^{\prime}\right) A / M} \operatorname{Sel}_{B} e^{-i \tau\left(m_{1}^{\prime}+1 / 2\right) A / M}\right)\left(\operatorname{Prep}_{B}|0\rangle\right)^{\otimes K}, \tag{4.117}
\end{array}
$$

with $m_{1}^{\prime}, \ldots, m_{k}^{\prime}$ the (time) ordered integers $m_{1}, \ldots, m_{k}$. Due to the use of block encodings, this approach similarly requires splitting the total time evolution into small time segments and using oblivious amplitude amplification. As a consequence, the cost scales polylogarithmically with the inverse Hamiltonian simulation error $\epsilon_{H S}$. Importantly, this technique may also be naturally used for time-dependent Hamiltonians, by taking $A$ as the time-independent component and $B$ as the time-dependent one.

Rank factorization. While not a Hamiltonian simulation technique of its own, rank factorization approaches have been used in the literature to reduce the 1-norm of the Hamiltonian in the context of second quantization and qubitization or to simplify the implementation of Prep and Sel. Note that the Hamiltonian 1-norm is a multiplicative factor in many of the state-of-the-art techniques above, and the reason why interaction picture and other methods were used in the first place [167]. Further, rank factorization methods have been found helpful when used in combination with QROM [18]. We briefly describe the single and double-rank techniques, noting that the state of the art is currently at the tensor hypercontraction techniques described in Ref. [158]. We follow the explanations in the appendices of this last reference.

We already discussed that the second-quantized Hamiltonian can be written as a one and two body term, see (4.82). Specifically,

$$
\begin{equation*}
T=\frac{1}{2} \sum_{\sigma \in\{\uparrow, \downarrow\}} \sum_{p, q=1}^{N / 2} T_{p q}\left(a_{p, \sigma}^{\dagger} a_{q, \sigma}+a_{q, \sigma}^{\dagger} a_{p, \sigma}\right), \tag{4.118}
\end{equation*}
$$

and

$$
\begin{equation*}
V=\frac{1}{8} \sum_{\alpha, \beta \in\{\uparrow, \downarrow\}} \sum_{p, q, r, s=1}^{N / 2} V_{p q r s}\left(a_{p, \alpha}^{\dagger} a_{q, \alpha}+a_{q, \alpha}^{\dagger} a_{p, \alpha}\right)\left(a_{r, \beta}^{\dagger} a_{s, \beta}+a_{s, \beta}^{\dagger} a_{r, \beta}\right) . \tag{4.119}
\end{equation*}
$$

The next step is to Jordan-Wigner map these terms, using (4.73). If we define

$$
Q_{p q \sigma}= \begin{cases}X_{p, \sigma} \vec{Z} X_{q, \sigma} & p<q  \tag{4.120}\\ Y_{p, \sigma} \vec{Z} Y_{q, \sigma} & p>q, \\ -Z_{p, \sigma} & p=q,\end{cases}
$$

we can rewrite

$$
\begin{equation*}
T=\frac{1}{2} \sum_{\sigma \in\{\uparrow, \downarrow\}} \sum_{p, q=1}^{N / 2} T_{p q} Q_{p q \sigma}+\sum_{p=1}^{N / 2} T_{p p} \mathbf{1}, \tag{4.121}
\end{equation*}
$$

and
$V=\frac{1}{8} \sum_{\alpha, \beta \in\{\uparrow, \downarrow\}}\left(\sum_{p, q, r, s=1}^{N / 2} V_{p q r s} Q_{p q \alpha} Q_{r s \beta}+\sum_{p, q, r=1}^{N / 2} V_{p q r r} Q_{p q \alpha}+\sum_{p, r, s=1}^{N / 2} V_{p r r s} Q_{r s \beta}+\sum_{p, r=1}^{N / 2} V_{p p r r} \mathbf{1}\right)$.
This suggests rearranging

$$
\begin{equation*}
T^{\prime}=\frac{1}{2} \sum_{\sigma \in\{\uparrow, \downarrow\}} \sum_{p, q=1}^{N / 2}\left(T_{p q}+\sum_{r=1}^{N / 2} V_{p q r r}\right) Q_{p q \sigma}, \tag{4.123}
\end{equation*}
$$

and

$$
\begin{equation*}
V^{\prime}=\frac{1}{8} \sum_{\alpha, \beta \in\{\uparrow, \downarrow\}} \sum_{p, q, r, s=1}^{N / 2} V_{p q r s} Q_{p q \alpha} Q_{r s \beta}, \tag{4.124}
\end{equation*}
$$

plus a term proportional to the identity which can be omitted in the Hamiltonian simulation. The single-rank factorization consists of performing a Cholesky decomposition such that we can approximate

$$
\begin{equation*}
V_{p q r s} \approx \sum_{l=1}^{L} W_{p q}^{(l)} W_{r s}^{(l)} \tag{4.125}
\end{equation*}
$$

Consequently, the two-body term might be approximated by [35]

$$
\begin{equation*}
W=\frac{1}{8} \sum_{l=1}^{L}\left(\sum_{\sigma \in\{\uparrow, \downarrow\}} \sum_{p, q}^{N / 2} W_{p q}^{(l)} Q_{p q \sigma}\right)^{2} . \tag{4.126}
\end{equation*}
$$

The double-rank factorization goes a step further and diagonalizes each $W_{p q}^{(l)}$, approximating $V$ with [247]

$$
\begin{equation*}
F=\frac{1}{2} \sum_{l=1}^{L} U_{l}\left(\sum_{\sigma \in\{\uparrow, \downarrow\}} \sum_{p=1}^{\Xi^{(l)}} f_{p}^{(l)} n_{p, \sigma}\right)^{2} U_{l}^{\dagger} . \tag{4.127}
\end{equation*}
$$

Discarding again the terms proportional to the identity, after the Jordan-Wigner mapping this operator looks

$$
\begin{equation*}
F^{\prime}=\frac{1}{8} \sum_{l=1}^{L} U_{l}\left(\sum_{\sigma \in\{\uparrow, \downarrow\}} \sum_{p=1}^{\Xi_{p}^{(l)}} f_{p}^{(l)} Z_{p, \sigma}\right)^{2} U_{l}^{\dagger} . \tag{4.128}
\end{equation*}
$$

### 4.5. Quantum state preparation

Before diving into the different techniques to prepare ground states, let us briefly discuss the complexity of this and previous tasks.

Definition 7 (Bounded-error Quantum Polynomial-time (BQP)) This complexity class is composed of all problems solvable by a quantum Turing machine in polynomial time and probability of error at most $1 / 3$.

BQP is the class of problems that are 'efficiently' solvable by a universal quantum computer. It is the quantum equivalent to the Bounded-error Probabilistic Polynomialtime (BPP), where the quantum Turing machine is substituted by a classical Turing machine. Running the algorithm multiple times, the $1 / 3$ failure probability might be exponentially reduced. A larger complexity class is the following.

Definition 8 (Quantum Merlin-Arthur (QMA)) Complexity class of binary decision problems where positive instances can be efficiently verified by a $B Q P$ solver with success probability 2/3, and negative instances rejected with similar probability.

In more poetical words, Merlin, a powerful agent with unbounded computational resources, wants to convince Arthur (with access to a universal quantum computer) of the character, positive or negative, of one instance of the problem. Is there a quantum state and a polynomial-time single-interaction protocol by which Arthur can correctly verify or reject such a quantum state? This definition is the quantum equivalent of the NP complexity class, which would apply to a classical BPP verifier instead.

We know that Hamiltonian simulation [129], quantum phase estimation [260] and the HHL algorithm [117] are BQP-complete problems, any other BQP problem can be
reduced to them. Similarly, finding the non-interacting Kohn-Sham functional for a time-dependent electronic density is also BQP [255]. In contrast, distinguishing the ground state of a two-body Hamiltonian provided the promise of an energy gap [131], and finding the universal functional in DFT [213], are both QMA problems. However, while finding the ground state of general electronic Hamiltonians is computationally difficult, this does not preclude the possibility of finding average-case efficient algorithms for quantum systems found in nature. After all, those natural systems are often able to find the ground state, so we might as well. The situation is similar to the one we encountered in Section 2.4 with protein folding, and we hope to similarly find an efficient algorithm in practice.

Similar to our approach with protein folding, one idea is to use digital quantum simulation of quantum annealing. Indeed, the techniques developed by Ref. [162] and that we use in [62] are well-tailored to finding the ground state of quantum Hamiltonians [161, 265]. We already saw that the complexity of quantum Metropolis algorithms for this purpose scales as $O\left(\Delta^{-1}\right)$, where $\Delta$ is the eigenvalue gap. Overall, it should be noted that this problem is so hard, that not even quantum computers are expected to offer an exponential quantum advantage [159].

### 4.5.1. Unitary coupled-cluster \& variational quantum eigensolver

One alternative to quantum phase estimation is called the variational quantum eigensolver. It is based on the following idea: let the qubit-mapped Hamiltonian be

$$
\begin{equation*}
H=\sum_{i, \alpha} h_{i, \alpha} \sigma_{\alpha}^{i}+\sum_{i, j, \alpha, \beta} h_{i, j, \alpha, \beta} \sigma_{\alpha}^{i} \sigma_{\beta}^{j}+\ldots \tag{4.129}
\end{equation*}
$$

where $\sigma$ are Pauli operators and $\alpha, \beta, \ldots \in\{x, y, z\}$, and $i, j, \ldots$ indicate the qubit where such Pauli operator should be applied. Then, the energy of the system can be computed as the weighted average of the expectation values of each of the qubit Pauli string operators

$$
\begin{equation*}
E=\langle H\rangle=\sum_{i, \alpha} h_{i, \alpha}\left\langle\sigma_{\alpha}^{i}\right\rangle+\sum_{i, j, \alpha, \beta} h_{i, j, \alpha, \beta}\left\langle\sigma_{\alpha}^{i} \sigma_{\beta}^{j}\right\rangle+\ldots, \tag{4.130}
\end{equation*}
$$

The variational quantum eigensolver is based on the idea that we can prepare the ground state by variationally finding the state $|\psi\rangle$ that minimizes the ground state
energy

$$
\begin{equation*}
E=\min _{\psi} \frac{\langle\psi| H|\psi\rangle}{\langle\psi \mid \psi\rangle} . \tag{4.131}
\end{equation*}
$$

The question then is to find a good ansatz for the state $|\psi\rangle$. The most popular choice is to use the Unitary Coupled-Cluster applied to the Hartree-Fock state as a way to parametrize the ground state:

$$
\begin{equation*}
|\psi\rangle=e^{T-T^{\dagger}}\left|\phi_{0}\right\rangle \tag{4.132}
\end{equation*}
$$

The operator in the exponent is anti-Hermitian, so the exponential is a unitary operator that can be implemented in a quantum computer. To implement it, sometimes classical Møller-Plesset 2 (perturbation theory over Hartree-Fock) coefficients might be used as a possible educated guess for the initialization for the parameters [209], and we will also need one of the Hamiltonian simulation techniques described in the previous section Section 4.4.3. For experiments in NISQ devices, this often entails implementing Trotter simulation of $U(\boldsymbol{t})=e^{\frac{1}{2} \sum_{j=1}^{J} t_{j}\left(\tau_{j}-\tau_{j}^{\dagger}\right)}$. Then, to optimize the parameters $t_{j}$ of energy $E$ in (4.130) it is customary to use any variation of gradient descend (Stochastic Gradient Descend, ADAM, ...), where gradients are computed via the parameter shift rule [32, 214, 257]:

$$
\begin{equation*}
\frac{\partial E}{\partial t_{j}}=\frac{1}{2 \sin \alpha} \sum_{k} h_{k}\left(\operatorname{Tr}\left[P_{k} U^{\dagger}\left(\boldsymbol{t}_{+}\right) \rho_{0} U\left(\boldsymbol{t}_{+}\right)\right]-\operatorname{Tr}\left[P_{k} U^{\dagger}\left(\boldsymbol{t}_{-}\right) \rho_{0} U\left(\boldsymbol{t}_{-}\right)\right]\right) \tag{4.133}
\end{equation*}
$$

for $\rho_{0}=\left|\phi_{0}\right\rangle\left\langle\phi_{0}\right|, P_{k}$ the Pauli string operators in (4.130), $h_{k}$ their weights, $\boldsymbol{t}_{ \pm}=$ $\left(t_{1}, \ldots, t_{j-1}, t_{j} \pm \alpha, t_{j+1}, \ldots, t_{J}\right)$, and finally $\alpha$ an arbitrary parameter that should be chosen as $\pi / 4$ for maximum accuracy.

The previous procedure, however, is very costly due to the sheer number of parameters $t_{j}$ to optimize in any molecule. For that reason, other ansätze have been proposed. For example, the Qubit Coupled-Cluster suggests using

$$
\begin{equation*}
U(\boldsymbol{t})=\prod_{j} e^{t_{j} P_{j}} \tag{4.134}
\end{equation*}
$$

where $P_{j}$ are Pauli string operators (not necessarily fermionic operators) that conserve the number of particles in the system [211].

Another possibility is using a small ansatz and progressively adding more terms according to their importance. This is the central idea of the adaptive derivative assembled pseudo-Trotter VQE (ADAPT-VQE) [109]. If we have a pool of $\left\{\tau_{j}\right\}$ operators, at any given step $i$ one chooses, with replacement, the operator $\tau_{j_{i}}$ with the
largest gradient and adds it to the state preparation

$$
\begin{equation*}
|\psi\rangle=e^{t_{j_{i}}\left(\tau_{j_{i}}-\tau_{j_{i}}^{\dagger}\right)} \ldots e^{t_{j_{2}}\left(\tau_{j_{2}}-\tau_{j_{2}}^{\dagger}\right)} e^{t_{j_{1}}\left(\tau_{j_{1}}-\tau_{j_{1}}^{\dagger}\right)}\left|\phi_{0}\right\rangle \tag{4.135}
\end{equation*}
$$

After choosing the operator, one optimizes the value of the associated parameter $t_{j_{i}}$ and freezes it. This ansatz has the advantage that it can be stopped at arbitrary lengths.

While the previous quantum methods are based on the variational approach of the Unitary Coupled Cluster, we know from our discussion in Section 4.3.3 that there is also a projective approach. This is the main idea of the projective quantum eigensolver (PQE), where one aims to minimize the residuals [225]

$$
\begin{equation*}
r_{m}=\left\langle\phi_{m}\right| U^{\dagger}(\boldsymbol{t}) H U(\boldsymbol{t})\left|\phi_{0}\right\rangle \rightarrow 0 \tag{4.136}
\end{equation*}
$$

This forms a system of non-linear equations that might be solved with classical methods. The projective approach also allows for an adaptive version called selective, that progressively grows

$$
\begin{equation*}
\left.H \rightarrow e^{t_{j_{i}}\left(\tau_{j_{i}}^{\dagger}-\tau_{j_{i}}\right)} \ldots e^{t_{j_{2}}\left(\tau_{j_{2}}^{\dagger}-\tau_{j_{2}}\right)} e^{t_{j_{1}}\left(\tau_{j_{1}}^{\dagger}-\tau_{j_{1}}\right)} H e^{t_{j_{1}}\left(\tau_{j_{1}}-\tau_{j_{1}}^{\dagger}\right)} e^{t_{j_{2}}\left(\tau_{j_{2}}-\tau_{j_{2}}^{\dagger}\right)} \ldots e^{t_{j_{i}}\left(\tau_{j_{i}}-\tau_{j_{i}}\right.}\right) . \tag{4.137}
\end{equation*}
$$

Note that in this case the operator is built in reverse order, and the $i^{\text {th }}$ operator is chosen to zero out the largest residual at step $i$ [225].

Finally, let us briefly mention that variational circuits such as these may find a problem of vanishing gradients, known as barren plateaus [180]. The origin of this phenomenon is often the set of gates of the ansatz resembling a random set of unitaries. Fortunately, using the set of fermionic operators of the Unitary Coupled-Cluster as ansatz may avoid this problem [67, 93, 115]. A detailed discussion of the quantum variants of Unitary Coupled-Cluster can be found at Ref. [8], and of variational algorithms and techniques in general in Ref. [67].

### 4.5.2. Projection methods

Imaginary time evolution and quantum Krylov subspace. Besides implementing excitations of the Hartree-Fock as a way to prepare the ground state of the system, an alternative idea is to filter out the excited states. For example, in the imaginary time evolution, one seeks to implement an approximation to operator $e^{-\tau H}$ [188]. It is then prescribed to use tomography to select unitary operators $e^{-i \tau A}$ that approximate the action of $e^{-\tau H}$.

This imaginary time evolution technique might also be used to generate excited states. In particular, we can generate a Krylov subspace by iteratively applying the $e^{-\tau H}$ operator, $\left|\psi_{l}\right\rangle=e^{-l \tau H}\left|\psi_{0}\right\rangle$, where $\left|\psi_{0}\right\rangle$ is often taken the Hartree-Fock state $\left|\phi_{0}\right\rangle$. The even- $l$ states $\left|\psi_{0}\right\rangle,\left|\psi_{2}\right\rangle,\left|\psi_{4}\right\rangle, \ldots$ form a basis to describe the ground state [188]. The Hamiltonian matrix elements of these states are then computed as $\left\langle\psi_{l}\right| H\left|\psi_{l^{\prime}}\right\rangle=\left\langle\psi_{\left(l+l^{\prime}\right) / 2}\right| H\left|\psi_{\left(l+l^{\prime}\right) / 2}\right\rangle$, and diagonalizing it, one can get an approximation to the ground state and excited states. This method is known as QLanczos [188], and may even be used to prepare multi-reference states [226, Section 2.3]: if the approximate ground state of the Hamiltonian contains similar amplitudes of various Slater determinants, we can find them by repeatedly measuring it. The generation of Krylov states and diagonalization may then be repeated with each of the Slater determinant reference states [226, Figure 1]. A similar approach of diagonalizing the Hamiltonian subspace spanned by the most relevant Slater determinants is also pursued in Ref. [240] but in the Configuration Interaction framework.

Linear Combination of Unitaries. Instead of using tomography to find operators that project out the higher energy states, we can also use Linear Combination of Unitaries to synthesize a function that probabilistically projects into the ground state. For example, taking inspiration from the linear system of equation solver, we can implement linear combinations of unitaries that simulate $H^{-1}$ as decomposed in (3.33). More generally, we can find a similar linear combination of unitaries to implement $H^{-K}$ for any $H$ with a positive spectrum [156], or $H^{K}$ if the spectrum is negative [37], either of which may require shifting the Hamiltonian by a constant. Other alternatives include approximating $\cos ^{K} H$ [97] or $e^{-t^{2} H^{2}}$ [130].

The key is that once a block encoding of these operators is applied, we have to amplify the success probability, via standard amplitude amplification, or the fixed point method from Section 2.2.2. The cost of this projection algorithm will depend crucially on two main parameters: $\Delta$, the eigenvalue gap, and $\gamma$, the overlap of the initial state with the ground state. The former plays a role in the choice of parameter $K$ necessary to distinguish the ground state, while the latter will be determinant in the number of rounds of amplitude amplification required to have a success probability close to 1 . Furthermore, $\Delta$ will appear divided by the Hamiltonian one-norm $\lambda$ due to the block encoding. Consequently, during amplitude amplification, the number of calls to the oracle implementing Hamiltonian simulation $U_{H}$ will scale as $\tilde{O}(\lambda /(\Delta \gamma))$, and $O(1 / \gamma)$ calls to $U_{I}$, the oracle preparing the initial state, will be required.


Figure 4.2 Flowchart of the architecture of TFermion [63], divided into two parts: the first one centered on the computation of the parameters needed for the cost estimate; and a second one on using such parameters to compute the number of T-gates. Methods are colored according to the Hamiltonian simulation technique used: yellow for Trotter, blue for Taylor series, green for qubitization, and red for interaction picture.

Qubitization. Having discussed qubitization and signal processing as natural successors to the linear combination of unitaries approach, the reader might not be surprised to find out that this technique can also be used to filter out unwanted eigenstates. The objective, as in the previous cases, is to synthesize a Grover-like rotation that amplifies the ground state. The natural choice for such rotation is a sign function affecting only the lowest eigenstate,

$$
\begin{equation*}
R_{<\mu}=\sum_{k: \lambda_{k}<\mu}\left|\phi_{k}\right\rangle\left\langle\phi_{k}\right|-\sum_{k: \lambda_{k}>\mu}\left|\phi_{k}\right\rangle\left\langle\phi_{k}\right|, \tag{4.138}
\end{equation*}
$$

and to implement one such block encoding we will need an approximation to the ground state energy and the eigenvalue gap $\Delta$, just as in the above case. ${ }^{5}$ Specifically, Ref. [163, Lemma 3] shows that one needs a polynomial of degree $O\left(\frac{\lambda}{\Delta} \log \epsilon^{-1}\right)$ to approximate the sign function to error $\epsilon$, except in the segment $[\mu-\Delta / 2, \mu+\Delta / 2]$. This polynomial can be prepared with a similar number of queries to the Hamiltonian block encoding oracle $U_{H}$ [163, Theorem 1]. Furthermore, if desired, a block encoding of a projector can be prepared as

$$
\begin{equation*}
P_{<\mu}=\frac{1}{2}\left(R_{<\mu}+\mathbf{1}\right) \tag{4.139}
\end{equation*}
$$

that will succeed to prepare the ground state with a probability of at least $\gamma^{2}$. Consequently, this also requires (fixed point) amplitude amplification. Overall, the cost is $O\left(\frac{\lambda}{\Delta \gamma} \log \epsilon^{-1}\right)$ calls to the Hamiltonian block encoding $U_{H}$, and $O(1 / \gamma)$ calls to the initial state preparation oracle $U_{I}$. This procedure also needs an upper bound estimate $\mu$ of the ground state energy, and if not available a binary search procedure based on limited-precision amplitude estimation must be used [163, Lemma 7].

### 4.6. TFermion

Since quantum chemistry and material science seem such good applications of quantum computing, there has been abundant research not only on developing new algorithms but on estimating the actual cost of implementing those. Starting with the seminal work of Ref. [206] on FeMoco, a molecule that is capable of fixing atmospheric nitrogen, there have been numerous articles trying to estimate the cost of using quantum phase estimation algorithms to compute chemical reaction rates [206, 247], and analyze battery properties [137, 84] or biological enzymes [103].

The cost is often measured in the number of non-Clifford gates, for example, T or Toffoli gates. T gates are $\pi / 8$ single-qubit rotations, while Toffoli gates are the quantum equivalent of classical AND gates. These are the most costly gates because they cannot be implemented transversally in the surface [142, 96] or color codes [46, 47], and thus require costly magic state distillation [99] or other more expensive alternatives [38].

On the other hand, choosing the appropriate algorithm to tackle a given problem is not obvious and requires a deep understanding of each of the available algorithms. In this context, TFermion is a library our group has developed to facilitate the T gate
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Figure 4.3 Examples of the results that can be obtained with TFermion [63]. Left: the choice of basis and Hamiltonian simulation used will have a profound impact on the overall cost of the quantum phase estimation algorithm. Right: Our library allows us to compare the cost of the same algorithm with a different basis (plane waves vs Gaussians) provided a fair comparison between the number of functions on either basis can be established.
cost estimation of performing phase estimation over a given molecule, with the different methods proposed in the literature [63].

In our article, we explain how several quantum phase estimation implementations can be compiled into a circuit, as well as give the first estimates of their T-gate cost. This library may find use cases such as comparing the cost of different algorithms. As an example, we analyzed the impact of the basis used for Taylor series-based quantum phase estimation, see Fig. 4.3. Note however that this comparison should be taken with care as we did not compute the amount of error induced in the algorithm due to the use of a finite number of basis functions in each case. Future extensions to the library should include newer algorithms, the number of qubits required, or the cost of state preparation.

### 4.7. Lithium batteries

The second article on this topic presented in this thesis, Ref. [84], is a study on the advantages and cost of analyzing lithium battery properties using quantum phase estimation. In our objective toward decarbonization of energy generation, batteries still


Figure 4.4 Non-Clifford gate cost for the execution of Quantum Phase Estimation algorithm in a fault-tolerant quantum algorithm for $\mathrm{Li}_{2} \mathrm{FeSiO}_{4}$ cathode material [84]. Left: Toffoli and T-gate cost of performing the Givens rotations explained below to perform the basis change from molecular orbital to plane wave basis, for different basis sizes. Right: Toffoli cost of the quantum phase estimation as a function of the number of basis functions, and target precision. Different error targets are required for the estimation of different properties.
represent a notable technological limitation. Therefore, being able to better predict their properties computationally has substantial value. The cathode is one of the key components of the battery and will oftentimes determine some of its most important properties. For our work, we opted for $\mathrm{Li}_{2} \mathrm{FeSiO}_{4}$, a common candidate material for the cathode of batteries [174]. During discharge, it undergoes the following chemical reaction,

$$
\begin{equation*}
\mathrm{Li}_{x} \mathrm{FeSiO}_{4}+(2-x) \mathrm{Li} \rightarrow \mathrm{Li}_{2} \mathrm{FeSiO}_{4} \tag{4.140}
\end{equation*}
$$

In other words, Li atoms are inserted in the structure of the material. The voltage can then be computed as

$$
\begin{equation*}
V=-\frac{\left[E_{\mathrm{Li}_{2} \mathrm{FeSiO}_{4}}-E_{\mathrm{Li}_{x} \mathrm{FeSiO}_{4}}-(2-x) E_{\mathrm{Li}}\right]}{(2-x) e} \tag{4.141}
\end{equation*}
$$

Other properties such as the ionic mobility inside the cathode, and the thermal stability of the material, can also be predicted from the ground state energy of the different phases of the material.

In our article, we suggest using quantum phase estimation to compute these groundstate energies, which is an efficient approach as described throughout this chapter. The currently most promising implementation is based on a first quantization and plane waves representation of the quantum state, and qubitization as the Hamiltonian
simulation [16, 231]. This choice of this combination stems from the use of plane waves to simulate a periodic material, first-quantization to reduce the one-norm of the Hamiltonian, and qubitization as a rapid Hamiltonian simulation technique.


Figure 4.5 Execution time estimates for the qubitization quantum phase estimation algorithm [84]. Assuming chemical accuracy $\varepsilon=0.043 \mathrm{eV}$, this figure represents the time cost of implementing the quantum phase estimation algorithm for $\mathrm{Li}_{2} \mathrm{FeSiO}_{4}$ at varying clock rates for the synthesis of non-Clifford gates. The total number of qubits is 2,375 for $n_{p}=4$ and 6,652 for $n_{p}=9$. We compute the distillation time as the product of the number of Toffoli gates, the surface code distance $d$, and the clock frequency, all divided by a small $n_{p}$ factor originating from the techniques in [170] that parallelize the CSWAPs and arithmetic computations. We compute $d$ in this figure as in the moderate error case of Ref. [137]. We emphasize that these are rough estimates whose main purpose is to provide a method to interpret the gate cost.

The main contributions of our article are three-fold: first, we slightly extend the applicability of the original algorithm from the orthonormal cubic computational cell to orthogonal, a parallelepiped. This adaptation requires minor changes in the Prep component of the algorithm, in particular of a state with amplitudes proportional to $\frac{1}{\left\|G_{\nu}\right\|}$, which slightly increases the cost of the algorithm.

More importantly, we explain how to perform the Givens rotations required to map the Hartree Fock from molecular orbitals to the plane wave basis in first quantization [144] and make sure that the procedure conserves antisymmetrization. The Hartree-Fock state that we take as the initial state will only be a computational basis state in the molecular orbital basis. However, to use our Hamiltonian simulation


Figure 4.6 Circuit diagram of an example controlled rotation $R_{Y}\left(\theta_{p q}\right)$ [84]. The rotation is performed on the subspace spanned by $|p\rangle=|0101\rangle$ and $|q\rangle=|0010\rangle$. The following procedure is applied to the bits where they differ, namely the last three qubits. First, we apply $X$ gates such that $|p\rangle \rightarrow|0000\rangle$ and $|q\rangle \rightarrow|0111\rangle$. Then, CNOT gates map these states to $|0000\rangle$ and $|0100\rangle$ respectively. This allows us to perform a rotation on the second qubit controlled on the auxiliary qubit $\left|\sum b_{i} \bmod 2\right\rangle_{a}$. Finally, the CNOTs and $X$ gates are uncomputed, yielding the desired controlled rotation on the subspace $\operatorname{span}\{|p\rangle,|q\rangle\}$.
method, we require such a state to be mapped to the plane wave basis, a procedure that has been previously explored in the literature [195, 224, 144]. Such basis change can be written as the application of the operator

$$
\begin{equation*}
U(u)=e^{\sum_{p q}[\log u]_{p q} a_{p}^{\dagger} a_{q}}, \tag{4.142}
\end{equation*}
$$

according to Thouless theorem [239], see Footnote 2. To implement it, the Kivlichan method diagonalizes the corresponding operator matrix, decomposing it in two-orbital Givens rotations

$$
R_{Y}\left(\theta_{p q}\right)=\left(\begin{array}{cc}
\cos \left(\theta_{p q}\right) & -\sin \left(\theta_{p q}\right)  \tag{4.143}\\
\sin \left(\theta_{p q}\right) & \cos \left(\theta_{p q}\right)
\end{array}\right),
$$

between the $\eta$ occupied orbitals and the $N-\eta$ unoccupied ones [144]. Givens rotations are rather straightforward in second quantization, just a two-qubit rotation [12]. In contrast, in first quantization, it becomes much more challenging as the information about the occupation of an orbital is delocalized among all registers. In this representation, registers track the orbital in which each electron is, not whether particular orbitals are occupied or empty. Thus, our contribution is a method to perform such rotations in first quantization.

To explain how the procedure works, the key aspect to understand is that given the fermionic nature of the system, $R_{Y}\left(\theta_{p q}\right)$ will only behave non-trivially when the occupation of $|p\rangle$ and $|q\rangle$ is different, else it acts as the identity operator. Consequently, we can implement the Givens rotation on $\left|p_{1}, \ldots, p_{\eta}\right\rangle$ with the following procedure [84]:

1. Initialize $\eta$ auxiliary qubits $\left|b_{j}\right\rangle_{j}$ in the state $|0\rangle_{1} \ldots|0\rangle_{\eta}$.
2. For $1 \leq j \leq \eta$ : If $p_{j} \in\{p, q\}$, flip the auxiliary qubit $|0\rangle_{j}$ to $|1\rangle_{j}$.
3. For $1 \leq j \leq \eta-1$ : Controlled on the auxiliary qubit $\left|b_{j}\right\rangle_{j}$, swap the $j$-th and $\eta$-th register.
4. The auxiliary qubits are now in some state $\left|b_{1}\right\rangle_{1} \ldots\left|b_{\eta}\right\rangle_{\eta}$, where each $b_{j}$ indicates if $p_{j} \in\{p, q\}$. Controlled on the parity of $\sum_{i=1}^{\eta} b_{i}$, apply $R_{Y}\left(\theta_{p q}\right)$ on the subspace $\operatorname{span}\{|p\rangle,|q\rangle\}$ of the $\eta$-th register. This step is illustrated for an example in Fig. 4.6 and can be easily generalized.
5. Undo the controlled swaps and uncompute the auxiliary qubits by applying the same operators in steps 2 and 3.

In the article, we show in a principled way that this procedure preserves the antisymmetry of the state, which can also be explicitly checked.

Finally, while most elements of the algorithm presented in our article could be previously found in the literature, a third important contribution is understanding which ones to use and how to combine them into a complex algorithm capable of performing this computationally challenging task. The main conclusion of our work is that the algorithm is almost efficient enough, that provided with a quantum computer with high but achievable clock rates we could run quantum phase estimation in a reasonable amount of time for useful battery materials. However, various limitations should be addressed in future work, such as the extension to non-orthogonal cells, or going beyond Hartree-Fock as a way to prepare ground states. The latter might be especially important as the overlap between the Hartree Fock and ground states may decrease exponentially with the system size [146]. Overall, this article and similar previous ones indicate that chemistry and material science might be one of the most promising applications of quantum computing.

### 4.8. Results

- We have described Hartree-Fock, Density Functional Theory, and Coupled Cluster, and established their connections with quantum algorithms or as state preparation methods.
- We have described all the algorithmic choices involved in chemistry calculations, with special emphasis on Hamiltonian simulation.
- We have released TFermion, the library corresponding to Ref. [63], that enables researchers to easily compare quantum algorithms present in the literature, for which only complexity estimates were available. This enables, for example, the comparison of different basis functions, or Hamiltonian simulation techniques.
- In Ref. [84], we have described how state-of-the-art first-quantization algorithms may be applied to analyze Li-ion battery properties, such as the thermal stability or the energy capacity of the battery. First-quantization techniques are especially useful to reduce the cost of the plane wave basis. Together with qubitization, this makes for very efficient quantum algorithms.
- Our results in Refs. [63, 84] indicate that the most promising Hamiltonian simulation techniques are either:

1. Qubitization, making use of Gaussian basis functions with rank-factorization.
2. Qubitization or interaction picture Hamiltonian simulation techniques, in plane wave basis and first quantization.

Depending on the system (isolated molecules or periodic materials) one or the other might be preferable.

- The estimated number of logical gates for this algorithm means this is a robust quantum computing application candidate, and could be implemented in a realistic amount of time in a fault-tolerant quantum computer.
- In Ref. [84], we have made technical contributions to state preparations and the applicability of the first-quantization algorithm. More specifically, we have explained how to implement Givens rotations in first-quantization, without which state preparation in plane waves is not completely defined.
- The second technical contribution is the extension of this algorithm to orthogonal unit cells.
- We have understood that the main bottleneck in quantum chemistry is the state preparation problem. We have described a few techniques for that purpose.


## Chapter 5

## Quantum error correction

With group and eigenstate, we've learned to fix Your quantum errors with our quantum tricks.

Daniel Gottesman, Quantum Error Correction Sonnet.

### 5.1. Objectives

- Understanding why quantum error correction plays a key enabling role in quantum chemistry, and why non-Clifford gates are often the most expensive kind of logic gate.
- Understanding the topological error codes and their two most important representatives: surface and color codes.
- Describing a procedure of how quantum fault tolerance might be achieved with error correction techniques.
- Analyzing how a Machine Learning decoder can be flexibly used with various topological codes.


### 5.2. Introduction to error codes

In the previous chapters, we have reviewed the different families of algorithms that one may wish to implement, and how they relate to each other. In particular, in Chapter 4 we have explored the use of these algorithms, and have explored the time and resource cost of fault-tolerantly implementing them. There, we referred to the
necessity of distilling magic states to implement T gates. In this chapter, we explain the most important topological quantum error correction codes, the leading approach to ensure that quantum computing protocols can be implemented fault tolerantly. We start describing in the next section some basic concepts of quantum error correction, following the presentation in Ref. [204, Chapter 7].

The objective of error correction might appear challenging: not only do we have to prevent decoherence of our data, but we have to ensure that we can fault tolerantly implement a continuous set of gates. Unfortunately, being continuous, even minor errors in such gates would accumulate, ultimately leading to computational failure [204]. However, even if such is the case, we can decompose the possible errors in a discrete set. To see how, imagine we have an encoded qubit $|\psi\rangle=a|0\rangle+b|1\rangle$. Further, suppose that there is an arbitrary unitary operator $U$ that acts upon our qubit, and an environmental qubit is assumed to be initialized to 0 on some basis, $|0\rangle_{E}$, and to which we have no access. In general, the action of $U$ is

$$
\begin{align*}
U:|0\rangle|0\rangle_{E} & \mapsto|0\rangle\left|e_{00}\right\rangle_{E}+|1\rangle\left|e_{01}\right\rangle_{E}  \tag{5.1}\\
|1\rangle|0\rangle_{E} & \mapsto|0\rangle\left|e_{10}\right\rangle_{E}+|1\rangle\left|e_{11}\right\rangle_{E},
\end{align*}
$$

where $\left|e_{i j}\right\rangle$ need not be normalized or orthogonal states. This means that $U$ transforms an arbitrary quantum state as

$$
\begin{align*}
U:(a|0\rangle+b|1\rangle)|0\rangle_{E} & \mapsto a\left(|0\rangle\left|e_{00}\right\rangle_{E}+|1\rangle\left|e_{01}\right\rangle_{E}\right)  \tag{5.2}\\
& +b\left(|0\rangle\left|e_{10}\right\rangle_{E}+|1\rangle\left|e_{11}\right\rangle_{E}\right) .
\end{align*}
$$

We can rewrite the resulting state as

$$
\begin{align*}
& =(a|0\rangle+b|1\rangle) \otimes \frac{1}{2}\left(\left|e_{00}\right\rangle_{E}+\left|e_{11}\right\rangle_{E}\right) \\
& +(a|0\rangle-b|1\rangle) \otimes \frac{1}{2}\left(\left|e_{00}\right\rangle_{E}-\left|e_{11}\right\rangle_{E}\right) \\
& +(a|1\rangle+b|0\rangle) \otimes \frac{1}{2}\left(\left|e_{01}\right\rangle_{E}+\left|e_{10}\right\rangle_{E}\right)  \tag{5.3}\\
& +(a|1\rangle-b|0\rangle) \otimes \frac{1}{2}\left(\left|e_{01}\right\rangle_{E}-\left|e_{10}\right\rangle_{E}\right) .
\end{align*}
$$

Taking a closer look, this is equivalent to

$$
\begin{equation*}
\mathbf{1}|\psi\rangle \otimes\left|e_{\mathbf{1}}\right\rangle+X|\psi\rangle \otimes\left|e_{X}\right\rangle+Y|\psi\rangle \otimes\left|e_{Y}\right\rangle+Z|\psi\rangle \otimes\left|e_{Z}\right\rangle \tag{5.4}
\end{equation*}
$$

where $X, Y$ and $Z$ represent the Pauli operators. We can always perform such an expansion because the set of Pauli operators and the identity span the state of $2 \times 2$ matrix. For $n$-qubit states $|\psi\rangle$, we can similarly expand any error in the basis of tensor products of Pauli operators, $E_{a} \in\{1, X, Y, Z\}^{\otimes n}$ such that

$$
\begin{equation*}
|\psi\rangle \otimes|0\rangle_{E} \mapsto \sum_{a} E_{a}|\psi\rangle \otimes\left|e_{a}\right\rangle_{E} \tag{5.5}
\end{equation*}
$$

where $\left|e_{a}\right\rangle_{E}$ need not be mutually orthogonal. If we are able to project into one of the $E_{a}$ possibilities and distinguish which one it was, we can implement $E_{a}^{\dagger}$ to correct our data qubits (not the environmental ones).

The errors we will aim to correct are a subset $\mathcal{E} \subset\left\{E_{a}\right\}$. If $E_{a}$ is composed of $t$ non-trivial Pauli operators, then we will say it has weight $t$. In a binary (qubit) code, we encode $2^{k}$ 'code words' $|\bar{i}\rangle$ in a $n$-qubit space. The code is further characterized by the code distance $d$, the minimum weight of the operator changing the code word, e.g.,

$$
\begin{equation*}
d=\min _{E_{a} \in \mathcal{E}} t\left(\boldsymbol{E}_{a}\right):\langle\bar{i}| E_{a}|\bar{j}\rangle \neq C_{a} \delta_{i j}, \tag{5.6}
\end{equation*}
$$

with $C_{a}$ a normalization coefficient. Overall, quantum error corrections codes will be denoted by their properties $[[n, k, d]]$, where the double bracket identifies them in contrast to single-bracket classical codes. In general, if errors $E_{a}$ and $E_{b}$ have weight smaller than $d / 2$,

$$
\begin{equation*}
\langle\bar{i}| E_{b}^{\dagger} E_{a}|\bar{j}\rangle=C_{a b} \delta_{i j} \tag{5.7}
\end{equation*}
$$

with $C_{a b}$ an arbitrary Hermitian matrix, is a necessary and sufficient condition to be able to recover the correct code word [204, Equation 7.19]. In other words, if the error $E_{a}$ has weight less than $d / 2$, we will be able to correct the error using the correction procedure $E_{b}^{\dagger}$, which can only recover the code word $|\bar{i}\rangle$ because $E_{b}^{\dagger} E_{a}$ has weight smaller than $d$. In contrast, if one error had a weight equal to or larger than $d / 2$, then it could be misidentified and corrected as a different code word.

As an introduction to quantum error correction codes, let us review one important family of classical codes, binary linear codes. In these codes, the code subspace is spanned by a set of binary vectors $\left\{v_{i}\right\}$, such that any message $\alpha_{1}, \ldots, \alpha_{k}$ is encoded as

$$
\begin{equation*}
\alpha_{1}, \ldots, \alpha_{k} \mapsto \sum_{i} \alpha_{i} v_{i} \tag{5.8}
\end{equation*}
$$

where summation is carried out modulo two. These generating vectors might be written as a $k \times n$ generating matrix, $G$

$$
G=\left(\begin{array}{c}
v_{1}  \tag{5.9}\\
v_{2} \\
\vdots \\
v_{k}
\end{array}\right)
$$

and encoded message as $v(\alpha)=\alpha G$. Alternatively, one can indicate $n-k$ linear constraints, which form a $(n-k) \times n$ parity check matrix $H$, such that $H v=0$ for all the generating vectors. Consequently, we also have $H G^{T}=0$. The parity check matrix can be used to detect errors $e$ in the code, as in that case $H(v+e)=H e \neq 0$ will indicate an error syndrome.

The distance $d$ in these codes is defined as the minimum Hamming weight of vectors $\left\{v_{i}\right\}$, defined as the number of non-zero elements of the vectors,

$$
\begin{equation*}
d=\min _{i}\left|v_{i}\right|_{1} . \tag{5.10}
\end{equation*}
$$

Similarly to our discussion above, the correctable errors are those of weight $t<d / 2$ [204]. From this code $C$, we can generate its dual, by taking the transpose of $H G^{T}=0$, $G H^{T}=0$. In the new $n-k$ code $C^{\perp}, H^{T}$ is the generating matrix and $G$ is the parity check matrix.

Can we say anything more about the relation between the primal and its dual code? Since $G H^{T}=0, \forall v \in C$ and $\forall u \in C^{\perp}$, we know that $v \cdot u=0$, and consequently $(-1)^{v \cdot u}=1$. On the other hand, if $u \notin C^{\perp}$ but $v=\alpha G$, it is clear that [204]

$$
\begin{equation*}
\sum_{v \in\{0,1\}^{k}}(-1)^{v \cdot w}=0, \quad \forall w \neq 0 \Rightarrow \sum_{v \in C}(-1)^{v \cdot u}=\sum_{\alpha \in\{0,1\}^{k}}(-1)^{\alpha \cdot G u}=0 \tag{5.11}
\end{equation*}
$$

In summary,

$$
\sum_{v \in C}(-1)^{v \cdot u}= \begin{cases}2^{k} & u \in C^{\perp}  \tag{5.12}\\ 0 & u \notin C^{\perp}\end{cases}
$$

As the eager reader might have noticed, this poses a relation between both codes via the Hadamard transformation, which we explore next.

### 5.2.1. CSS codes

The concept of dual codes can be exploited to generate one family of quantum codes called Calderbank-Shor-Steane (or CSS) codes [193]. The construction is as follows:
let $C_{1}$ be one code defined by $\left(n-k_{1}\right) \times n$ parity check matrix $H_{1}$, and similarly $C_{2}$ with $\left(n-k_{2}\right) \times n$ parity check matrix $H_{2}$. We choose $C_{2}$ to be a subcode of $C_{1}$, by imposing that all constraints of $C_{1}$ are also obeyed by $C_{2}$, so $k_{2}<k_{1}$. This construction allows defining equivalence classes in $C_{1}$ : two code words $u, v \in C_{1}$ are equivalent, if they are the same up to an element of $C_{2}$ [204],

$$
\begin{equation*}
u \equiv v \Longleftrightarrow \exists w \in C_{2}: u+w=v \tag{5.13}
\end{equation*}
$$

A CSS code is a code encoding $k_{1}-k_{2}$ logical bits, where each equivalence class is one of the $2^{k_{1}-k_{2}}$ code word. The basis elements are

$$
\begin{equation*}
|\bar{w}\rangle_{F}=\frac{1}{\sqrt{2^{k_{2}}}} \sum_{v \in C_{2}}|v+w\rangle, \tag{5.14}
\end{equation*}
$$

where the subindex denotes that this basis will be able to protect against bit-flip errors. As hinted on the discussion on the dual code, we can transform the code $C$ on its dual code $C^{\perp}$ using the bitwise Hadamard over all qubits

$$
\begin{align*}
& |\bar{w}\rangle_{P}=H_{2}^{\otimes n}|\bar{w}\rangle_{F}=\frac{1}{\sqrt{2^{n}}} \sum_{u} \frac{1}{\sqrt{2^{k_{2}}}}\left(\sum_{v \in C_{2}}(-1)^{u \cdot v}\right)(-1)^{u \cdot w}|u\rangle  \tag{5.15}\\
& \stackrel{(5.12)}{=} \frac{1}{\sqrt{2^{n-k_{2}}}} \sum_{u \in C_{2}^{\perp}}(-1)^{u \cdot w}|u\rangle .
\end{align*}
$$

Furthermore, if we shift $w$ by an element $c \in C_{2}$ (e.g., staying in the same equivalence class), the resulting $|\bar{w}\rangle_{P}$ will not change because $(-1)^{u \cdot(w+c)}=(-1)^{u \cdot w}(-1)^{u \cdot c}=$ $(-1)^{u \cdot w}$ because $u \cdot c=0$.

Given that the Hadamard is self-inverse, we can use it to move back and forth between the primal and dual representations, and consequently correct the phase-flip errors as bit-flip errors in the dual code. The distance for flip errors will be the minimum weight of generating vectors of $C_{1}$, while for phase errors it will be the minimum weight of generating vectors of $C_{2}^{\perp}$ [204]. The overall distance will consequently be the smallest of either.

### 5.2.2. Stabilizer codes

Another particularly important class of quantum error correction codes are so-called called stabilizer codes, which make use of the Pauli structure of errors in (5.5). Let $P= \pm\{\mathbf{1}, X, Z, X Z=i Y\}^{\otimes n}$ be the group of the $n$-fold tensor product of Pauli
operators, with $i Y$ in place of $Y$ so that all matrix entries are real; and let $\mathcal{S} \subset P$ be an Abelian subgroup. Then, since the elements commute and can be jointly diagonalized, we define the stabilizer code as the +1 eigenspace of $\mathcal{S}, \mathcal{H}_{\mathcal{S}}$ [204]:

$$
\begin{equation*}
\psi \in \mathcal{H}_{\mathcal{S}} \Longleftrightarrow M \psi=\psi \quad \forall M \in \mathcal{S} \tag{5.16}
\end{equation*}
$$

In particular, $-\mathbf{1} \notin \mathcal{S}$, because it has no +1 eigenvalue. $\mathcal{S}$ can be characterized by its generators, $\left\{M_{i}\right\}$. These operators can be understood as the parity check operators of the code.

Errors, on the other hand, will map the state outside the joint +1 eigenstate of all generators. For each $E_{a}$ there will be at least one generator $M_{i}$ such that

$$
\begin{equation*}
M_{i} E_{a}|\psi\rangle=-E_{a}|\psi\rangle=-E_{a} M_{i}|\psi\rangle . \tag{5.17}
\end{equation*}
$$

In that case, we see that the error and generator anticommute, instead of commute. This allows us to define an error syndrome $s_{i a}$

$$
\begin{equation*}
M_{i} E_{a}=(-1)^{s_{i a}} E_{a} M_{i} \tag{5.18}
\end{equation*}
$$

which will be $s_{i a}=0$ if error $E_{a}$ commutes with the stabilizer, and $s_{i a}=1$ if it anticommutes. Once identified thanks to the syndrome, we can apply a recovery procedure $E_{b}$ that will hopefully recover the encoded state by mapping us back to $\mathcal{H}_{\mathcal{S}}$.

Finally, we have to explain how logical operators will act on the code. They will be related to the normalizer of $\mathcal{S}$.

Definition 9 (Normalizer and centralizer) The normalizer of $\mathcal{S}$ in group $G, \mathcal{N}(\mathcal{S})$ is defined as

$$
\begin{equation*}
\mathcal{N}(\mathcal{S})=\{g \in G \mid g \mathcal{S}=\mathcal{S} g\}=\left\{g \in G \mid g \mathcal{S} g^{-1}=\mathcal{S}\right\} \tag{5.19}
\end{equation*}
$$

In other words, the normalizer is the set of elements of the group $G$ that take components of $\mathcal{S}$ to possibly different ones of $\mathcal{S}$ under conjugation. The centralizer is similar, but commutes element-wise with each element of $\mathcal{S}$

$$
\begin{equation*}
\mathcal{Z}(\mathcal{S})=\{g \in G \mid \forall s \in \mathcal{S}, g s=s g\}=\left\{g \in G \mid \forall s \in \mathcal{S}, g s g^{-1}=s\right\} . \tag{5.20}
\end{equation*}
$$

If $G$ is not clear, then we will indicate it by explicitly writing $\mathcal{Z}_{G}(\mathcal{S})$ and $\mathcal{N}_{G}(\mathcal{S})$.
The group $G$ will often be the Pauli group over the physical qubits, for instance in the stabilizer surface and color codes. Since $\mathcal{S}$ is Abelian, $\mathcal{S} \subset \mathcal{N}(\mathcal{S})$. Moreover, in the
stabilizer codes we will explore next, $\mathcal{Z}(\mathcal{S})=\mathcal{N}(\mathcal{S})$. Why is the normalizer important? It will represent all elements of $P$ that commute with but are not necessarily in $\mathcal{S}$. Since normalizer operators commute with components of the stabilizer, their syndrome will always be +1 . On the other hand, since they do not necessarily belong to $\mathcal{S}$, they can induce logical changes in the encoded information. Thus, logical operators in stabilizer codes will be related to the $\mathcal{N}(\mathcal{S}) / \mathcal{S}$ quotient group.

### 5.3. Topological error correction

Topological codes are the most important family of both CSS and stabilizer codes [41]. In these codes, the physical qubits are represented as some element of a lattice embedded in a differentiable manifold. Such elements are often given the name of $d$-cells, where $d$ represents the dimension. For example, 0 -cells are vertices, and 1-cells are edges... Topological codes receive this name because they encode logical information in topologically non-trivial objects in the manifold. Since topological elements are robust to local deformations, these codes display great robustness and are often considered a key aspect of almost any error correction scheme. The two most important codes are the toric code (also known as surface code) [142] and the color code [46]. In this section, we mostly follow the presentation by Ref. [41] of these codes.

### 5.3.1. Homology

Let us start defining some concepts that will, later on, be useful for understanding these error correction schemes. The first concept we will introduce are $d$-chains, subsets of $d$-cell elements $e_{i}^{d}$ that can be understood as a formal sum

$$
\begin{equation*}
c^{d}=\sum_{i} c_{i} e_{i}^{d}, \quad c_{i} \in\{0,1\} \tag{5.21}
\end{equation*}
$$

The set of $d$-chains will be called $C_{d}$, and has Abelian subgroup structure. In fact, using the notation $\mathbb{Z}_{2}=\mathbb{Z} \bmod 2$, then $C_{0} \simeq \mathbb{Z}_{2}^{V}$ for $V$ the set of vertices. Similarly happens for $C_{1}$ chains, made of edges $E, C_{2}$ made of faces $F$, or $C_{3}$ made of cells $C$. $d$-chains with different dimensions are connected by the boundary operators,

$$
\begin{equation*}
\partial_{d}: C_{d} \mapsto C_{d-1}, \tag{5.22}
\end{equation*}
$$

which are group homomorphisms, or in other words $\partial_{d}\left(e_{i}^{d}+e_{j}^{d}\right)=\partial_{d}\left(e_{i}^{d}\right)+\partial_{d}\left(e_{j}^{d}\right)$. These operators map each $d$-chain to its boundary, for example they map an edge to its two boundary vertices.

There are also two very important classes of $d$-chains. First, we have $d$-cycles $z^{d} \in Z_{d} \subset C_{d}$, defined by those $d$-chains that have no boundary: $\partial_{d} z^{d}=0$. Second, we have $d$-boundaries $b^{d} \in B_{d} \subset C_{d}$, which are themselves the boundary of a $d+1$-chain. In other words,

$$
\begin{equation*}
Z_{d}=\operatorname{ker} \partial_{d}, \quad B_{d}=\operatorname{Im} \partial_{d+1} \tag{5.23}
\end{equation*}
$$

Since $\partial_{d} \circ \partial_{d+1}=0$, boundaries are also cycles $B_{d} \subset Z_{d}$. This relation allows defining a homology group structure,

$$
\begin{equation*}
H_{d}:=\frac{Z_{d}}{B_{d}}=\frac{\operatorname{ker} \partial_{d}}{\operatorname{Im} \partial_{d+1}} . \tag{5.24}
\end{equation*}
$$

Interestingly, $H_{d}$ will only depend on the topology of the system. For example, if the manifold is an orientable surface, its Euler characteristic is

$$
\begin{equation*}
\chi=V-E+F \tag{5.25}
\end{equation*}
$$

and the genus of the surface is ${ }^{1}$

$$
\begin{equation*}
g=1-\chi / 2 . \tag{5.26}
\end{equation*}
$$

The genus is related to $H_{1}$ by $H_{1} \simeq \mathbb{Z}_{2}^{2 g}$ [41].

### 5.3.2. Surface code

The surface code was the first topological code proposed [142], and arguably the most promising near-future quantum error-correction code, due to its high threshold [96]. It is also sometimes called the toric code because in its simplest version it is embedded in a torus. While it can be extended to higher dimensions, we will first explain how to describe the $2 d$ toric version. The first key component of the code is deciding where to place the qubits, which in this code will correspond to edges. For every 1-chain of qubits $c$, we can define $X$ and $Z$ Pauli operators

$$
\begin{equation*}
X_{c}=\bigotimes_{i \in c} X_{i}, \quad Z_{c}=\bigotimes_{i \in c} Z_{i}, \quad c \in C_{1} \tag{5.27}
\end{equation*}
$$

[^6]

Figure 5.1 Surface code of $d=6$ encoding a single logical qubit with primal (gray) and dual (light gray) lattices. Each edge in the primal or dual lattice is a qubit. Depicted also two stabilizers $X_{f}, Z_{v} \in \mathcal{S}$, and representatives of the two logical operator classes $\bar{X}, \bar{Z} \in \mathcal{N}(\mathcal{S}) / \mathcal{S}$, which commute with the former because either they share an even number of qubits (eg $\bar{Z}$ and $X_{f}$ ), or because they are composed of the same Pauli operators ( $\bar{Z}$ and $Z_{v}$ ). Note how $\bar{Z}(\bar{X})$ starts and finishes in soft (rough) boundaries.

From our discussion in the previous section, we define the code as states in the Homology class $H_{1}$. For example, if $z \in Z_{1}$ a closed curve without boundary, we define a logical qubit state as

$$
\begin{equation*}
|\bar{z}\rangle=\sum_{b \in B_{1}}|z+b\rangle \Rightarrow|\bar{z}\rangle \in H_{1} . \tag{5.28}
\end{equation*}
$$

This is what gives the surface code its CSS character, identifying $B_{1}$ with the $C_{2}$ code, and $Z_{1}$ with the $C_{1}$ code, in the definition of the CSS code. Since topological codes


Figure 5.2 Toric code with distance $d=5$. The opposite sides of the lattice are identified. Two logical qubits can be encoded in this code, whose logical Pauli operators are depicted in blue and red. If an error happens, it will leave behind two excited stabilizers (in this case of type $X$ ). We can correct it by implementing $E_{b}$ via one of the shortest paths, such that the probability of a phase or bit flip is minimized. In the depicted case, $E_{b} E_{a} \in B_{1}^{*}$, so it does not change the logical information.
are also stabilizer codes, we define the stabilizer operators:

$$
\begin{equation*}
X_{f}=\prod_{e \in \partial_{2} f} X_{e}, \quad Z_{v}=\prod_{e \mid v \in \partial_{1} e} Z_{e}, \quad \mathcal{S}=\left\{X_{f}, Z_{v}\right\} \tag{5.29}
\end{equation*}
$$

for $f$ indicating a face, and $e$ an edge, and $v$ a vertex, see Fig. 5.1. These stabilizer generators commute with each other because they share an even number of edges, and are subject to the constraints

$$
\begin{equation*}
\prod_{f} X_{f}=1, \quad \prod_{v} Z_{v}=1 \tag{5.30}
\end{equation*}
$$

The number of encoded qubits will be $k=2 g$ because $\left|H_{1}\right|=2^{2 g}$ as we saw at the end of Section 5.3.1, or we may alternatively compute it as the number of qubits minus the number of independent stabilizers, $k=E-(V+F-2)=2-\chi=2 g$.

We can use the transversal Hadamard gate, as described previously, to transform the code into its dual, commonly denoted with an asterisk. Thus, we obtain dual boundary operators

$$
\begin{equation*}
\partial_{d}^{*}: C_{d-1}^{*} \mapsto C_{d}^{*} \tag{5.31}
\end{equation*}
$$

and dual cycles $Z_{1}^{*}$ and boundaries $B_{1}^{*}$. Conjugating by the transversal Hadamard also maps $X_{f} \rightarrow Z_{f^{*}}$ and $Z_{v} \rightarrow X_{v^{*}}$. In summary, this gate translates us to the dual code, which in this case is again the surface code. Using both the primal and dual codes, we can explore the form of the logical operators in this code. Our objective is to relate $Z_{1} / B_{1}$ and $\mathcal{N}(\mathcal{S}) / \mathcal{S}$. One Pauli operator in the code can be written as

$$
\begin{equation*}
A=i^{\alpha} X_{c} Z_{c^{*}}, \quad\left(c, c^{*}\right) \in C_{1} \times C_{1}^{*}, \quad \alpha \in \mathbb{Z} \quad \bmod 4 \tag{5.32}
\end{equation*}
$$

This operator will be in $\mathcal{N}(\mathcal{S})$ if it commutes with all the operators in $\mathcal{S}$. In particular

$$
\begin{equation*}
\left[X_{c}, Z_{v}\right]=0 \Longleftrightarrow v \notin \partial_{1} c, \quad\left[Z_{c^{*}}, X_{f^{*}}\right]=0 \Longleftrightarrow f^{*} \notin \partial_{2} c^{*} \tag{5.33}
\end{equation*}
$$

Or in other words, $c$ and $c^{*}$ do not have boundaries

$$
\begin{equation*}
A \in \mathcal{N}(\mathcal{S}) \Longleftrightarrow\left(c, c^{*}\right) \in Z_{1} \times Z_{1}^{*} \tag{5.34}
\end{equation*}
$$

Thus, the normalizer is composed of any closed string in the primal and dual lattices.
Now that we have characterized the normalizer, let us take a look at the stabilizer group $\mathcal{S}$. An element of the stabilizer group can be written as

$$
\begin{equation*}
B=\prod_{i} X_{f_{i}} \prod_{j} Z_{v_{j}}=X_{\partial_{2} c_{2}} Z_{\partial_{1}^{*} c_{0}^{*}} . \tag{5.35}
\end{equation*}
$$

for some set of faces $c_{2}=\sum_{i} f_{i}$ and (dual) vertices $c_{0}^{*}=\sum_{i} v_{i}^{*}$. Therefore,

$$
\begin{equation*}
B \in \mathcal{S} \Longleftrightarrow\left(c, c^{*}\right) \in B_{1} \times B_{1}^{*} \tag{5.36}
\end{equation*}
$$

Elements of the stabilizer (plaquette and vertex operators in Fig. 5.2) will deform closed strings without modifying the encoded logical information. Knowing this allows
us to understand that the logical Pauli operators are

$$
\begin{equation*}
\frac{\mathcal{N}(\mathcal{S})}{\mathcal{S}} \simeq \frac{Z_{1}}{B_{1}} \times \frac{Z_{1}^{*}}{B_{1}^{*}}=H_{1} \times H_{1}^{*} \simeq H_{1}^{2} \tag{5.37}
\end{equation*}
$$

In a $d \times d$ torus, this means we have a $[[2 d, 2, d]]$ quantum code (vertical and horizontal $\bar{X}$ and $\bar{Z}$ strings), see Fig. 5.2. An alternative way of introducing a non-trivial topology is to create boundaries in the code. There are two types of boundaries, in the primal (soft) and dual (rough) lattices. However, each side of the square can only contain one kind of boundary. For this reason, the number of logical qubits is reduced to just one, and the code will be $[[2 d(d-1)+1,1, d]]$, see Fig. 5.1.

In conclusion, the surface code allows to transversally implement $\bar{X}$ and $\bar{Z}$ as the product of $X$ and $Z$ operators over strings. Using two copies of the surface code, we can also implement a transversal C- $Z$ gate. However, we cannot transversally generate the Clifford group.

Definition 10 (Clifford group and hierarchy [105]) The Clifford group is the set of quantum gates $C$ such that if $P$ is a Pauli operator, then $C^{\dagger} P C$ is also a Pauli operator. In other words, it is the normalizer of the Pauli group, $\mathcal{N}(P)$. In general, the d-level of the Clifford hierarchy $\mathcal{L}_{d}$ is defined as those gates $C$ that map $P \in \mathcal{L}_{d-1}$ to the same level under conjugation,

$$
\begin{equation*}
C \in \mathcal{L}_{d} \Longleftrightarrow \forall P \in \mathcal{L}_{d-1}, C^{\dagger} P C \in \mathcal{L}_{d-1}, \quad \mathcal{L}_{d}:=\mathcal{N}\left(\mathcal{L}_{d-1}\right) \tag{5.38}
\end{equation*}
$$

where $\mathcal{L}_{1}=\langle i \mathbf{1}, Z, X\rangle$ is the Pauli group, and $\mathcal{L}_{2}=\langle S, H, C$ - $Z\rangle$ is the Clifford group itself.

Two well-known families of gates in the Clifford hierarchy are the single-qubit $e^{i \pi / 2^{d}}$ rotations ( $S$-family), and the $d$-qubit controlled $Z$ gates (C- $Z$ family).

What about higher dimensions? In three dimensions, for example, qubits will be attached to faces, $X$-type stabilizers to cells, and $Z$-type stabilizers to edges. Its dual-code will thus have qubits, $X$-type stabilizers, and $Z$-type stabilizers attached to edges, vertices, and faces respectively. Furthermore, in this code, it is possible to transversally implement CC- $Z$ gates [245]. If we go up to four dimensions, we will be able to prepare self-correcting quantum memories [4, 85, 119]. Finally, $d$ copies of the $d$-dimensional surface code will be able to transversally generate, via a mapping to color codes [154], the $d$-qubit C- $Z$ gate, which is in the $\mathcal{L}_{d}$ but not in $\mathcal{L}_{d+1}$. This saturates


Figure 5.3 Color codes. Qubits are placed on the vertices, and stabilizers on the faces. (a) 4-8-8 color code, (b) 6-6-6 color code. Taken from Ref. [160] under CC-BY 4.0 license.
the Bravyi-König theorem ${ }^{2}$, which states that $d$-dimensional topological codes can only generate gates up to the $d^{\text {th }}$ level of the Clifford hierarchy [54]. A good review on low overhead implementation of the surface code might be found in the readable Ref. [164].

### 5.3.3. Color code

A second important family of error correction codes is color codes. As for the surface code, we start the discussion in 2 dimensions. In such a case, their lattice fulfills two key requirements:

1. Each vertex is trivalent.
2. Each face is assigned one of three labels (red, green, and blue), so that neighbor faces have different colors.

In the color code, each qubit is attached to the vertices, as indicated in Fig. 5.5, and the stabilizer generators are face operators

$$
\begin{equation*}
X_{f}=\prod_{v \in f} X_{v} ; \quad Z_{f}=\prod_{v \in f} Z_{v} \tag{5.39}
\end{equation*}
$$

From this equation we can recognise that the color code is self-dual. Similar to (5.30), the stabilizers in the color code are subject to the following constraints

$$
\begin{equation*}
\prod_{f \in F_{r}} X_{f}=\prod_{f \in F_{g}} X_{f}=\prod_{f \in F_{b}} X_{f}, \quad \prod_{f \in F_{r}} Z_{f}=\prod_{f \in F_{g}} Z_{f}=\prod_{f \in F_{b}} Z_{f} . \tag{5.40}
\end{equation*}
$$

[^7]From this, the number of independent stabilizers generators is $2 F-4=2\left(\left|F_{r}\right|+\left|F_{b}\right|+\right.$ $\left.\left|F_{g}\right|\right)-4$. We compute the number of encoded qubits as the number of physical qubits (vertices, $V$ ) minus the number of stabilizer generators ( $2 F-4$ ). Given that the lattice is trivalent, $E=\frac{3}{2} V$, and since the Euler characteristic is $\chi=2(1-g)=V-E+F$, we have

$$
\begin{equation*}
k=V-2 F+4=V+4+2(V-E-2(1-g))=3 V-2 E+4-4+4 g=4 g, \tag{5.41}
\end{equation*}
$$

doubling the amount of qubits we got in the surface code.
In the color code, there are 6 types of closed string operators, three different colors, and 2 different Pauli operators, $X$ and $Z$. Denoting by $\gamma$ a closed string, $c$ the color, and $V_{c}^{\gamma}$ the vertices bounding a $c$-colored edge in $\gamma$, these are

$$
\begin{equation*}
X_{\gamma}^{c}=\prod_{v \in V_{c}^{\gamma}} X_{v}, \quad Z_{\gamma}^{c}=\prod_{v \in V_{c}^{\gamma}} Z_{v} . \tag{5.42}
\end{equation*}
$$

However, not all string operators are independent, because

$$
\begin{equation*}
X_{\gamma}^{r} X_{\gamma}^{g} X_{\gamma}^{b}=1, \quad Z_{\gamma}^{r} Z_{\gamma}^{g} Z_{\gamma}^{b}=1 \tag{5.43}
\end{equation*}
$$

so it is sufficient to consider just two colors. To understand the commutation rules of these string operators, the key is to check whether $X_{\gamma}^{c^{\prime}}$ and $Z_{\gamma}^{c}$ coincide in an even or odd number of qubits. If they cross an even number of times $\left[X_{\gamma}^{c^{\prime}}, Z_{\gamma}^{c}\right]=0$. This necessarily happens, for example, if $c=c^{\prime}$ [41]. In contrast, if $c \neq c^{\prime}$ and $Z_{\gamma}^{c}$ and $X_{\gamma}^{c^{\prime}}$ cross an odd number of times, $\left\{X_{\gamma}^{c^{\prime}}, Z_{\gamma}^{c}\right\}=0$.

Let us now analyze the logical operators in this code. Similar to the surface code, if a closed string $\gamma$ may be contracted to a point via stabilizer generators, then it is a homologically trivial stabilizer element. As such, since only two colors are independent,

$$
\begin{equation*}
\mathcal{S} \simeq B_{1}^{\mathrm{red}, X} \times B_{1}^{\mathrm{red}, Z} \times B_{1}^{\text {green }, X} \times B_{1}^{\text {green }, Z} \tag{5.44}
\end{equation*}
$$

On the other hand, those strings that cannot be contracted but commute with the stabilizers form the normalizer,

$$
\begin{equation*}
\mathcal{N}(\mathcal{S}) \simeq Z_{1}^{\text {red }, X} \times Z_{1}^{\text {red, }, Z} \times Z_{1}^{\text {green }, X} \times Z_{1}^{\text {green }, Z} \tag{5.45}
\end{equation*}
$$



Figure 5.4 Error strings in the color code. Similar to Fig. 5.2, the errors should be corrected by an open string of operator joining excitations, so this figure may alternatively be interpreted as fusion rules of excitations. (a) Two excitations of the same color and type $X / Z$ can be joined by a string of the same color. (b) Three excitations of the same type but different colors can be joined at the vertex they share. (c) Three excitations of types $X, Z$, and $X Z$, and the same color might also be joined to correct the errors. Figure from Ref. [133] under CC-BY 4.0 license.

And finally, we obtain logical operators $\bar{X}_{i}, \bar{Z}_{i}$ as

$$
\begin{equation*}
\frac{\mathcal{N}(\mathcal{S})}{\mathcal{S}} \simeq H_{1}^{\mathrm{red}, X} \times H_{1}^{\mathrm{red}, Z} \times H_{1}^{\mathrm{green}, X} \times H_{1}^{\mathrm{green}, Z} \tag{5.46}
\end{equation*}
$$

As such, the color code is a CSS code. If closed strings $\gamma$ are elements of the normalizer of the stabilizer group $\mathcal{N}(\mathcal{S})$, open strings represent errors and whose boundaries will signal a +1 syndrome, see Fig. 5.4. These errors $E_{a}$ can be corrected closing the string with $E_{b}^{\dagger}=E_{b}$, so hopefully $E_{b}^{\dagger} E_{a} \in \mathcal{S}$ and the logical information is preserved.

To compute the distance of a color code, we have to find the smallest non-detectable error, or in other words, the smallest weight between the logical operators. However, in this case, non-trivial elements of the normalizer do not need to be single-color strings. Rather, the string may branch into a string net. On the other hand, similarly to the surface code, we may introduce boundaries of a given color by removing stabilizer operators of such color. Similar to the surface code, red close string operators $\gamma$ may end up in red boundaries, making them commutative with any stabilizer and therefore an element of $\mathcal{N}(\mathcal{S})$. In contrast, if a red closed string $\gamma$ only encloses red boundaries, then it is part of the stabilizer group $\mathcal{S}$, as it can be contracted to the boundary [41].


Figure 5.5 6-6-6 Color code, primal and dual lattices. Left: trivalent primal lattice, with qubits on the vertices. Right: dual lattice, with qubits on the faces. In this dual lattice, each edge can be assigned the complementary color of the vertices bounding it. To introduce boundaries allowing to encode logical qubits, we remove the stabilizers corresponding to the bottom blue vertices, upper-right green vertices, and upper-left red vertices.

We have already seen that the color code encodes twice the number of logical qubits than the equivalent surface code. However, the most remarkable difference between these codes is the color code capability to transversally implement the

$$
S=\left(\begin{array}{ll}
1 & 0  \tag{5.47}\\
0 & i
\end{array}\right)
$$

and Hadamard gates, which together with the C-Not allow these codes to generate the Clifford group. Transversal implementation of gates is very useful because it prevents errors from propagating in the code.

The Hadamard gate can be easily implemented on the triangular codes such as Fig. 5.5 and Fig. 5.6, because both $\bar{X}$ and $\bar{Z}$ strings are applied over the same physical qubits. As such, $H^{\otimes n} \bar{X} H^{\otimes n}=\bar{Z}$, and consequently, we can take $\bar{H}=H^{\otimes n}$. As for the $\bar{S}$ gate, the desired behavior would be $\bar{S}^{\dagger} \bar{Z} \bar{S}=\bar{Z}$ and $\bar{S}^{\dagger} \bar{X} \bar{S}=\bar{Y}$. However, to transversally implement this gate we need to make sure that $\bar{S}=S^{\otimes n}$ does not take us outside the code space. Instead, we find that $\left(S^{\otimes n}\right)^{\dagger} X_{f} S^{\otimes n}=i^{v} X_{f} Z_{f}$, where face $f$ has $v$ vertices [46]. Staying in the +1 subspace, so the stabilizer group is preserved, is recovered for codes where the number of qubits per face is a multiple of 4 , like the $4-8-8$ code in Fig. 5.3. Furthermore, if the number $n$ of qubits in the code is such that


Figure 5.6 Simplest color code of distance $d=3$, with boundaries. Operator $X$ on vertices $2,4,5$, and 6 would form a string net with the three colored edges. A weight-three logical operator would be string net red boundary - $2-4-7$ - blue and yellow boundaries.
$n=1 \bmod 4$, then we obtain

$$
\begin{equation*}
S^{\otimes n} \bar{X}\left(S^{\dagger}\right)^{\otimes n}=i^{n} \quad \bmod 4 \bar{X} \bar{Z}=i \bar{X} \bar{Z}=\bar{Y}, \quad S^{\otimes n} \bar{Z}\left(S^{\dagger}\right)^{\otimes n}=\bar{Z} \tag{5.48}
\end{equation*}
$$

Thus, in this code, we can implement the $\bar{S}=S^{\otimes n}$ transversally, and consequently, also the entire Clifford group.

If we have a member from the 6-6-6 color code family, Fig. 5.5 we can still find a way to transversally implement the $\bar{S}$ rotation [151]. The key aspect to notice is that the set of vertices can be split in two disjoint sets $S_{1}$ and $S_{2}$ under the condition that two vertices in an edge are part of different sets and $\left|S_{1}\right|=\left|S_{2}\right|+1$. Since the number of qubits is odd, but each stabilizer is applied to an even number of qubits, we can choose $\bar{S}=S^{\otimes\left(q \in S_{1}\right)}\left(S^{\dagger}\right)^{\otimes\left(q \in S_{2}\right)}$. Then [151],

$$
\begin{equation*}
\bar{S} \bar{X} \bar{S}^{\dagger}=i^{\left|S_{1}\right|-\left|S_{2}\right|} \bar{X} \bar{Z}=i \bar{X} \bar{Z}=\bar{Y}, \quad \bar{S} \bar{Z} \bar{S}^{\dagger}=\bar{Z} \tag{5.49}
\end{equation*}
$$

The stabilizer subspace will similarly be preserved because in each stabilizer there is an equal number of qubits in $S_{1}$ and $S_{2}$ [151]

$$
\begin{equation*}
\bar{S} X_{f} \bar{S}^{\dagger}=i^{\left|S_{1} \cap f\right|-\left|S_{2} \cap f\right|} X_{f} Z_{f}=X_{f} Z_{f} \in \mathcal{S} ; \quad \bar{S} Z_{f} \bar{S}^{\dagger}=Z_{f} \in \mathcal{S} \tag{5.50}
\end{equation*}
$$

Thus, a transversal gate is also possible in the 6-6-6 codes if we take the members of the family depicted in Fig. 5.5.

Similar to the extension of surface codes we saw in the previous Section 5.3.2, we can also generalize the surface code to a family of color codes of $d$ dimensions [47]. In general, the conditions will be

1. The lattice is $d$-valent: each vertex is connected to $d$ edges.
2. $d$-cells can be $d+1$-colored such that no adjacent $d$-cells share color.

We depict the simplest three-dimensional color code in Fig. 5.7. In this case, the qubits are still on the vertices, and the $Z$ stabilizers are still attached to faces, but the $X$ stabilizers are instead cell stabilizers $X_{c}$. The attractiveness of the 3 d color code is its capability to transversally implement the gate

$$
T=\sqrt{S}=\left(\begin{array}{cc}
1 & 0  \tag{5.51}\\
0 & i^{1 / 2}
\end{array}\right)
$$

If each stabilizer has weight multiple of 8 , and $n \bmod 8=: l \in\{1,3,5,7\}$ then $\bar{T}=T^{\otimes n}$ implements the logical operator

$$
\begin{equation*}
\bar{T}|\overline{0}\rangle=|\overline{0}\rangle ; \quad \bar{T}|\overline{1}\rangle=i^{l / 2}|\overline{1}\rangle, \tag{5.52}
\end{equation*}
$$

and maps the code subspace to itself. A similar construction might be implemented for the $d$-dimensional color code, with gate

$$
R_{d}=\left(\begin{array}{cc}
1 & 0  \tag{5.53}\\
0 & 2^{\frac{i \pi}{2^{d}}},
\end{array}\right)
$$

thus saturating the Bravyi-König bound [54, 197, 252]. In such color codes, the $Z$ stabilizers are attached to faces and $X$ stabilizers to $d$-cells. However, this arrangement does not allow us to transversally implement the Hadamard gate anymore, as $X$ and $Z$ stabilizers no longer have the same support. Finally, it is worth mentioning that, similarly to surface codes, in $d=4$ we similarly find a self-correcting quantum code [45].

### 5.4. Towards fault-tolerant quantum computing

So far we have discussed two of the main families of error-correcting codes, the surface and color codes. Unfortunately, we have not found any code that allows us to fault-tolerantly and transversally implement a set of universal gates, $\{H, \mathrm{C}-Z, T\}$. Is this possible? It turns out that the answer is negative: according to a theorem by


Figure 5.7 Simplest example of the 3d color code, similar to Fig. 5.6. $X$ stabilizers are attached to cells, while $Z$ stabilizers do so in faces. Boundaries must be placed around the code, such that they are of a different color than the cells they touch. This color code admits transversal implementation of C-Not and T gates.

Eastin and Knill, any transversal set of gates generates a finite group and therefore cannot be universal [89].

What alternatives do we have? The most popular option is to couple a highthreshold error code, such as the surface code, with a smaller stabilizer code that is only used to generate magic states $T|+\rangle$. Each of these states will, later on, be consumed to implement one $T$ gate on the surface code via quantum teleportation [53]. To generate these magic states, it is customary to implement a distillation procedure: starting with many noisy copies implemented via non-fault tolerant $T$ gates, one can generate a few cleaner copies. The most famous of these distillation procedures is known as the 15 to 1 protocol [53], which takes 15 noisy copies and outputs a single


Figure 5.8 Three-dimensional color code with boundaries, primal and dual lattices, generalization of Fig. 5.5. Left: 4 -valent primal lattice, with qubits on the vertices. Edges are shown with the complementary color of the vertices in the corresponding dual face. Right: dual lattice, with qubits on the cells. Each face can be assigned the complementary color of the vertices bounding it. To introduce boundaries allowing to encode logical qubits, we remove the stabilizers corresponding to the boundary $k$-faces, see (5.54).
one with less error. In particular, assuming Pauli error $p$, the output state will be subject to error $35 p^{3}$.

Magic state distillation is rather costly, and while there have been many advances since the early protocols, they are still often considered the bottleneck step to implementing fault-tolerant quantum algorithms. A recent review of several distillation methods may be found in Ref. [165]. The alternative approach is using subsystem codes, two codes that can implement different sets of gates but are based on the same lattice and encode the same number of logical qubits. The most prominent example is gauge color codes, which we briefly review next.

### 5.4.1. Gauge color codes

Gauge color codes are a generalization of color codes, first introduced by Héctor Bombín in Ref. [42]. Here we will mostly follow their description by Ref. [151], that more naturally describes them in the dual picture in Fig. 5.5 over a lattice $\mathcal{L}$. Such lattices are a collection of $d$-simplices $\delta$, defined using independent vertices $e_{i}$,

$$
\begin{equation*}
\delta=\left\{\sum_{i=0}^{d} t_{i} e_{i} \mid \sum_{i} t_{i}=1\right\}, \quad \operatorname{dim} \delta:=d, \quad t_{i} \in \mathbb{R}^{+}, \quad e_{i}=(\underbrace{0, \ldots, 0}_{i-1}, 1,0, \ldots, 0) . \tag{5.54}
\end{equation*}
$$

For example, 0 -simplices are vertices, 1 -simplices are edges, 2 -simplices are faces (triangles), and 3 -simplices are cells (tetrahedra). The code is the union of a set of $d$-simplices of the same dimension $\mathcal{L}=\cup_{i} \delta_{i}$, and $\operatorname{dim} \mathcal{L}=\operatorname{dim} \delta_{i}$ is the dimension of the color code.

If we have a $d$-simplex $\delta$, we can also define its $k$-faces [151]

$$
\begin{equation*}
\Delta_{k}(\delta)=\{\sigma \subset \delta \mid \sigma \text { is a } k \text {-simplex, with } k \leq d\} \tag{5.55}
\end{equation*}
$$

Each $d$-simplex contains $\binom{d+1}{k+1}$ such $k$-faces. Additionally, we will denote by $\partial \mathcal{L}$ the boundary of $\mathcal{L}$, and $\Delta_{k}^{\prime}(\mathcal{L}):=\Delta_{k}(\mathcal{L} \backslash \partial \mathcal{L})$. Color codes, as we have discussed, are also characterized by a function, called 'color' that maps each vertex to $\mathbb{Z}_{d+1}$,

$$
\begin{equation*}
\text { color : } \Delta_{0} \mathcal{L} \mapsto \mathbb{Z}_{d+1} \tag{5.56}
\end{equation*}
$$

The possible values in $\mathbb{Z}_{d+1}$ are understood as different colors. We can also assign colors to a $d$-simplex as the union of colors of its vertices

$$
\begin{equation*}
\operatorname{color}(\delta)=\bigsqcup_{v \in \Delta_{0}(\delta)} \operatorname{color}(v) \tag{5.57}
\end{equation*}
$$

Apart from $\mathcal{L}$ being $(d+1)$ colorable, we need $\mathcal{L}$ to be the triangulation of a $d$-simplex. Then, we attach a qubit to each $d$-simplex in the interior of $\mathcal{L}$, such that for $\sigma \subset \mathcal{L} \backslash \partial \mathcal{L}$, we define the set of qubits connected to $\sigma$ as

$$
\begin{equation*}
\mathcal{Q}(\sigma)=\left\{\delta \in \Delta_{d}(\mathcal{L}) \mid \sigma \subset \delta\right\} . \tag{5.58}
\end{equation*}
$$

For example, in the two-dimensional color code from the dual lattice in Fig. 5.5, $\delta$ would refer to the triangles and $\sigma$ to the edges or vertices. More concretely, to each edge, there are two triangles/qubits attached, and to each vertex, there are six, except in the border. When we say an operator is supported over a simplex $\sigma$, we mean that it is applied over the corresponding qubits, e.g., $X(\sigma)=X[\mathcal{Q}(\sigma)]$.

Color codes are also CSS subsystem stabilizer codes, a generalization of stabilizer codes in which code generators do not need to commute [153]. They are defined by their gauge group [42]:

$$
\begin{equation*}
\mathcal{G}=\left\langle X(\delta), Z(\sigma) \mid \forall \delta \in \Delta_{d-2-z}^{\prime}(\mathcal{L}), \forall \sigma \in \Delta_{d-2-x}^{\prime}(\mathcal{L})\right\rangle \tag{5.59}
\end{equation*}
$$



Figure 5.9 Gauge elements in three-dimensional gauge color code $C C_{\mathcal{L}}(x=$ $0, z=0$ ), depicted in the primal lattice $\mathcal{L}^{*}$. In the primal lattice depicted, qubits are attached to vertices, gauge operators to faces (right figure), and stabilizer operators to cells (left figure), as explained in the main text. Figure similar to those appearing in Ref. [56], generating code modified from the one courteously provided by Prof. Benjamin Brown.
with ${ }^{3} x+z \leq d-2$. This induces a stabilizer group over the gauge group, $\mathcal{S}=\mathcal{Z}_{\mathcal{G}}(\mathcal{G}) \subset$ $\mathcal{G}$ [42],

$$
\begin{equation*}
\mathcal{S}=\left\langle X(\delta), Z(\sigma) \mid \forall \delta \in \Delta_{x}^{\prime}(\mathcal{L}), \forall \sigma \in \Delta_{z}^{\prime}(\mathcal{L})\right\rangle \tag{5.60}
\end{equation*}
$$

We refer to such color code as the $C C_{\mathcal{L}}(x, z)$. For instance, in 2 dimensions there is only one color code on $\mathcal{L}, C C_{\mathcal{L}}(0,0)$. Stabilizer generators are attached to vertices $\left(\Delta_{0}(\mathcal{L})\right)$ and coincide with the gauge generators, whereas physical qubits are attached to faces $\left(\delta \in \Delta_{d=2}(\mathcal{L})\right)$. The support of a stabilizer operator on vertex $\sigma$ are those qubits whose faces contain the vertex $\sigma$, i.e. $\mathcal{Q}(\sigma)$. Any color code for which $\mathcal{G}=\mathcal{S}$ is a stabilizer color code. Else, it is a subsystem color code.

Let us give two more examples: the three-dimensional color code with $X$ stabilizers attached to vertices and $Z$ stabilizers attached to edges is the stabilizer color code $C C_{\mathcal{L}}(0,1)$. On the other hand, the $C C_{\mathcal{L}}(0,0)$ subsystem color code has, in the primal (dual) lattice $\mathcal{L}^{*}(\mathcal{L})$, gauge generators attached to faces (edges) and stabilizer generators attached to cells (vertices), see Fig. 5.9. Since two faces (edges) may share an odd number of qubits, gauge stabilizers do not need to commute. In three dimensions, there are four edges arriving at each vertex, so the corresponding faces do not need to share an edge.

Code words in CSS codes are those that lie in the +1 eigenspace of the element of the stabilizer. Furthermore, two bit-strings are equivalent if they are connected by an element of $\mathcal{G} \backslash \mathcal{S}$ [151]. As a consequence, one may formally decompose the space as a tensor product of logical and gauge qubits: $|\psi\rangle|g\rangle$. This allows to distinguish two types of logic gates. Bare logical operators $\bar{U}_{\text {bare }}:|\psi\rangle|g\rangle \mapsto(\bar{U}|\psi\rangle)|g\rangle$ do not

[^8]



Figure 5.10 Gauge color code. Left: structure of the primal lattice $\mathcal{L}^{*}$. The lattice is composed of truncated octahedrons and cubes, colored with four possible values. Qubits lie in the vertices. Right: Errors in the color code form either a single string, of color blue-green as in the first figure; or a stringnet such as the one shown in the second figure of colors red-blue, red-yellow and red-green. Strings and stringnets may end in a boundary. Each colored face indicates a -1 gauge face measurement. Furthermore, at each cell, the product of the gauge measurements of each color gives us repeated syndrome measurements that enable single-shot error correction [43]. Figures similar to those appearing in Ref. [56], generating code modified from the one courteously provided by Prof. Benjamin Brown.
affect the gauge qubits. We denote by $\bar{X}=X^{\otimes n}$ and $\bar{Z}=Z^{\otimes n}$ the bare logical Pauli operators $X$ and $Z$ [151]. In contrast, dressed logical may also affect them, $\bar{U}_{\text {dressed }}:|\psi\rangle|g\rangle \mapsto(\bar{U}|\psi\rangle)\left|g^{\prime}\right\rangle$. We then define the logical states as

$$
\begin{equation*}
|\overline{0}\rangle\left|g_{x}\right\rangle:=\sum_{X_{G} \in \mathcal{G}} X_{G}|0\rangle^{\otimes n}, \quad|\overline{1}\rangle\left|g_{x}\right\rangle:=\bar{X}|\overline{0}\rangle\left|g_{x}\right\rangle, \tag{5.61}
\end{equation*}
$$

where we have used that elements of the gauge group do not change the logical information, and $|\overline{0}\rangle\left|g_{x}\right\rangle$ and $|\overline{1}\rangle\left|g_{x}\right\rangle$ are +1 eigenstates of the $X_{G} \in \mathcal{G}$ generators [151]. Alternatively, we can encode the logical qubits using

$$
\begin{equation*}
|\overline{0}\rangle\left|g_{z}\right\rangle:=\sum_{X_{S} \in \mathcal{S}} X_{S}|0\rangle^{\otimes n}, \quad|\overline{1}\rangle\left|g_{z}\right\rangle:=\bar{X}|\overline{0}\rangle\left|g_{z}\right\rangle, \tag{5.62}
\end{equation*}
$$

with $|\overline{0}\rangle\left|g_{z}\right\rangle$ and $|\overline{1}\rangle\left|g_{z}\right\rangle$ are +1 eigenstates of the $Z_{G} \in \mathcal{G}$ generators, as $Z_{G} X_{S}|0\rangle^{\otimes n}=$ $X_{S} Z_{G}|0\rangle^{\otimes n}=X_{S}|0\rangle^{\otimes n}$ [151].

Apart from Pauli $\bar{X}$ and $\bar{Z}$, we want to know what gates we can implement transversally. C- $Z$ is transversal because it is a CSS code and can therefore be
implemented physical-qubit-wise between two copies of the code. Similarly, if the code is self-dual, $C C_{\mathcal{L}}(x, x)$, then $\bar{H}=H^{\otimes n}$ transforms the $\bar{X}$ into $\bar{Z}$ as strings have support over the same physical qubits. However, it is also important to notice that this operator is a dressed logical operator, as it exchanges $X_{G} \leftrightarrow Z_{G}$ [151].

Finally, to complete a universal set of gates, we want to explore the possibility of applying $\bar{R}_{\ell}$, defined in (5.53). As we did for the 6-6-6 two-dimensional color code, we divide the physical qubits in two disjoint sets $S_{1} \cup S_{2}=\mathcal{Q}(\mathcal{L})$ such that the logical gate is defined as $\bar{R}_{\ell}=\left(R_{\ell}^{k}\right)^{\otimes\left(q \in S_{1}\right)}\left(R_{\ell}^{-k}\right)^{\otimes\left(q \in S_{2}\right)}$, with $k \in\left\{1, \ldots, 2^{n}-1\right\}$ ensuring

$$
\begin{equation*}
k\left(\left|S_{1}\right|-\left|S_{2}\right|\right)=1 \quad \bmod 2^{\ell} . \tag{5.63}
\end{equation*}
$$

Finding such a $k$ is always possible, [151, Page 7] and it will implement the desired behavior. On the other hand, though, we want to make sure that $\bar{R}_{\ell}$ commutes with gauge operators, so we need [151]

$$
\begin{equation*}
\forall X_{G} \in \mathcal{G}, \quad\left|S_{1} \cap \mathcal{Q}\left(X_{G}\right)\right|=\left|S_{2} \cap \mathcal{Q}\left(X_{G}\right)\right| \quad \bmod 2^{\ell} \tag{5.64}
\end{equation*}
$$

In the two-dimensional color code, this condition meant that stabilizer/gauge operators had equal support over $S_{1}$ and $S_{2}$ elements. By imposing this constraint, we are making sure that $\bar{R}_{\ell}$ will be a bare logical operator. One way of enforcing (5.64) is to satisfy that, for any subset of gauge operators $\left\{X_{G_{1}}, \ldots, X_{G_{m}}\right\}$, [42, Equation 3] and [151, Lemma 6]

$$
\begin{equation*}
\left|S_{1} \bigcap_{i=1}^{m} \mathcal{Q}\left(X_{G_{i}}\right)\right|=\left|S_{2} \bigcap_{i=1}^{m} \mathcal{Q}\left(X_{G_{i}}\right)\right| \quad \bmod 2^{\ell-m+1} \tag{5.65}
\end{equation*}
$$

Since gauge operators $X_{G_{i}}$ are attached to $d-2-z$ simplices $\delta_{i}$, we can analyze the qubits to which they are attached. Let

$$
\begin{equation*}
\bigcap_{i=1}^{m} \mathcal{Q}\left(\delta_{i}\right)=\mathcal{Q}(\tau) \text { or } \emptyset \tag{5.66}
\end{equation*}
$$

If the intersection is not an empty set, then $\cup_{i} \delta_{i} \subset \tau \in \mathcal{L} \backslash \partial \mathcal{L}$. Now, if $\operatorname{dim} \tau=m<d$, we have [151, Lemma 7]

$$
\begin{equation*}
\left|S_{1} \cap \mathcal{Q}(\tau)\right|=\left|S_{2} \cap \mathcal{Q}(\tau)\right| \tag{5.67}
\end{equation*}
$$

and we can use this fact to prove (5.65):

$$
\begin{equation*}
\left|S_{1} \bigcap_{i=1}^{m} \mathcal{Q}\left(X_{G_{i}}\right)\right|-\left|S_{2} \bigcap_{i=1}^{m} \mathcal{Q}\left(X_{G_{i}}\right)\right|=\left|S_{1} \cap \mathcal{Q}(\tau)\right|-\left|S_{2} \cap \mathcal{Q}(\tau)\right|=0 . \tag{5.68}
\end{equation*}
$$

In summary, to transversally implement $\bar{R}_{\ell}$ one possibility is to ensure that the union of up to $\ell$ gauge operators is contained in a simplex $\tau$ of dimension smaller than $d$. Let us see what this entails with respect to the coloring. We know that $d \geq \operatorname{color}(\tau) \geq \operatorname{color}\left(\cup_{i} \delta_{i}\right) \geq m(d-1-z)$, because each $c$-simplex is colored with $c+1$ colors. Taking $m=\ell$, we find that

$$
\begin{equation*}
\ell \leq \frac{d}{d-1-z} \tag{5.69}
\end{equation*}
$$

Since $x+z \leq d-2, \ell$ is maximized for $z=d-2$, which makes self-duality impossible but ensures that $\ell=\frac{d}{d-1-z}=d$. Therefore, we have seen that self-dual gauge color codes allow transversal implementation of $\bar{H}$, and $C C_{\mathcal{L}}(0, d-2)$ that of $\bar{R}_{d}$, but both conditions are incompatible for $d>2$, as would be expected from Eastin-Knill theorem [89]. We can also arithmetically check that we fail to simultaneously obtain self-duality and transversal implementation of $\bar{R}_{3}$ in any dimension, as we would need

$$
\begin{equation*}
x=z \geq \frac{2 d-3}{3} \Rightarrow x+z \geq \frac{4}{3} d-2>d-2 \Rightarrow \Leftarrow x+z<d-2 . \tag{5.70}
\end{equation*}
$$

There is a way out, however, called gauge fixing, which helps connect the self-dual codes $C C_{\mathcal{L}}(z, z)$, where we can transversally apply $\bar{H}$, and $C C_{\mathcal{L}}(0, d-2)$, where we can transversally apply $\bar{R}_{d}$.

To understand how it works, consider the three-dimensional case $C C_{\mathcal{L}}(0,0)$ and $C C_{\mathcal{L}}(0,1)$. In the former, stabilizer operators are applied over cells in $\mathcal{L}^{*}$, while in the latter, $Z_{S} \in \mathcal{S}$ stabilizers are applied over faces. This means imposing additional constraints over the $Z$ measurement of such faces, over the subsystems code $C C_{\mathcal{L}}(0,0)$. Thus, the gauge fixing procedure checks such face stabilizers and corrects them, so they are in the +1 subspace of the $Z$ face stabilizers of $C C_{\mathcal{L}}(0,1)$. In other words, if the gauge qubits are in the state $\left|g_{z}\right\rangle$, we can implement $\bar{R}_{3}$ transversally. However, when we apply $\bar{H}=H^{\otimes n}$ we transform:

$$
\begin{equation*}
|\psi\rangle\left|g_{z}\right\rangle \mapsto(\bar{H}|\psi\rangle)\left|g_{x}\right\rangle \tag{5.71}
\end{equation*}
$$

Gauge fixing immediately after (measuring the face stabilizers and correcting them) ensures we can recover the $\left|g_{z}\right\rangle$ state necessary to implement any further $\bar{R}_{3}$ gates. The entire procedure can be applied transversally:

$$
\begin{equation*}
|\psi\rangle\left|g_{z}\right\rangle \xrightarrow{H^{\otimes n}}(\bar{H}|\psi\rangle)\left|g_{x}\right\rangle \xrightarrow{\text { gauge fix }}(\bar{H}|\psi\rangle)\left|g_{z}\right\rangle . \tag{5.72}
\end{equation*}
$$

It is possible to use gauge fixing between $C C_{\mathcal{L}}(x, z)$ and $C C_{\mathcal{L}}\left(x^{\prime}, z^{\prime}\right)$ as long as they encode the same number of logical qubits, and $x \geq x^{\prime}$ and $z \geq z^{\prime}$. In that case $\mathcal{S}^{\prime} \subseteq \mathcal{S}$ and $\mathcal{G} \subseteq \mathcal{G}^{\prime}[151]$. Gauge color codes are also interesting because they allow for so-called 'single-shot error correction': instead of measuring high-weight stabilizer operators in 3 dimensions, we can measure the gauge operators, from which the stabilizer operators' eigenvalues can be deduced. Furthermore, since each cell contains faces of different colors, we automatically recover several parity checks that allow us to identify measurement errors [43]. Fascinatingly, one may also create gauge subsystem codes and achieve single-shot error corrections from the toric code [152]. Finally, (gauge) color codes allow switching back and forth between 2 and 3 dimensions, instead of between two three-dimensional color codes [44]. This procedure is called code-switching and similarly allows for a universal and transversal set of gates. Though beautiful, in the high physical error regime magic state distillation has still been found to offer an advantage over this procedure [38].

### 5.5. Concluding thoughts

In this chapter, we have reviewed the basics of quantum error correction, with special attention to the most popular topological stabilizer codes: the surface and color codes. Not only that, but we have built our way up and explained how to achieve fault tolerance via gauge fixing in the latter. However, there are many topics we have not discussed. For example, there are many other codes [82], some with the same geometry as some superconducting quantum chips [100], others specifically designed for photons [106, 194, 241] which can be embedded in full fault-tolerant quantum computing architectures [25, 49]. Alternatively, there have also been quantum computing proposals that make use of the topological properties of Majorana fermions [166].

However, what is most exciting is that just a few years after Google's quantum supremacy experiment [13, 267, 172] we are now approaching the physical error required to start implementing quantum error correction. There have been several experiments approaching the error-correction threshold [149, 212, 202, 266, 2], which open the door to the implementation of many fault-tolerant quantum algorithms discussed in this thesis. In conclusion, we can only say that we are living in an exciting time for quantum computing.

### 5.6. Results

- We have explained the basics of classical and quantum error correction, with a focus on Stabilizer and CSS codes.
- We have presented the family of Topological error-correcting codes, and their two well-known members: the surface and color codes. We have indicated how both encode logical qubits and how to implement logic gates.
- We have also described how Clifford gates can be efficiently implemented in a color code, but also that non-Clifford gates require either magic state distillation or gauge fixing techniques. Further, we have explained that the theorem of Easting and Knill forbids the existence of a topological code with a set of universal and transversal logic gates, even if do not restrict ourselves to three dimensions [89].
- We have described the gauge color codes as a way to achieve fault tolerance, via the procedure of gauge fixing. This method allows the implementation of non-Clifford gates in the 3d color code, while the rest of the operations are implemented in its two-dimensional version.
- We are working on a Machine Learning decoder, following work previously carried out in our group.
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[^0]:    ${ }^{1}$ In this thesis, we will focus on discrete-time quantum walks. However, it is also possible to define a continuous-time quantum walk by defining a Hamiltonian that dictates the evolution of the system. Such Hamiltonian depends on the graph, for example by dictating the allowed transitions between nodes. Continuous quantum walks are therefore implemented via Hamiltonian simulation techniques that we will see in Chapter 4.

[^1]:    ${ }^{1}$ Following Richard Martin's book [175] and original proof by Hohenberg and Kohn, we assume that the Hamiltonians are not degenerate, but this condition can be relaxed, see [145].

[^2]:    ${ }^{2} \mathrm{~A}$ related and very useful result is known as Thouless theorem [239], which states that $e^{T_{1}}$ maps a single Slater determinant state into another (non-orthogonal) single determinant. Thus $e^{T_{1}}$ might be understood as a basis change. A didactic explanation can be found in this nice post by Joshua Goings, https://joshuagoings.com/2013/11/26/644/.

[^3]:    ${ }^{3}$ An implementation of Jordan-Wigner and Bravyi-Kitaev operators can be found in one tutorial on the topic in the Openfermion library.

[^4]:    ${ }^{4}$ More generally, the previous equation assumes a single $k$-point in the center of the Brillouin zone, the dual of the primitive unit cell, with unit vectors $\boldsymbol{b}_{i}$. For any other $k$-point, the wave functions take the form

    $$
    \begin{equation*}
    \varphi_{p, k}(\boldsymbol{r})=\sqrt{\frac{1}{\Omega}} e^{i\left(\boldsymbol{G}_{p}+\boldsymbol{k}\right) \cdot \boldsymbol{r}} \tag{4.84}
    \end{equation*}
    $$

    where

    $$
    \begin{equation*}
    \boldsymbol{k}=\sum_{i=1}^{3} \frac{n_{i}}{N_{i}} \boldsymbol{b}_{i} \tag{4.85}
    \end{equation*}
    $$

    $N_{i}$ indicates the number of plane waves in each dimension, and $n_{i}$ is an integer. This is connected to Bloch's theorem [40], which states that $\psi(\boldsymbol{r})=e^{i \boldsymbol{k} \cdot \boldsymbol{r}} u(\boldsymbol{r})$, where the potential $u(\boldsymbol{r})$ has the periodicity of the lattice. Adding more $k$-points is used to take into account correlations between electrons and nuclei of different unit cells, growing the system towards the thermodynamic limit.

[^5]:    ${ }^{5}$ This procedure to implement reflections might also be used in Section 2.3.1 in general and in Algorithm 4 in particular, to implement quantum search algorithms without the need for quantum phase estimation, even if asymptotic complexity is similar.

[^6]:    ${ }^{1}$ The genus is a topologically invariant of a surface. It indicates the largest number of nonintersecting topologically non-trivial closed curves that the surface can contain.

[^7]:    ${ }^{2}$ As we shall see, due to the Eastin-Knill theorem [89], saturating here means being able to implement one gate from $\mathcal{L}_{d}$, not any gate.

[^8]:    ${ }^{3}$ The $d-2$ condition is due to the minimal dimension of color codes being $d=2$.

