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Summary 

Introduction 

This PhD thesis focuses on the study of the physical processes 

occurring in the atmospheric boundary layer (ABL) during the transition 

from a convective, well-mixed diurnal situation, to a nocturnal stable one: 

the afternoon and evening transition. This is a challenging topic mainly 

due to the confluence of weak and frequently opposite forcings. 

Furthermore, the micrometeorological conditions in this time frame may 

play a crucial role in diverse and relevant events, such as fog onset and 

growth, the development of frost or health hazards linked to air quality. 

For these reasons, the interest in this area of research is currently 

increasing, and field experiments are designed to better understand the 

afternoon and evening transition processes. 

 

Objectives 

Improving the understanding of the ABL afternoon and evening 

transition is the general objective of this thesis. This includes several sub-

objectives: 

 To characterize the phenomenology of the ABL afternoon and evening 

transition, identifying patterns in the typical events which occur 

during this period. 

 To study the role of those characteristic events, elucidating their 

influence in the development of a stable nocturnal boundary layer. 
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 To deep into the evolution of the time and spatial scales involved 

along the afternoon and evening transition events. 

 To find out the importance of different modelling aspects for this 

transition, in order to achieve a better understanding of them and to 

improve the performance of mesoscale numerical models during this 

time frame. 

 To study the differences in the physical processes during the transition 

regarding the observational site and the season of the year. 

 

Methodology 

Two approaches are used in this thesis: study the transition through 

observations and considering numerical simulations from a meteorological 

mesoscale model. 

On the one hand, the observational measurements were gathered at 

two experimental sites with different features, here referred as CIBA and 

BLLAST. The former is located in Spain, whereas the latter in France, and 

it is named after the field campaign which took place at that site in 2011. It 

is remarkable that the BLLAST site is significantly more heterogeneous and 

humid than the CIBA site. 

The mathematical treatment of these data includes Reynolds 

decomposition of instantaneous measurements, obtaining an average value 

and turbulent perturbation. Next, eddy-covariance analysis with 5-minutes 

averaging is employed. Besides, two spectral techniques are applied to high 

resolution data: a Multi-Resolution Flux Decomposition (MRFD) to sonic 

anemometers measurements, and wavelet analysis to microbarometers 

data. Additionally, for part of the study the transitions with significant 

synoptic forcing are not considered in order to focus on the 

micrometeorological effects. Furthermore, local sunset is mostly used as 

the timing reference (t = 0 h) for easiness of comparison. 
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On the other hand, numerical simulations of the transition are 

performed with the Weather Research and Forecasting (WRF) model. This 

is a non-hydrostatic mesoscale model designed for both research and 

operational applications, which has been earlier employed to successfully 

simulate other phenomena, like radiation fog events, sea breezes or gravity 

waves. For this thesis, the Advanced Research WRF (ARW) core is used, 

working with version 3.4.1 or 3.5 depending on the experiment. 

Analogously, WRF is fed either with NCEP or ECMWF initial and 

boundary conditions. 

 

Results 

The principal findings of this thesis are structured in four groups of 

results: 

 Observational characterization. This first approach is performed in 

two ways: on the one hand, characterizing individual case studies with 

sonic anemometer and microbarometers measurements (BLLAST), and 

on the other hand, doing a statistical analysis of a three-months 

dataset of continuous measurements (CIBA). Besides, the latter allows 

defining a classification of the transitions at CIBA in three different 

kinds, according to the values of wind speed, temperature inversion 

and turbulence threshold. 

 Comparison BLLAST-CIBA. Measurements from these two locations 

over two months are considered for site-to-site comparison. The 

similarities and differences in the average evolution of atmospheric 

variables are addressed, as well as in wind distributions. Moreover, an 

experiment with WRF to test the influence of soil moisture on 

evening transitions is performed for an individual case from each site. 

 WRF experiments. Three kinds of experiments are performed in order 

to investigate the model ability to represent the transitional processes: 
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i) to test the sensitivity of the model to the Planetary Boundary Layer 

(PBL) scheme and the Land Surface Model (LSM); ii) to study the 

influence of varying the number of domains and the domain size; iii) 

to study the effect of initializing soil temperature and moisture using a 

self-spinup method. For all these experiments, simulations are 

validated with observations from two transitions of the BLLAST field 

campaign. 

 Seasonal comparison. Using measurements from six years at CIBA, 

differences and similarities in the transitional processes depending on 

the time of the year are studied. For this analysis, the particulate 

matter concentrations are also considered, linking their average 

evolution to atmospheric variables. 

 

Conclusions 

The main conclusions of this thesis are summarized as: 

 During the transition, there is an average qualitative evolution of most 

of the ABL variables, regardless of the observational site. 

 The main differences from one to another site involve absolute values, 

time lags and katabatic wind occurrence. 

 Soil and air humidity affect decisively the whole transition, showing 

an important interaction with turbulence. This influence is 

particularly noticeable before sunset, and not only close to the ground, 

but also at upper levels. 

 Turbulence developing at night corresponds to smaller time scales 

than afternoon turbulence. 

 Along the transition, WRF simulations show more sensitivity to 

changes in the LSM scheme for a fixed PBL than opposite. 
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 Simulations with the combination of relatively simple PBL and LSM 

schemes in WRF globally provide good results, often closer to 

observations than other more sophisticated setups. 

 Using one-domain simulations provides good results rather than 

increasing the number of nested domains for the afternoon and 

evening transition numerical experiments. 

 On a seasonal basis, the specific humidity evolution is significantly 

more site-dependent than other variables, considering both the 

average evolution and its variability. 
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Resumen 

Introducción 

En esta tesis doctoral se estudian los procesos físicos que tienen 

lugar en la capa límite atmosférica (CLA) durante la transición desde una 

situación diurna, convectiva y bien mezclada, a una situación de estabilidad 

nocturna: la transición vespertina. Este tema supone un reto por tratarse de 

un periodo temporal en el que confluyen forzamientos débiles y 

habitualmente de signos opuestos. Las condiciones micrometerológicas 

durante dicha transición pueden influir de manera decisiva, entre otros 

procesos, sobre la formación y el desarrollo de nieblas, heladas o situaciones 

de alerta por contaminación atmosférica, hechos todos de gran relevancia. 

Por ello, esta área de investigación está ganando interés, diseñándose 

campañas experimentales de medidas para mejorar el conocimiento actual 

sobre los procesos de la transición vespertina. 

 

Objetivos 

Contribuir a mejorar el conocimiento de esta transición en la CLA 

es el objetivo fundamental de esta tesis. Esto incluye varios sub-objetivos: 

 Caracterizar los fenómenos de la transición, identificando patrones en 

los eventos más relevantes que ocurren durante la misma. 

 Estudiar el papel de dichos eventos y explicar su influencia en el 

posterior desarrollo de la capa límite estable nocturna. 

 Profundizar en la evolución de escalas espaciales y temporales 

involucradas durante la transición vespertina. 
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 Investigar la importancia de diferentes aspectos de la modelización de 

esta transición, para así entenderlos mejor y proponer mejoras a la 

hora de simular la transición vespertina. 

 Estudiar las diferencias en los procesos de transición vespertina según 

las características del sitio de observación, y también dependiendo de 

la estación del año. 

 

Metodología 

Se usan dos enfoques: observacional y mediante simulaciones 

numéricas. Las observaciones corresponden a dos localizaciones 

experimentales: CIBA (España) y BLLAST (Francia). Esta última es 

denominada así en la tesis debido a que ahí tuvo lugar una campaña 

homónima en el año 2011. La diferencia fundamental entre ambos sitios es 

que la zona de BLLAST es mucho más húmeda y heterogénea que CIBA. 

El tratamiento matemático de estos datos incluye la descomposición 

de Reynolds, expresando las medidas instantáneas de una variable como 

suma de un valor medio y una perturbación. A continuación, se usa un 

análisis eddy-covariance con un promediado de 5 minutos. Además, se 

utilizan dos técnicas espectrales para el tratamiento de datos de alta 

resolución: la descomposición del flujo multi-resolución (datos de 

anemómetros sónicos), y el análisis wavelet  (datos de microbarómetros). 

También, en parte del estudio no se consideran las transiciones con 

forzamiento sinóptico importante, para centrar la atención en los efectos 

micrometeorológicos. Y para facilitar la comparación entre días distintos se 

usa frecuentemente la hora de la puesta de sol como referencia temporal (t 

= 0 h). 

Por otra parte, se simula la transición vespertina con WRF, un 

modelo meteorológico mesoescalar no hidrostático diseñado para uso tanto 

en investigación como operativo. WRF ha sido empleado anteriormente 

para simular fenómenos como nieblas de radiación, brisas marinas u ondas 
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de gravedad. En esta tesis se trabaja con el módulo de investigación WRF-

ARW, particularmente con la versión 3.4.1 o 3.5, dependiendo del 

experimento. Como condiciones iniciales y de contorno se usan datos del 

reanálisis de NCEP o de ECMWF. 

 

Resultados 

Los resultados se presentan en cuatro grupos: 

 Caracterización observacional. Este primer enfoque se desarrolla de 

dos formas: caracterización individual (casos de estudio) con medidas 

de anemómetros sónicos y microbarómetros (BLLAST), y análisis 

estadístico de una base de datos de tres meses de medidas de forma 

continuada (CIBA). Además, esto último permite realizar una 

clasificación de las transiciones en CIBA, definiendo tres categorías 

según los valores de viento, inversión de temperatura y umbrales de 

turbulencia alcanzados. 

 Comparación BLLAST-CIBA. La comparación se realiza usando 

medidas experimentales de ambos sitios durante dos meses. Se 

muestran las diferencias y semejanzas en la evolución promedio de 

variables atmosféricas, y se analiza la distinta distribución de los 

vientos. También se evalúa la influencia de la humedad del suelo 

durante la transición mediante un experimento con WRF, usando un 

día de cada sitio experimental. 

 Experimentos con WRF. Se realizan tres tipos de experimentos para 

investigar la capacidad del modelo para representar los procesos 

durante la transición: i) evaluar la sensibilidad del modelo a los 

esquemas de capa límite (PBL) y suelo (LSM); ii) estudiar la influencia 

de variar el número de dominios que se emplean en la simulación, y el 

tamaño de los mismos; iii) estudiar el efecto de inicializar la humedad 

y temperatura del suelo con un método de auto-inicialización. Estas 
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simulaciones son validadas con observaciones de dos transiciones 

correspondientes a la campaña BLLAST. 

 Comparativa estacional. Con seis años consecutivos de medidas en 

CIBA, se estudian las diferencias y semejanzas en la transición 

vespertina según la época del año. Además, se considera la evolución 

promedio de la concentración de partículas y su relación con otras 

variables. 

 

Conclusiones 

Las principales conclusiones obtenidas se resumen en:  

 La evolución cualitativa promedio de la mayoría de las variables de la 

ABL es independiente del sitio observacional. 

 Las diferencias más relevantes entre un sitio y otro corresponden a 

valores absolutos, desfases temporales y frecuencia de vientos 

catabáticos. 

 La humedad del suelo y del aire influyen de forma decisiva sobre toda 

la transición a través de su interacción con la turbulencia. Este efecto 

es más acusado antes de la puesta de sol, y se manifiesta no solo junto 

al suelo sino también en niveles superiores. 

 La turbulencia que se desarrolla por la noche corresponde a escalas 

temporales menores que la de la tarde. 

 Las simulaciones de WRF tienen mayor sensibilidad a cambios en el 

esquema de LSM que en el de PBL. 

 Simulaciones de WRF usando una combinación relativamente sencilla 

de LSM y PBL proporcionan buenos resultados globales, con 

frecuencia más próximos a las observaciones que otras configuraciones 

más sofisticadas. 
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 Simulando la transición vespertina, usar un único dominio da mejores 

resultados que incrementar el número de dominios anidados. 

 La evolución de la humedad específica del aire en las transiciones es 

más dependiente del sitio y de la estación del año que las demás 

variables atmosféricas estudiadas, tanto en evolución promedio como 

en variabilidad. 
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1. Introduction and objectives 

1.1 The atmospheric boundary layer 

An initial concept of boundary layer in a fluid flow is thought to 

have been introduced in the early 1870s by William Froude (1810–1879), 

while studying the frictional resistance of a thin flat plate when towed in 

still water. The term is found in the literature a few decades later in a study 

by Prandtl (1904), who showed that in a fluid flow with a solid body as an 

obstacle, two regions can be distinguished: a thin one close to the body, 

where friction plays a major role, and the remaining region where friction 

is neglectable (Sorbjan, 1989). Similarly, nowadays the boundary layer of a 

fluid is considered as the layer of fluid in the immediate vicinity of a 

bounding material surface, and where viscosity effects can be noticed. This 

means that the mentioned surface has an influence on the flow to modify 

its characteristic features. As a border region, abrupt changes in the fluid 

properties may take place here, being this fact mathematically represented 

by the boundary conditions associated to the equations which represent 

the flow. Considering the particular case of the terrestrial atmosphere, for 

such fluid it is the Earth’s surface which acts as the bounding surface. 

Hence, the planetary or atmospheric boundary layer (ABL) can be seen as 

the bottom layer of the troposphere, directly influenced by the underlying 

surface. Actually, through the ABL take place the surface–atmosphere 

interactions, connecting a lot of biological, hydrologic, and atmospheric 

processes (Moene and van Dam, 2014). Above the ABL, the rest of the 

troposphere is called the free atmosphere, whose name reminds that it is 

not tied to the surface. Indeed, within the free atmosphere the effect of the 
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Earth's surface friction is negligible and the air can often be treated as an 

ideal fluid. 

Several definitions of the ABL from different authors can be 

considered, all of which help to specify what the meaning of this Earth’s 

surface influence is. Most of these definitions depend on which of the ABL 

features they focus on, e.g., the typical time scale (one hour or less) of 

response to a surface forcing (Stull, 1988), the surface influence on vertical 

profiles of temperature (André and Mahrt, 1982) or wind speed (Clarke, 

1970), or the predominance of turbulence therein (Arya, 2001). An 

integration of these ABL definitions could be carried out by considering it 

as the region in which the wind, temperature, moisture and atmospheric 

constituents change from the large atmospheric scales to their conditions 

in the biosphere (Vilà-Guerau de Arellano et al., 2015). All these features 

are usually referred to the ABL over land, but a marine ABL can be also 

defined over water masses like a sea or an ocean, often requiring particular 

considerations, as for example in Carrillo et al. (2015). In this thesis, the 

studies are focused on the ABL over land. 

Turbulence is very characteristic of the ABL (Wyngaard, 2010), and 

is directly related to non-linearity interactions. It can be pictured 

considering the chaotic and irregular motions of a fluid flow, whose high 

diffusivity favours the mixing of the flow properties, and involve a wide 

range of temporal and spatial scales (Nieuwstadt and Duynkerke, 1996). 

ABL turbulence can be classified in two categories, depending on its origin: 

mechanical (from shear production) and convective (from buoyancy 

production). On the one hand, mechanical turbulence results of an airflow 

over a surface with obstacles, and its intensity is determined by the surface 

roughness, the wind speed or the atmospheric stability (van de Boer, 2015). 

On the other hand, convective turbulence is due to radiative heating from 

the Earth’s surface to the adjacent air parcels, which become lighter and 

consequently rise (thermals); oppositely, relatively cold and heavy air 
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sinks. The agents involved in a turbulent flow are swirls, named eddies, 

whose typical scales are very variable, from some millimetres to even a few 

kilometres (Garratt, 1992). The large eddies eventually break up, giving rise 

to smaller eddies. The former eddy’s energy is divided into the latter 

smaller eddies that stemmed from it. This process, called inertial cascade, 

may actually occur to these smaller eddies, originating even smaller eddies, 

and so on, transferring energy from the large scales of the motion to 

smaller ones. However, there is a limit: when it is reached a sufficiently 

small length scale such that the viscosity of the fluid can effectively 

dissipate the kinetic energy into internal energy. All these processes 

describing turbulence were theoretically stated by Kolmogorov (1941a,b). 

Another remarkable aspect of the ABL is that its height is 

significantly variable in time and space: it can range from tens of meters in 

strongly statically stable situations, to several kilometres (Kaimal and 

Finnigan, 1994) in convective conditions, especially over deserts (Holtslag 

and Boville, 1993). This is partly related to the eddies size. Furthermore, as 

calculating the ABL height can be done through different approaches 

(Vogelezang and Holtslag, 1996), choosing an appropriate one in each case 

is essential for accurate atmospheric modelling. 

Many meteorological phenomena are very closely related to or 

occur within the ABL. To name some of them, cumulus and stratocumulus 

clouds (Angevine, 2008) can form within the top portion of a humid ABL; 

radiation fogs (Fitzjarrald and Lala, 1989) develop at the bottom of a stable 

boundary layer, where also gravity waves can be detected (Eymard and 

Weill, 1979; Román-Cascón et al., 2015a), sometimes interacting with 

turbulence (Román-Cascón et al., 2015b; Sun et al., 2015a,b). Moreover, 

magnitudes like energy, momentum or scalars (including mass, water 

vapour and aerosols) are exchanged between the ABL and the Earth’s 

surface. This is directly linked to a significant fact: within the ABL take 

place a great amount of life-related processes and particularly it is where 



Afternoon and evening ABL transitions 

 

4 

human activities are most frequently developed. At least for this reason, it 

is worth studying the ABL structure and properties. A deeper 

comprehension of the mechanisms governing the physical processes in the 

ABL helps to improve life quality, by for example providing better 

forecasting conditions in numerical weather prediction (Baklanov et al., 

2011) and climate modelling (Holtslag, 2006). This is important for aspects 

so diverse and relevant such as agricultural techniques optimization 

(Kelvin, 2011), the dispersion of pollutants (Seibert et al., 2000) or a safer 

aircraft landing and takeoff (Blay-Carreras, 2014). Related to the aviation 

activities, it is worth reminding the ABL importance, even for the 

characterization of events in which larger atmospheric scales may play a 

predominant role, such as an episode of great ash concentration in the 

atmosphere due to a volcanic eruption (Revuelta et al., 2012). For these 

situations, an accurate dynamic and thermodynamic representation of the 

ABL contributes to a better understanding and prediction of the local 

aerosol concentrations. Moreover, as many climate and weather prediction 

models do not represent boundary-layer processes realistically (Teixeira et 

al., 2008; Holtslag et al., 2013), they would greatly benefit from advances in 

ABL research. And additionally, enhancing our knowledge of the Earth’s 

ABL would be indirectly helpful in other fields of research like aerosols 

characterization (Fernández-Gálvez et al., 2013) or planetary sciences, to 

improve the characterization of the ABL in other planets, for example, 

Mars (Martínez et al., 2009, 2011, 2013, 2014; Petrosyan et al., 2011). 

 

1.2 Transitional processes in the ABL: the evening 

transition 

With fair weather conditions (mainly associated to weak synoptic 

forcings) and over land, the ABL presents a very remarkable diurnal cycle 

(Figure 1.1). During daytime, a mixed layer of strong turbulence 

progressively grows in depth, capped by a statically stable entrainment 
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zone of intermittent turbulence: this is the convective ABL. Then, around 

sunset, turbulence decays leaving a residual layer in place of the convective 

mixed layer. At night, the bottom of the residual layer is transformed into a 

statically stable layer due to the contact with the radiatively cooled surface. 

 

Figure 1.1. Schematic representation of the ABL diurnal cycle over land for a 

typical clear convective day. Adapted from Stull (1988) and Collaud Coen et al. 

(2014). 

 

This is the stable ABL, typical of clear nights. Sometimes, over the residual 

layer, a capping inversion appears. So globally, the solar diurnal cycle is 

mainly controlling the evolution of the ABL physical properties, especially 

with weak synoptic forcing conditions, e.g. through the small-scale 

processes producing turbulence in the lower atmosphere. Some of these 

processes are not well understood, particularly when related to the 

transitions in the ABL. Actually, transitional boundary layers can be 

observed at very different locations which includes over land, along coastal 

regions, and beneath cloud boundaries (Angevine, 2008), being 

atmospheric turbulence common to all of them. Specifically, this thesis is 

focused on the phenomena occurring in the transition, over land, from the 
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daytime convective boundary layer to the nighttime stable boundary layer: 

the so-called afternoon or evening transition (Nadeau et al., 2011). 

Similarly as with its analogous the morning transition (Lenschow et al., 

1979; Angevine et al., 2001; Lapworth, 2006, 2015), several key times are 

considered indicators of the evening transition: the astronomical sunset, 

the reversal of the surface heat flux, and the onset of a stable boundary 

layer. During the afternoon, the solar energy received at the Earth’s surface 

starts to decrease, turbulence weakens and the afternoon transition starts 

(Sorbjan, 2007). This transition ends when the heat flux becomes negative 

(Nadeau et al., 2011). Acevedo and Fitzjarrald (2001) use the term early 

evening transition to study the period around sunset, when the residual 

layer of the ABL becomes decoupled from the surface layer, pointing out 

this decoupling is responsible for increases in the near-surface mixing ratio. 

For the evening transition, the definitions are usually linked to the onset of 

negative surface heat flux (Caughey et al., 1979; Beare et al., 2006). 

Nonetheless, it can be delimited according to wind speed deceleration and 

wind direction rotation (Mahrt, 1981). Lothon et al. (2014) consider that an 

appropriate definition for the evening transition is the period of time 

between the zero surface sensible heat flux and the establishment of the 

nocturnal stable layer, with quasi-steady depth. 

 

1.3 Motivation and objectives 

As it has been shown, the distinction between afternoon transition, 

early evening transition and evening transition may vary depending on the 

authors. In spite of those discrepancies, all the authors agree that these 

transitional processes around sunset play a substantial role in practical 

meteorological issues. There are studies where the relevance of the ABL 

evening transition is specifically revealed for the onset and growth of fog 

(Fitzjarrald and Lala, 1989; Román-Cascón et al., 2015c), the development 

of frost or freezing conditions (Bonin et al., 2013), the vertical transport of 
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tropospheric ozone (Klein et al., 2014) or the establishment of health 

hazards related to air quality (Pardyjak et al., 2009), to mention a few of 

them. Additionally, a better understanding of ABL afternoon and evening 

transition is important for model development and improving forecasts for 

several other applications, such as wind-energy production (Peña et al., 

2015) or convective storm initiation (Lothon and Lenschow, 2010). In this 

thesis, the term most often employed will be the evening transition, but 

most of the characteristics associated to the afternoon transition are often 

included in the study as well. 

Previous observational studies on the afternoon and evening 

transition focused on the surface buoyancy flux decrease (Grimsdell and 

Angevine, 2002) and the turbulent kinetic energy (TKE) decay (Grant, 

1997), which begins in the vicinity of the boundary-layer top and 

eventually descends to near-surface levels (Darbieu et al., 2015). 

Furthermore, Blay-Carreras et al. (2014a) found a delay between the 

buoyancy flux crossover and the change in sign of the local gradient of the 

virtual potential temperature during the transition, concluding that this 

might be a site-dependent phenomenon. Continuing this study on 

countergradient heat fluxes, Jensen et al. (2015) compared observations at 

two sites with similar large-scale forcing, finding that the differing 

behaviour is primarily due to site-to-site subsurface thermal differences. 

On the other hand, the effect of the terrain has been investigated 

(Lapworth and Claxton, 2010), including for example, in the framework of 

the African Monsoon Multidisciplinary Analysis (AMMA) experiment, the 

study of soil humidity influence on both the surface fluxes and the 

entrainment on the top of the ABL in West Africa (Lothon el al., 2008; 

Lohou et al., 2010, 2014). Besides, Lapworth (2003) and Brazel et al. (2005) 

discussed the influence of surface cooling on the wind field along the 

transition. In this context, katabatic winds are found to play a role in the 

development of the stable boundary layer during the evening transition 

(Papadopoulos and Helmis, 1999). Additionally, the development of low-
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level jets and wave-turbulence interactions (Sun et al., 2015b) may produce 

elevated turbulence during this time period, which is usually decoupled 

from the surface turbulence associated with wind shear (Viana et al., 2012; 

Mahrt, 2014). Thus, different atmospheric variables or events are employed 

in the study of the transition. Regarding the timing of the transition, there 

is not a systematic methodology but a few studies take sunset as their 

principal temporal reference (Busse and Knupp, 2012; Wingo and Knupp, 

2015; Sandeep et al., 2015). 

In this context, some research projects have included the 

understanding of these transitional processes among their objectives 

(LeMone et al., 2000; Doran et al., 2002; Poulos et al., 2002), and specific 

field experiments for afternoon and evening transitions have been 

conducted at various locations (Beyrich and Mengelkamp, 2006; Bonin et 

al., 2013; Fernando et al., 2013; Lothon et al., 2014).  

Other approaches to the comprehension of the transitional ABL 

processes have been performed, including theoretical considerations 

(Fernando et al., 2004) eventually tested with experimental data too. In 

addition, attempts have been made to address this issue by means of 

numerical models, particularly large eddy simulations (LES): Nieuwstadt 

and Brost (1986) studied turbulence decay associated with a sudden 

cessation of the sensible heat flux, and Sorbjan (1997) presented results on 

how convective turbulence declines, showing that TKE decay is governed 

by two scales. More recently, Blay-Carreras et al. (2014b) analysed a case 

study, focusing on the residual layer and the presence of subsidence in the 

convective boundary-layer evolution. Using mixed-layer theory as well as 

LES, Pietersen et al. (2015) studied large-scale influence in the 

development of the convective boundary layer. Other works, like Edwards 

et al. (2014), addressed the effect of radiation at night and during the 

morning transition, and the evening transition modelling has been applied 

to theoretical and practical dispersion purposes too (Taylor et al., 2014). 
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Focusing on the exchange of species, both the morning and the evening 

transition are found to be relevant (Vilà-Guerau de Arellano et al., 2004; 

Casso-Torralba et al., 2008; Ouwersloot et al., 2012), but mesoscale 

numerical models fail to predict transition periods accurately (Lee et al. 

2007). For example, Xie et al. (2013) found that latent heat flux was 

overestimated, whereas Svensson et al. (2011) showed that several models 

underestimated the wind speed decrease around sunset, as well as 

discrepancies with vertical temperature profiles observations during the 

transition. Globally, transition periods are replete with small space-time 

scale phenomena, like non-equilibrium turbulence, flow instabilities and 

gravity currents, so that their inclusion as subgrid phenomena is imperative 

if the transition predictions by mesoscale models are to be improved 

(Fernando et al., 2013). 

Considering all these previous studies, there is a need for research 

combining experiments and numerical simulations in order to better model 

these transitional periods, to identify weaknesses, and to provide solutions 

thereto. This thesis tries to provide this two-way approach to the evening 

transition issue: observational and numerical. Then, the main objectives of 

the thesis are: 

 

 To characterize the phenomenology of the atmospheric boundary 

layer evening transition, looking for patterns in the typical events 

which occur during this period and their timing. 

 

 To study the role of those characteristic events, elucidating their 

influence in the development of a stable nocturnal boundary layer. 

 

 To deep into the evolution of the time and spatial scales involved 

along the afternoon and evening transition events. 
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 To find out the importance of different modelling aspects for this 

transition, in order to collaborate to a better understanding of them 

and to improve the performance of mesoscale numerical models 

during this time frame. 

 

 To study the differences in the physical processes during the transition 

regarding the observational site and the season of the year, including 

the relationships between the variables. 

 

1.4 Thesis outline 

The thesis is structured as follows. After the introduction in the 

current chapter, in Chapter 2 we discuss the two experimental sites whose 

measurements are used in the studies of this thesis. Field campaign and 

instrumentation details are also given. Afterwards, Chapter 3 focuses on 

the methods considered for the data treatment as well as details on the 

mesoscale meteorological model employed to perform the numerical 

simulations of this thesis. The next chapters correspond to the main results. 

In Chapter 4, some characteristic events of the evening transition are 

explained through case studies, as well as a statistical analysis. Results from 

a comparison of the evening transition at the two experimental sites are 

detailed in Chapter 5, including a couple of experiments with numerical 

simulations. The study with simulations is extended in Chapter 6, where 

experiments on different model settings are evaluated. Then, a seasonal 

analysis with an experimental dataset of six years is shown in Chapter 7. 

The differences and similarities in the transitional processes depending on 

the time of the year are studied, including the concentration of particulate 

matter. Finally, a summary of the thesis is presented in Chapter 8, showing 
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the main conclusions obtained, and with an outlook to future work and 

open lines of research. 
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2. Observations: experimental sites, 

data and field campaigns  

Data employed for this thesis were gathered at two different 

observational sites. On the one hand, the Research Centre for the Lower 

Atmosphere, known by its Spanish acronym CIBA (Yagüe et al., 2009), and 

located in Valladolid (Spain). On the other hand, the Centre for 

Atmospheric Research (Centre de Recherches Atmosphériques, CRA), 

placed in the area of Lannemezan (France). The latter is actually the 

location of the Boundary Layer Late Afternoon and Sunset Turbulence 

(BLLAST) field campaign (Lothon et al., 2014). Henceforth, these two sites 

are referred as the CIBA site and the BLLAST site, respectively (Figure 2.1). 

Both of them are locations with permanent meteorological instrumentation 

deployed, and have hosted experimental field campaigns on boundary-

layer meteorology related topics. In the current chapter, these sites are 

described focusing especially on the instrumentation and the data used for 

this thesis, providing also some results from the most recent experimental 

field campaigns. 

 

                                                           
 Most of the contents of this chapter are based on these two publications: 

- Yagüe, C., Sastre, M., Maqueda, G., Viana, S., Ramos, D. and Vindel, J. M.: CIBA2008, an 
experimental campaign on the atmospheric boundary layer: preliminary nocturnal results, 
Física de la Tierra, 21, 13–26, 2009. 
- Lothon, M. and coauthors: The BLLAST field experiment: Boundary-Layer Late Afternoon and 
Sunset Turbulence, Atmospheric Chemistry and Physics, 14, 10931–10960, 2014. 
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Figure 2.1. Location of the two experimental sites: CIBA and BLLAST. Adapted 

from Google Earth images. 

 

2.1 CIBA site 

The CIBA site (41º 49’ N, 4º 56’ W; 840 m above sea level, a.s.l.) is 

located in the northern Iberian plateau. There are four mountain systems 

that surround this plateau: Cantabrian Range (to the north), Iberian System 

(east), Central System (south) and Galician Massif (north-west), none being 

closer than 150 km. CIBA’s location comprises a quite plain and 

homogeneous terrain (Figure 2.2). However, there are occasional gentle 

slopes (Cuxart et al., 2000; Yagüe et al., 2007), the most relevant one being 

from the north-east to the south-west direction (1:1660). Therefore, this is 

a preferred direction for katabatic events. This is usually a dry location 
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(435 mm year-1 as mean annual precipitation, according to Agencia Estatal 

de Meteorología and Instituto de Meteorologia, 2011), especially in 

summer, and the site is surrounded by crop fields and some pasture and 

shrub areas. 

 

Figure 2.2. Terrain altitude of CIBA surroundings. 

 

During the last two decades several field campaigns were 

conducted at CIBA, named SABLES98 (Cuxart et al., 2000), SABLES2006 

(Yagüe et al., 2007), CIBA2008 (Yagüe et al., 2009). All of them were 

mainly focused on nocturnal and stable ABL. For this thesis, CIBA data 

from the period 2008-2013 are analysed, focusing especially on summer 

2009. The permanent instrumentation set-up at CIBA has been regularly 

updated (Cuxart et al., 2000; Viana et al., 2009; Yagüe et al., 2009; Román-

Cascón et al., 2015c). Measurements considered for this thesis mostly 

correspond to devices deployed in a 10-m meteorological mast:  
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o a sonic anemometer (METEK USA-1) at 10 m above ground level 

(a.g.l.), sampling with a very high temporal resolution (20 Hz) 

o cup anemometers and vanes at 1.5 and 10 m a.g.l. (1 Hz) 

o thermo-hygrometers at 1.5 and 10 m a.g.l. (1 Hz) 

Additionally, a GRIMM 365 monitor at surface (around 1 m a.g.l.), 

registers particulate matter (PM) concentrations. It provides 1 data every 6 

seconds. These measurements are based on an optical method, and 

classified according to the equivalent particle radius: smaller than 10 µm 

(PM10), 2.5 µm (PM2.5) and 1µm (PM1).  

 

Figure 2.3. Some of the meteorological equipment at CIBA: a) instrumented 10-m 

mast (background: 100-m  meteorological tower); b) thermo-hygrometer and vane; 

c) static pressure port, linked to one microbarometer in order to avoid 

contamination from wind speed; d) cup anemometer; e) sonic anemometer. 

 

Data from other devices at different heights in the 10-m mast and from 

additional permanent instrumentation at CIBA are occasionally used as 
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complementary information. This includes, at surface, a RASS- SODAR 

and three microbarometers (PAROSCIENTIFIC) deployed at a nearly 200m 

side triangular array, as well as an equipped 100-m meteorological tower 

(San José et al., 1985; Yagüe and Cano, 1994), which has, among others, 

microbarometers at 3 levels (20, 50 and 100m). Pictures of some of these 

instruments are shown in Figure 2.3. 

 

2.2 BLLAST site 

The BLLAST site (43º 7’ N, 0º 21’ E; 600 m a.s.l.) is located on the 

Lannemezan plateau. This plateau, with an area of approximately 200 km2, 

is a quite heterogeneous, and located a few kilometres north of the 

Pyrenees foothills, around 45 km away from the highest peaks in the 

Spanish border. The plateau has an average height of around 600 m a.s.l. 

(Figure 2.4). 

 

Figure 2.4. Terrain altitude of BLLAST surroundings. 
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The neighbouring surface is covered by considerably heterogeneous 

vegetation: grassland, meadows, crops, moor and forest; moreover, urban 

and industrial areas can be found in the surroundings as well (Figure 2.5). 

 

Figure 2.5. Land use of the BLLAST site and its surroundings, based on CORINE 

land cover. Super-sites are marked with circles and a cross. From: BLLAST 

experimental planning (courtesy of Marie Lothon). 

 

The Boundary Layer Late Afternoon and Sunset Turbulence 

(BLLAST) field experiment (Lothon et al. 2014) took place from 14 June to 

8 July 2011, with the participation of more than 20 research institutions 

from 9 different countries. The campaign was specifically designed for the 

study of the afternoon and evening transition, willing to obtain a wide set 

of reliable observations, to better understand the physical processes that 

control the transition, and to study its role on mesoscale and turbulent-

scale motions. Moreover, during the field campaign innovative 

measurement systems were also tested, including new miniaturized sensors 
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and a new technique for frequent radiosoundings (Legain et al., 2013), and 

a flux-footprint model (van de Boer et al., 2013) was tested. 

Three main areas, named as super-sites (Figure 2.5), were defined, each one 

focused on an objective for the transition: to analyse the vertical structure 

of the low troposphere; to study the effect of terrain heterogeneity; and to 

study the atmospheric circulations. Additional to the permanent 

instrumentation at the BLLAST site, a dense array of meteorological 

platforms was employed over different surface types: full-size aircrafts 

(Saïd et al., 2005; Gioli et al., 2006), remotely piloted aircrafts (Martin et 

al., 2011; Reuder et al., 2012), remote-sensing instruments, radiosoundings, 

tethered balloons (Canut et al., 2014), surface flux stations and various 

meteorological towers. A few pictures from the BLLAST campaign 

instrumentation can be found in Figure 2.6. 

 

Figure 2.6. Some of the meteorological equipment at BLLAST: a) tethered balloon; 

b) 60-m instrumented tower; c) eddy correlation system (sonic anemometer and 

LICOR); d) radiometer; e) octocopter (remotely piloted aircraft); f) free 

radiosounding to be launched. 
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In particular, as one sub-objective of the BLLAST campaign was to 

study the influence of terrain heterogeneity, several sub-sites over various 

vegetation types, denoted as surface sub-sites, were instrumented with 

comparable devices with the aim of providing a thorough description of 

the surface fluxes (Table 2.1). 

 

Table 2.1. Surface sub-sites instrumentation used. 

Sub-site Sampling 

frequency (Hz) 

Height (m 

a.g.l) 

Edge, wheat and grass sites 20 0.5 - 3 

Microscale site 20 2 

Moor site 20 2 

Corn site 20 6 

Forest site 10 22 - 30 

 

In this thesis, data from the months of June and July 2011 are used, 

which correspond to the whole experimental field campaign plus several 

extra weeks, when some non-permanent instrumentation still stayed at the 

BLLAST site. Particularly, the data come from: 

o 3 microbarometers (PAROSCIENTIFIC) deployed at surface (around 

1 m a.g.l.) in a triangular structure with a separation of 

approximately 150 m, sampling at a rate of 2 Hz, which allowed a 

resolution of 0.002 hPa for the absolute pressure, 

o a sonic anemometer (METEK USA-1, as in CIBA) on a small mast, at 

2.4 m a.g.l., sampling at 20 Hz, 



2. Sites and data 

21 

o cup anemometers, wind vanes and thermo-hygrometers (0.1 Hz) 

deployed at various levels (2, 15, 30 45, 60 m a.g.l.) in a 60-m tower, 

o eddy-covariance devices from surface sub-sites (Table 2.1), 

o free radiosoundings (MODEM and GRAW). 

 

Globally, the ABL was probed with continuous observations, and in 

addition, intensive observational periods (IOPs) were designed for days 

with a common pattern of fair weather and lacking strong synoptic forcing. 

In these days, supplementary measurements from midday until sunset were 

performed. There was a total number of 12 IOPs during the field campaign 

(see Lothon et al., 2014 for further details on IOPs features). 

Now, the main characteristics of IOP4 (24 June) and IOP5 (25 June) 

will be briefly explained, as data from these two IOPs will be used in the 

subsequent Chapter 4 and Chapter 6 of this thesis. Additionally, the 

characteristics for another day which was not IOP (29 June) will be 

explained too, as it is also analysed in Chapter 4. Regarding geopotential 

height in 500-hPa level (Figure 2.7), IOP4 was a day where a ridge over 

southwest Europe developed. That issue, together with the influence of a 

nearby high-pressure structure at surface, meant mainly stability. The 

clouds, present in the initial hours, moved to the east leaving mostly clear 

skies. Regarding the wind direction, a shift was observed, turning from east 

to south-west during the transition period. As in this case the next IOP was 

a consecutive day, IOP5 presented similar synoptic conditions, with a 

reinforced ridge in higher levels and a high pressure at surface over the 

BLLAST area (Figure 2.8). However, a significant difference was found, 

compared to IOP4: in IOP5 an intrusion of very warm air from higher 

tropospheric levels takes place, affecting the ABL growth and leaving its 

maximum around 600 m, significantly smaller than the value of the 
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previous day (1000 m). Moreover, the surface temperature values were 

affected, being this day the beginning of a heat wave. 

 

Figure 2.7. Synoptic situation for 24 June 2011 (12 UTC): geopotential height 

(gpdm) at the level of 500 hPa (contours) and pressure (hPa) at sea level (white 

lines). Obtained from www.wetterzentrale.de (NCEP reanalysis data). 

 

 

Figure 2.8. Same as Fig. 2.7 for 25 June 2011. 

http://www.wetterzentrale.de/
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On the contrary, 29 June 2011 was not an IOP during the BLLAST 

campaign, as its synoptic situation was very different from the previous 

two days explained. It presented instability due to the influence of a trough 

in the geopotential height at the level of 500 hPa (Figure 2.9), and 

northerly wind was predominant. This synoptic situation led to a cloudy 

day with rainfall until around 16:00 UTC, which induced high relative 

humidity values near surface, even before sunset. This issue affected the 

processes of the evening transition, as will be exposed in Chapter 4. 

 

Figure 2.9. Same as Fig. 2.7 for 29 June 2011. 

 

A wider description of the BLLAST project, with many details on 

the experimental field campaign, participants, data and other related issues 

can be found on the website: http://bllast.sedoo.fr/. 

 

2.3 Summary of sites differences 

There are several differences between these two experimental sites. 

First, the geographical situation: CIBA is farther south and at a higher 

http://bllast.sedoo.fr/
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elevation than BLLAST, thus affecting the incoming radiation, which 

differs from one site to the other depending on the season. Moreover, since 

the BLLAST site is closer to the mountains, their influence on atmospheric 

phenomena such as wave-like activity or katabatic winds is expected to be 

more significant. The proximity to the mountains results also in a more 

heterogeneous terrain altitude. 

Second, the land use: the CIBA site is located in a more 

homogeneous area than the BLLAST site, which is a crucial factor 

influencing the variability of transition processes. This is consistent with a 

wider range in the magnitudes of micrometeorological variables at the 

BLLAST site compared with the CIBA site. 

Third, climatology: the BLLAST site is much more humid than the 

CIBA site, in particular during the summer months, which will be 

compared in Chapter 5. For example, considering the months whose data 

are studied in Chapter 5, according to the climate summary of Météo-

France, the mean monthly precipitation at the BLLAST site is 85 mm in 

June and 88 mm in July; whereas the 1971-2000 average of the CIBA site 

for July and August are 16 and 18 mm, respectively (Agencia Estatal de 

Meteorología and Instituto de Meteorologia, 2011). Additional to land use, 

these facts show that the soil moisture at BLLAST is significantly higher 

than at CIBA, directly influencing surface-atmosphere exchange. 
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3. Methodology 

A description of the methods employed for calculations to obtain 

the main results of this thesis is now presented. These include both the 

experimental data treatment and the numerical simulations performed. 

 

3.1 Data analysis 

In micrometeorology, it is often required a detailed analysis of the 

small-scale fluctuations of the flow. With this aim, Reynolds 

decomposition (Reynolds, 1895) is used, splitting variables into mean and 

fluctuating portions. This implies that any variable associated to a flow 

(generically, x) can be expressed as the sum of an average value, which 

corresponds to the mean flow, and a turbulent perturbation: 

'xxx ,                                           [3.1] 

having these perturbations (x') an average equal to zero (Stull, 1988). This 

averaging can be done in different ways, but ideally it should be a 

statistical ensemble. For this thesis, the averaging is temporal, assuming the 

ergodic hypothesis can be applied. In this context it implies that if a 

turbulent flow is both statistically stationary in time and spatially 

homogeneous, its statistical temporal and spatial properties must be 

equivalent. 

Sonic anemometer measurements are employed to obtain turbulent 

fluxes by using eddy-covariance methods (Foken, 2008; Aubinet et al., 
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2012) with a 5-min mean, and the turbulence parameters friction velocity 

[equation 3.2], turbulent kinetic energy [3.3] and vertical sensible heat flux 

[3.4] are calculated: 

4 22 )''(-)''(-
*
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where u', v', w' and θ' are the turbulent perturbations of the wind 

components (u, v, w) and the potential temperature of the air (θ), 

respectively, ρ is the standard air density and cp is the air specific heat at 

constant pressure. 

As an indicator of the surface-based inversion strength at 

nighttime, the potential temperature difference (Δθ) between selected 

levels of a meteorological tower is employed. These values are calculated 

considering the potential temperature definition, the ideal gases equation 

and the hydrostatic equation, obtaining: 

)(0098.0)( downupdownup zz TTzΓTθ ,     

[3.5] 

with Γ the dry air adiabatic lapse rate; Tup and Tdown the temperatures at the 

two vertical levels, named zup and zdown, respectively. The 5-min means are 

applied to these data too. 

 

3.2 Coordinate system rotation 

The sonic anemometer data might require a correction in order to 

remove fake contributions to vertical fluxes calculations due to possible 

experimental misalignment between the vertical axis of the instrument 
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(Viana, 2011). The global idea of the correction consists mathematically in 

transforming the measurement coordinate system into a streamline 

coordinate system by applying a rotation to the original variables (u, v, w): 

w

v

u

w

v

u

m

m

m

A  ,    [3.6] 

being A the rotation matrix and um, vm, wm the modified variables, already 

expressed in a coordinate system totally aligned with the local vertical 

direction. The rotation matrix can be expressed as the combination of three 

rotations, considering each one of the main axes (Wilczac et al., 2001): 

 cos0sin 

010

sin 0 cos

β cosβsin 0

βsin  β cos0

001

100

0 cossin 

0sin  cos

A ,  [3.7] 

with α, β and γ the rotation angles for each step, following the scheme of 

Figure 3.1. 

 

Since the experimental sites considered for this thesis are both located at a 

plateau, it is found not necessary applying tilt corrections for steep 

mountainous terrain (Oldroyd et al., 2015), but rotations with a standard 

planar fit method (Wilczac et al., 2001) are used. This method is based on 

the following hypothesis: over a period of time long enough, the mean flow 

registered with the sonic anemometer occurs, on average, in a plane which 

is parallel to the surface. With a multiple linear regression of the mean 

components of the flow (original measurements), this plane can be 

obtained. Details on the calculations which follow to obtain the rotation 

matrix are exposed in Wilczac et al., (2001), and additional practical 

recommendations on the method are provided by Viana (2011). 
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Figure 3.1. Rotation angles scheme, from an original coordinate system (x, y, z) to 

a final rotating coordinate system (x’, y’, z’), with the intermediate coordinate 

systems (xI, y, zI) and (xI, yI, z’). From: Wilczac et al. (2001). 

 

3.3 Multi-resolution flux decomposition 

It is worth analyzing physical processes along the transition time 

frame with a perspective on the spatial and time scales involved. For this 

purpose, a multi-resolution flux decomposition (MRFD) method is 

employed on sonic anemometer data. With this procedure, non-turbulent 

contributions can be identified and removed from the turbulent flux 

calculation, as far as possible. This tool became popular in the context of 

micrometeorology due to some studies on turbulence (Howell and Mahrt, 

1997; Vickers and Mahrt, 2003). Besides, it has been employed, among 

others, to study the gap between the micro and the mesoscale (Voronovich 
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and Kiely, 2007; van den Kroonenberg and Bange, 2007; Viana et al., 2009, 

2010) or to provide a new interpretation of the turbulence structure and 

exchange process of momentum in neutral and unstable stratification 

(Nilsson et al., 2014). The MRFD method is based on the Haar transform 

(Haar, 1910), which follows a simple subtraction of windowed, unweighted 

averages of decreasing length. It represents a simple orthogonal 

decomposition whose spectrum satisfies Reynolds averaging at every scale. 

This technique is applied to two temporal series of 2N points equally spaced 

in time (Δt). The algorithm used in the calculations of this thesis is based 

on the one described by Vickers and Mahrt (2003) and Viana et al. (2010). 

The basic steps are as follows: 

i) Calculate the covariance of the full series (two temporal series of 

2N points), yielding the total eddy-covariance flux. This is named as 

cumulative multi-resolution flux (CMRF) of the temporal scale 2NΔt 

(CMRFN). 

ii) Both series are split up into two subseries of equal length. Then 

the respective averages are removed from them. The covariances of the 

resulting series yield the CMRF at the scale 2N-1Δt (CMRFN-1). 

iii) Again, each subseries is divided into two parts and the 

respective averages are substracted. Now, the resulting covariances 

represent the CMRF at the scale 2N-2Δt (CMRFN-2), and so forth, up to the 

step with subseries with only two points (CMRF1). A schematic 

representation of this iterative process is shown in Figure 3.2. 

Focusing on the resulting series after each step, perturbations larger 

than the time scale associated with the length of the last averaging window 

applied are removed. Every CMRFn coefficient (with n = 1, …, N) can be 

seen as the average eddy-covariance flux of the whole couple of time series, 

for averaging windows of 2n points. Consequently, the time series itself 

retains only fluctuations that are smaller than that specific scale 2nΔt. 
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Figure 3.2. Schematic representation of the MRFD method for each one of the two 

original series of 2N points, at every step (m). Adapted from Viana (2011). 

 

Each iteration provides a value of the variance (or covariance, if both 

initial series are the same) of the partly filtered temporal series, so that the 

time series spectrum can be built by considering the differences between 

consecutive variances (or covariances), obtaining the multi-resolution flux 

cospectra (MRFC): 

1nnn CMRFCMRFMRFC ,      [3.8] 

with n = 1, …, N. 
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 Applying the method to two temporal series of different magnitudes (in 

this case, the wind vertical component, w, and the air temperature T or 

one of the wind horizontal components, u or v), the multi-resolution 

coefficients obtained at every step of the sequence are interpreted as 

contributions to the total flux from the structures of the corresponding 

time scales. 

For this thesis, the calculations are performed with with Δt = 0.05 s, 

as far as the sampling frequency of the sonic anemometers is 20 Hz, and it 

is used N = 14. This makes the largest temporal window of 13.65 minutes. 

 

3.4 Wavelet transform 

The wavelet transform (WT) is a spectral tool which has 

similarities with the Fourier transform, but the WT uses a local 

decomposition of the time series, allowing an analysis varying the width of 

the spectral window, with fine temporal and spectral resolution. It can be 

used to analyse time series containing nonstationary power at many 

different frequencies (Daubechies, 1990; Torrence and Compo, 1998). For 

this reason, it has a wide range of applications in several fields of 

geophysics (Foufoula-Georgiou and Kumar, 1995), and in particular it has 

been applied to characterise coherent structures in turbulent flows (Farge, 

1992) or wave-like events in the nocturnal ABL (Viana et al., 2009; 

Román-Cascón et al., 2015a,b). For this thesis, it is applied to near-surface 

atmospheric pressure time series, in order to determine the spectral energy 

distribution along the different temporal scales of the series, as well as the 

time evolution of this energy distribution. 

Mathematically, the WT of a temporal series f(t) is defined as 

(Daubechies, 1992): 

dt tψtfF sτs )( )( ,
*

, ,    [3.9] 
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where τsF ,  represent the transform coefficients, s  and τ  are the scale and 

translation parameters, * indicates complex conjugate and )(, tψ s  is the 

wavelet function, which is generated from a mother wavelet (Terradellas et 

al., 2001): 

s

   t
ψ

s
(t)ψ s

1
, ,    [3.10] 

with the normalization factor 
s

1
, and 

s

   t
ψ  the mother wavelet 

translated and scaled via τ  and s . In principle, on a mother wavelet is 

only imposed one constrain named the admissibility condition, which 

requires (Farge, 1992): 

d
ψ

C
)(ˆ

,    [3.11] 

working in the frequencies space ( ) and with )(ψ̂  the Fourier 

transform of the mother wavelet )(tψ . 

Among all the existing possibilities of wavelet functions, here is 

chosen the Morlet wavelet (Morlet, 1981; Meyers et al., 1993). It uses a 

complex function consisting of a plane wave modulated by a Gaussian 

function and can be expressed as: 

2/2
0 ttiω
ee(t)ψ ,    [3.12] 

Besides, following Terradellas et al. (2001), to analyse the signal it is useful 

working with an energy related parameter, like the wavelet energy density 

per time and scale unit, which is defined as: 

ψ

s

s
C

F

s
e

2

,

2,

2
,   [3.13] 
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where ψC  is the normalizing factor from equation [3.11]. 

 

3.5 Numerical simulations: model features 

The Weather Research and Forecasting (WRF) model (Skamarock 

and Klemp, 2008) has been chosen to perform ABL evening transition 

numerical simulations for this thesis, working with the Advanced Research 

WRF (ARW) core. This non-hydrostatic mesoscale model has been 

designed for both research and operational applications. Furthermore, it 

has been proved as a successful tool to simulate ABL phenomena, like 

radiation fog events (van der Velde et al., 2010; Román-Cascón et al., 2012; 

Steeneveld et al., 2015), sea breezes (Steele et al., 2013), gravity waves 

(Udina et al., 2013), stable ABL processes over snow (Sterk et al., 2013), 

atmospheric density currents (Soler et al., 2014) or the urban heat island 

effect (Salamanca et al., 2012; Theeuwes et al., 2014). For this thesis, WRF 

version 3.4.1 is mostly employed, but for some experiments version 3.5 is 

used instead. These two model versions were compared, for evening 

transition results, by Sastre et al. (2013), obtaining some differences for a 

few of the cases considered, but globally performing similarly. In this 

thesis, several tests are designed with some common configuration and 

varying other settings, depending on the specific aim of each simulation. 

Those settings which are not common will be subsequently detailed. 

A wide range of physical schemes is provided by WRF. For 

example, the land-surface model (LSM) combines atmospheric information 

from the surface layer scheme with land-surface properties to evaluate the 

vertical transport done in the Planetary Boundary Layer (PBL) schemes 

(Borge et al., 2008). The surface processes represented by a generic LSM are 

illustrated in Figure 3.3. 
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Figure 3.3. Scheme of surface processes represented by a generic LSM. From: 

Huang et al. (2014). 

 

In this thesis, WRF experiments are performed with three different 

land-surface model (LSM) options: the 5-layer thermal diffusion scheme 

(here named as 5-layers), the unified Noah LSM (Noah) and the Rapid 

Update Cycle (RUC): 

 The 5-layer thermal diffusion LSM (Dudhia, 1996) is based on the 

MM5 5-layer soil temperature model. It predicts ground temperature 

and soil temperature in 5 levels; these layers thicknesses are, from top 

to bottom: 1, 2, 4, 8, and 16 cm, and below the latter (at 32 cm) the 

temperature is fixed at a deep-layer average. The energy budget 

includes radiation, sensible and latent heat flux. Soil moisture is fixed 

with a landuse- and season-dependant constant value, and there are no 

explicit vegetation effects. This is the simplest of the three LSM 

considered for this work. 

 The Noah LSM (Chen and Dudhia, 2001; Ek et al., 2003; Tewari et al., 

2004) is a 4-layer soil temperature and moisture model with canopy 

moisture and snow cover prediction. The thickness of each layer from 

the ground surface to the bottom are 10, 30, 60, and 100 cm, 
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respectively, with a total soil depth of 2 m and the root zone in the 

upper 1 m of soil. Thus, the lower 1-m soil layer acts like a reservoir 

with. Evapotranspiration, soil drainage and runoff are included, with 

several vegetation categories, monthly vegetation fraction, and soil 

texture. This LSM provides sensible and latent heat fluxes to the PBL 

scheme and considers surface emissivity properties. 

 The RUC (Smirnova et al., 1997, 2000; Benjamin et al., 2004) LSM has 

a multi-level soil model (6 as default) with higher resolution in the top 

part of soil domain (default: 0, 5, 20, 40, 160, 300 cm). Energy and 

moisture budgets are solved in a thin layer spanning the ground 

surface and including half of the top soil layer and half of the first 

atmospheric layer, with corresponding heat capacities and densities. 

Vegetation impact on evaporation is taken into account with canopy 

moisture being a prognostic variable and evapotranspiration 

parameters depending on any of the 11 soil texture classes available. 

Some of the prognostic variables provided are: soil temperature, 

volumetric liquid, frozen and total soil moisture contents, surface and 

sub-surface runoff, canopy moisture, evapotranspiration, latent, 

sensible and soil heat fluxes and skin temperature. 

Regarding the PBL parametrization, three possibilities are considered in 

the experiments of this thesis: Yonsei University (YSU), Mellor-Yamada-

Janjic (MYJ) and Quasi-Normal Scale Elimination (QNSE). A wide 

description of these PBL parametrizations is presented by Kleczek et al. 

(2014); here are explained their main characteristics: 

 YSU scheme (Hong et al., 2006) is a first-order non-local turbulence 

closure. For unstable conditions, it applies a counter-gradient flux 

contribution to potential temperature and momentum in order to 

include the contribution of the large-scale eddies to the total flux. It 

has an explicit treatment of the entrainment layer at the ABL top, 

being the latter defined with a critical value of zero for the bulk 
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Richardson number. Therefore, there is a strong dependency on the 

buoyancy profile, in which the ABL top is defined at the maximum 

entrainment layer. 

 MYJ (Mellor and Yamada, 1982; Janjić, 1994) is a local 1.5-order TKE 

closure scheme. Here the TKE production/dissipation equation is 

solved iteratively. Its prognostic equation for the potential 

temperature variance is omitted, and just the one for TKE is 

considered for the mean variables such as temperature, moisture and 

wind speed. An upper limit, which depends on the TKE as well as the 

buoyancy and shear of the driving flow, is imposed on the master 

length scale. 

 QNSE (Sukoriansky et al., 2006) is also a local-1.5 order closure 

scheme, as it is based on MYJ.  It has a prognostic TKE equation and is 

able to consider the spatial anisotropy of a turbulent flow. 

Additionally, this parametrization accounts for the combined effects of 

turbulence and waves. It is especially appropriate for stable ABL 

conditions. 

Each one of these PBL parametrization works with a matching surface-

layer scheme: the modified MM5 scheme (Jiménez et al., 2012) for YSU, 

the Janjic Eta Monin-Obukhov scheme (Janjic, 1996) for MYJ and the 

QNSE surface-layer scheme (Sukoriansky, 2008) for QNSE. A detailed 

description and comparison of these surface-layer parametrizations is 

provided by Liu et al. (2013). Other model features for this thesis are 

common to all the simulations here presented. This includes the land use, 

obtained from the United States Geological Survey (USGS) dataset, which 

provides 24 different categories (Wang et al., 2015a). Besides, 16 soil 

categories are considered by WRF. Regarding the vertical resolution, all 

the modelling tests are performed with 50 eta levels, 28 of them being 

located within the first kilometre of the troposphere, and 8 within the 

initial 100 metres. This choice provides a good resolution for the boundary 
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layer, the most interesting atmospheric region for the purpose of this 

thesis. Some other physical features correspond to the whole set of 

simulations, named: the rapid radiative transfer model (RRTM) for the 

longwave radiation (Mlawer et al., 1997), the Dudhia scheme (Dudhia, 

1989) for the shortwave radiation, and the WRF single-moment 3-class 

(WSM3) microphysical scheme (Hong et al., 2004). More details about the 

model characteristics and options can be found in Skamarock et al. (2008) 

and Wang et al. (2015a). 

Depending on the experiment, two different options are used for 

the initial and boundary conditions. On the one hand, some simulations 

are initialised with data from the European Centre for Medium-range 

Weather Forecasts (ECMWF) operational model, whose resolution is 0.25 

degrees. On the other hand, we use the National Centers for 

Environmental Prediction (NCEP) reanalysis (Kalnay et al. 1996) too. 

These NCEP FNL (Final) Operational Global Analysis data used are on 1x1 

degree grids. In both cases (ECMWF and NCEP), lateral boundary 

conditions are refreshed every 6 hours. 
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4. Characteristic phenomena of the 

ABL afternoon and evening 

transition: two observational 

approaches  

An overview to the observations and phenomenology of the ABL 

evening transition is now presented. Two different approaches for 

experimental characterization are exposed. Firstly, the study of three 

individual cases, using mainly measurements from two types of high-

frequency instruments, which provide very accurate records: a sonic 

anemometer and microbarometers. With the measurements provided by 

these devices, an analysis on the different scales involved and their 

evolution is performed, considering three cases from the BLLAST dataset: 

24, 25 and 29 June 2011. Sensible heat flux and friction velocity are 

especially studied, as they are usually representative of the thermal and 

mechanical turbulence, respectively. In the second sub-section, the other 

experimental approach is presented. It consists of an analysis based on 

statistical calculations, considering a three-months dataset of observations 

from CIBA. 

 

                                                           
 Part of the results presented in this chapter are published in: Sastre, M., Yagüe, C., 

Román-Cascón, C., Maqueda, G., Salamanca, F. and Viana, S.: Evening transitions of the 
atmospheric boundary layer: characterization, case studies and WRF simulations, Adv. Sci. 
Res., 8, 39–44, 2012. 
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4.1 Sonic anemometer and microbarometer 

characterization 

Both 24 and 25 June 2011 were IOPs during the BLLAST campaign, 

mainly associated with large-scale stability and weak synoptic forcing; on 

the contrary, the third day selected for this section, 29 June 2011, was not 

an IOP. These three days are chosen here to study the afternoon and 

evening transition in a two-way comparison: two days with similar weak 

synoptic forcing but slight differences (like in wind speed), and a third one 

really different from the standard fair-weather transitions. In Chapter 2, a 

description of their respective synoptic situations was provided. 

The evolution of the temperature at various levels close to the 

surface, the TKE and the wind speed are represented for each one of the 

three days (Figure 4.1, Figure 4.2 and Figure 4.3). For all of them, sunset 

took place at around 19:40 UTC. The stronger decay in temperature values 

closer to the surface is observed for 24 (Figure 4.1a) and 25 June (Figure 

4.2a), favouring the development of a nocturnal surface-based temperature 

inversion. On the other hand, for 29 June (Figure 4.3a), the pre-sunset 

temperature evolution is quite plain for all the levels. It starts decaying just 

before sunset, but with a very similar intensity for all the levels, so that the 

nocturnal temperature inversion is not developing, or very weakly. The 

influence of the synoptic conditions makes 29 June not to have a transition 

in the temperature evolution in the same way as the other two days: wet 

soil due to rainfall and high relative humidity do not allow an intense 

surface cooling. 

TKE presents differences of at least one order of magnitude 

between diurnal and nocturnal values for 24 and 25 June (Fig. 4.1b, 

Fig.4.2b), with a minimum around sunset (earlier for 24 June), and 

afterwards a recovery. Again, 29 June (Fig 4.3b) shows a pattern with 

nearly no turbulence decay. These values are oscillating, around 0.5 m2 s-2 

on average, with no clear distinction between nocturnal and diurnal ones. 
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Figure 4.1. Time evolution for the 24 June 2011 transition of: a) temperature at 

various levels; b) TKE (log scale); c) wind speed. Vertical orange line indicates 

sunset. 
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Figure 4.2. Same as Fig. 4.1 for 25 June 2011, with different axis limits in a) and b). 
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Figure 4.3. Same as Fig. 4.1 for 29 June 2011, with different axis limits in a) and b). 
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That is a significant difference compared with the other two days, whose 

values after sunset are at least one order of magnitude smaller than on 29 

June. For the three days, similarities between the qualitative evolution of 

the wind speed and the TKE are found, showing the influence of the 

former on turbulence. However, quantitatively the wind speed reaches 

values not very different in the night period for the three days. So either a 

threshold in the wind minimum affects the turbulence, or there are other 

effects (possibly thermal related) for the nocturnal turbulence. 

The multi-resolution technique (MRDF) is applied to the friction 

velocity (Figure 4.4), representing the contribution to this variable of 

different temporal scales involved (vertical axis) for a certain period of time 

(horizontal axis). In the vertical axis (logarithmic) scales from 0.1 seconds 

up to 14 minutes are represented, which includes the selected averaging 

time for eddy-covariance method (for these calculations, 5 minutes). This 

plot contains information on the contributing temporal scales at each time 

step. For 24 June (Fig. 4.4a), initially, when thermal turbulence is well 

developed (17-18 UTC), higher values correspond to processes of scales 

between 1 and 100 seconds. Later on, friction velocity decays and the most 

relevant scales correspond to two groups: over 100 seconds and between 1 

and 10 seconds (around 19:30 UTC). Therefore, there is a change, not only 

in the absolute values of the friction velocity, but also in the predominant 

origin of these contributions. So the transition to the nocturnal boundary 

layer leads to the generation of a gap between different scales contributing 

to turbulent parameters, but these are integrated together when using 

eddy-covariance fluxes calculation. 

The process of narrowing in the principal contributing time scales 

can be observed for 25 June (Fig. 4.4b) too. In this case it occurs 

progressively and for a longer time than on 24 June, in accordance with the 

TKE decay (Fig. 4.2b). 
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Figure 4.4. Friction velocity (m s-1) MRFD for: a) 24 June, b) 25 June, c) 29 June. 
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At 17:30 UTC two are the most important temporal scales: one around 10 s 

and the other one of nearly 300 s. Then, between 19:30 and 20:00 UTC the 

main relative contributions come from only one scale, which is around 100 

s. Nonetheless, for 29 June (Fig. 4.4c), the contributing scales are mostly 

the same for the whole period: there is not an evolution as clear as in the 

other two cases. The most relevant contributions correspond to physical 

processes of temporal scales between 10 and 100 s. Around sunset, a shift, 

linked to the suppression of the solar energy income, can be observed. 

Small contributions at all the scales can be found perhaps only for very 

narrow times: around 18:00 UTC and 19:00 UTC. As a whole, the absolute 

values are very homogeneous during the whole period represented. For 

comparison, the friction velocity evolution for each day, calculated with 

the eddy-covariance method, is shown in Figure 4.5. This complements the 

information provided by MRFD. 

The MRFD technique has a potential use to separate turbulent and 

non-turbulent scales by identifying the gap between them, in order to 

calculate more accurately turbulent fluxes through the eddy-covariance 

method. A moving threshold, instead of a fixed value (5 minutes for Figure 

4.5) could be employed for these calculations, making as small as possible 

the non-turbulent contributions to vertical fluxes. An example of this 

situation for 24 June (Fig. 4.4a) could be around 22:30 UTC, when scales 

between 10 and 100 seconds reach very low values, which could indicate 

that the separating gap has shifted to these scales. At this time, in Figure 

4.5a there might be contributions of larger (non-turbulent) scales. There is 

also a temporal coincidence between the friction velocity minimum values 

(Figure 4.5a) and near zero contributions for all the scales for friction 

velocity MRFD (Figure 4.4a), for example, at 19:00 or 21:00 UTC. A similar 

effect is found for 25 June at 20:00 UTC (Fig. 4.4b and Fig 4.5b): the 

friction velocity MRFD values in practically all the scales represented are 

really small, with minimum values for the eddy-covariance calculations. 

The oscillating pattern for 29 June is observed in Fig. 4.4c and Fig. 4.5c. 
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Figure 4.5. Friction velocity (m s-1) calculated with eddy-covariance method for: a) 

24 June, b) 25 June, c) 29 June. 
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Additionally, Taylor’s frozen eddies hypothesis (Stull, 1988) can be 

considered. With this approach, the eddy scale size responsible for 

turbulence can be estimated by multiplying, at any time, the mean wind 

speed (Figs. 4.1c, 4.2c, 4.3c) and the temporal scale of the maximum 

contribution (of turbulence) to the friction velocity. As a whole, it is found 

neither a common pattern in eddy size, nor a significant tendency to 

increase or decrease along the transition (not shown): a varying evolution, 

rather than constant values for the turbulent eddies typical lengthscale. For 

instance, in Figure 4.4a (24 June) approximately at 17:00 UTC the 

corresponding eddy size would be 100-300 m. Afterwards, at around 19:30 

UTC, the most relevant eddies would reduce their size to 1-5 m. These 

estimations of eddies length scale values and evolution are in agreement 

with other studies using different methods (Darbieu et al., 2015). 

Analogous MRFD plots are presented for the kinematic heat flux 

( ''Tw ), providing an insight on the contributions of the different scales to 

upward (positive values) or downward (negative values) fluxes (Figure 4.6). 

Complementary, the turbulent sensible heat flux obtained with the eddy-

covariance method (5-minutes) is shown (Figure 4.7). For 24 and 25 June, a 

drastic change occurs between 17:00 and 19:00 UTC, due to the decay of 

the solar radiation: the relative intense positive contributions vanish and 

the negative values appear at nearly all the scales (Fig 4.6a,b), so the 

crossover of the sensible heat flux takes place (Fig 4.7a,b). These downward 

contributions are more intense in the case of 25 June (Fig. 4.6b), compared 

to 24 June (Fig. 4.6a), probably due to the relative more intense turbulence 

of the latter. For the larger scales, on 24 June takes place, after sunset, an 

alternation of positive and negative values. This is an indication of the 

appearance of counter-gradient fluxes, which are often detected in the 

nocturnal stable boundary layer, sometimes linked to wave-like activity 

(Román-Cascón et al., 2015b). 
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Figure 4.6. Kinematic heat flux MRFD for: a) 24 June; b) 25 June; c) 29 June 2011. 
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Figure 4.7. Turbulent sensible heat flux calculated with eddy-covariance method 

for: a) 24 June; b) 25 June; c) 29 June 2011. 
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For 29 June, the kinematic heat flux evolution is alike (Fig. 4.6c): it is 

neither as sudden nor as intense as for 24 or 25 June. Additionally, 

nocturnal negative values are not as substantial as in the other two cases. It 

is similarly pictured in Fig. 4.7c. As a whole, for 29 June these values are 

close to zero, which is linked to the temperature homogeneity and a nearly 

neutrally-stratified ABL (Fig. 4.3a). Together with the fact that the wind 

speed does not actually decay during this transition, but maintains similar 

values prior to sunset, this could mean that in this case the mechanical 

effects clearly prevail over the thermal ones. 

 

Furthermore, it is performed an analysis on the near-surface 

pressure data from the microbarometers records. In particular, a 

Butterworth filter is applied to the pressure absolute values, using 45 

minutes as the cut-off frequency (Figure 4.8). With this choice, a filtered 

pressure (δp) time series is obtained, where the larger oscillations (as, for 

example, corresponding to the diurnal cycle) are removed. Differences 

between the three days can be found, in particular for the transition 

period. Firstly, 24 and 25 June show high frequency oscillations during 

daytime, related to convection and turbulence. When the incoming solar 

energy is declining, the oscillations reduce their amplitude and frequency, 

and a nocturnal regime can be obtained. Still, between these two days 

there are some differences, for example in the amplitude, which is larger 

for 25 June. The wind speed was slightly higher this day, compared to the 

previous one (Fig 4.1 and Fig. 4.2). 

On the other hand, for 29 June there is not a clear transition from a diurnal 

to a nocturnal regime, as the oscillations keep the very high frequency 

signal due to turbulent motions even at around sunset or at night. Only a 

decrease in the amplitude of the oscillations can be appreciated, but it is 

still significantly larger than for the other two days. 
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Figure 4.8. Filtered pressure for: a) 24 June; b) 25 June; c) 29 June 2011. 
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A particular feature can be observed in the night of 24 June: a 

couple of cycles with a very well defined period, indicating wave-like 

activity. These wave-like structures can be analysed with the wavelet 

transform technique. In Figure 4.9, the filtered pressure for 24 June is 

plotted for a narrower timing, showing the oscillations with some 

periodicity more clearly. The wavelet analysis reveals two maxima of 

spectral energy, which are found between 22 and 23 UTC. Different types 

of waves were detected during the BLLAST field campaign; a couple of 

these events are studied in detail by Román-Cascón et al. (2015a,b). 
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Figure 4.9. a) Filtered pressure and b) wavelet transform energy density per period 

and time unit (hPa2 s-1) for the transition of 24 June 2011. 

 

4.2 Statistical values and transition classification 

Another observational approach to the transition is performed 

through statistical analysis.  
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Data from three months (July, August and September 2009) at 

CIBA are analysed between 17:00 and 23:00 UTC for each day, focussing 

on dynamic and thermal variables. A total amount of 85 days is considered 

for this statistical analysis; the number of cases left up to three months is 

due to lack of data availability. Figures 4.10, 4.11 and 4.12 show the 

distribution of the temperature difference between 10 m and 1.5 m and the 

wind speed (1.5 m) for the total of transitions studied, each one for a sub-

period of 2 hours. 

 

Figure 4.10. Distributions for the time period 17-19 UTC of: temperature 

difference between 10 and 1.5 m distribution (a) and wind speed at 1.5 m (b). 
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Figure 4.11. Same as Fig. 4.10 for the period 19-21 UTC. 

 

An evolution in these distributions is found: wind presents at 1.5 m values 

under 1 m s-1 for less than 10 % of the data in the 17-19 UTC sub-period 

(Figure 4.10), while for 19-21 UTC (Figure 4.11) these very low values are 

obtained for around 30 % of the data. This decay in surface wind produces 

an increasing stability in 19-21 (a period which includes sunset time for 

nearly all the days studied) and 21-23 UTC sub-periods: in the first two 

hours studied (17-19 UTC), less than 20 % of the data present surface-based 

inversion; then for the next two hours (Figure 4.12) reach 90 %, and finally 

96 % in the last one. 
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Figure 4.12. Same as Fig. 4.10 for the period 21-23 UTC. 

 

Additionally, three different types of transitions (labelled as “A”, 

“B” and “C”) can be identified to develop a classification. In principle, 

qualitative criteria (like the development of temperature inversions or 

identifying abrupt changes in wind direction oriented to the terrain slope) 

were the basis to classify the transitions. Then, some thresholds were 

found, to finally obtain three groups, whose features are as follows. Firstly, 

the transitions that are controlled by moderate to high synoptic winds (A). 

These are quite turbulent evenings, with no surface-based inversion 

temperature or a very weak one, and where TKE kept reaching values 

higher than 1.5 m2 s−2, sometimes not very different from diurnal ones. 
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Secondly, there are some transitions with very small values of TKE (< 0.5 

m2 s−2) and wind speed before sunset, so that an early and strong surface-

based inversion develops (B). This strong stability is very likely to the 

occurrence of katabatic winds, which can erode the stability and are 

sometimes are related to the generation of gravity waves (Viana et al., 

2010). Finally, a third group of transitions consists of those ones with light 

to moderate winds before sunset, developing a soft and continuous 

inversion during the night without important katabatic events (C). TKE 

values between 0.5 and 1.5 m2 s−2 are characteristic of the latter group. The 

three months of data collected for this work show that in this period the 

most common transitions are type C (39 %), followed by type B (32 %), 

while type A (18 %) is the least frequent to occur. There are still some cases 

(11 %) that cannot be easily classified as any of these three types. Examples 

of the evolution of TKE, temperature difference between 10 and 1.5 meters 

(ΔT) and wind speed are plotted in Figure 4.13, labelled for each type as A, 

B or C. For all these days, sunset took place around 19:00 UTC. 
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Figure 4.13. Time evolution of TKE (a), temperature difference (b) and wind speed 

(c) for the three kinds of transitions identified (A, B, C). 
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4.3 Summary and conclusions 

With measurements from two high frequency types of instruments 

(sonic anemometer and microbarometers), a characterization of the 

afternoon and evening transition can be performed. Small scale phenomena 

occur during the transitional period, and they can be identified through 

MRFD and wavelet techniques. Both tools are very useful to characterize 

phenomena occurring in the ABL along the afternoon and evening 

transition. In particular, with MRFD analysis, turbulence and the evolution 

of different time scales responsible for boundary-layer motions can be 

studied. Besides, counter-gradient fluxes are identified, as well as periods 

with no generation of mechanical turbulence around sunset. The 

microbarometers measurements and wavelet technique allow another 

characterization of physical processes during the transition. 

With another approach to experimental data treatment, based on 

statistical tools, some criteria are found to classify the transitions from 

CIBA. Considering a three summer-time months, and according to 

temperature inversions, abrupt changes in wind direction and TKE 

thresholds, three types of transitions are found, with a different occurrence 

frequency. A next step is to find out whether or not this classification could 

be extended to other locations or seasonal periods different from CIBA and 

summer, and in case it is appropriate, if the thresholds defined should be 

significantly varied or not. 

Additionally, both observational approaches (case studies 

characterization with these high frequency devices, and statistical analysis) 

might be combined if enough data are available. These issues will be 

explored in the coming chapters. 
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5. Summer-time comparison of 

transitions at BLLAST and CIBA  

 

In this chapter, the ABL evening transition at CIBA and BLLAST 

are compared with measurements from two respective two-month summer 

periods. After the experimental data analysis, an additional humidity 

sensitivity experiment with the WRF model is performed in order to 

evaluate the role of moisture during the transition by increasing the soil 

humidity at the driest site and reducing it at the other location. 

 

5.1 Dataset and timing reference 

Data from a two-month summer period are selected for this site-to-

site comparison: June-July 2011 (BLLAST) and July-August 2009 (CIBA). 

The precipitation records were very different for these periods: 18 mm at 

the CIBA site (July-August 2009) versus 235 mm at the BLLAST site (June-

July 2011). The instruments considered for this study and their heights are 

shown in Table 5.1. Globally, it is expected that at the mentioned locations 

and during such a season the prevalent conditions are favourable to study 

micrometeorological processes, as in most cases large-scale effects are 

weak. Nevertheless, the transitions corresponding to less stable situations 

                                                           
 The main contents of this chapter are published as: Sastre, M., Yagüe, C., Román-

Cascón, C. and Maqueda, G.: Atmospheric boundary-layer evening transitions: a comparison 
between two different experimental sites, Boundary-Layer Meteorol., doi:10.1007/s10546-
015-0065-1, 2015. 
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are not initially disregarded. In this way, we obtain information on the 

variability at both locations for the whole summertime. Firstly, a dataset of 

57 transitions from CIBA and 39 from BLLAST is analysed. The difference 

in the number of cases is due to data availability. Subsequently, we focus 

only on the transitions without significant synoptic forcing, based on rain 

occurrence, surface pressure gradient, geopotential height at 500 hPa, and 

maximum values of net radiation and sensible heat flux. 

 

Table 5.1. Height a.g.l. of the instrumentation employed at each site. 

Instrument Height (m) 

 CIBA BLLAST 

Sonic anemometer 10 2.4 

Thermo-hygrometers 1.5 and 10 2 and 15 

Cup anemometers and vanes 10 15 

 

The temporal interval analysed is an 8-h period, considering 

astronomical sunset as the central and reference time (t = 0), so it lasts from 

4 h before sunset until 4 h after. Through this approach, comparable timing 

for both sites is achieved. For some of the calculations, 2-h sub-periods are 

also defined: between 4 and 2 h before sunset (ta = [–4, –2] h), the two 

hours just before sunset (tb = [–2, 0] h), the next two hours after sunset (tc = 

[0, 2] h) and between 2 and 4 h after sunset (td = [2, 4] h). 
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5.2 Average observed values and statistics 

Mean time series of all the transition data are shown in Figure 5.1, 

where an indication of the day-to-day variability is provided by the 

standard deviation (shadowed region). Compared to the twin plots that 

only consider the transitions with weak synoptic forcing (Figure 5.2), we 

observe qualitatively similar average results. The main quantitative 

differences are found in the increasing standard deviations of the dataset 

with a smaller number of cases. In Figure 5.2, 39 transitions from CIBA and 

21 from BLLAST are used, which correspond to 68 % and 54 % of the total 

number of transitions shown in Figure 5.1. A focus on the transitions with 

weak synoptic forcing (Figure 5.2) reveals that CIBA and BLLAST present a 

common qualitative pattern in the evolution of variables such as Δθ (Figs. 

5.2c,d) and wind speed (Figs. 5.2e,f), but differ in the abruptness of changes 

throughout the transition. The typical turbulence decay in the transition, 

which starts some hours before sunset, and is initially controlled by the 

decrease of the input solar energy, reveals a remarkable difference between 

the two locations: at CIBA the average decay of TKE (Figure 5.2a) is nearly 

continuous from a mean value of approximately 2 m2 s-2 (at t = –4 h) to 

nearly 0.35 m2 s-2 (at t = 4 h). At BLLAST (Figure 5.2b) there is a tendency 

to diminish from a lower mean value of 0.5 m2 s-2 at t = –4 h (reaching a 

minimum around sunset of ≈ 0.06 m2 s-2) to recover to average values 

between 0.1 and 0.2 m2 s-2 from t = 2 h to t = 4 h. So the range of the mean 

value evolution is wider at CIBA, but CIBA’s transitions are by far more 

uniform (narrower shadowed region). The more heterogeneous and 

complex terrain at BLLAST may be responsible for this larger variability. 
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Figure 5.1. Mean temporal evolution of TKE at CIBA (a) and BLLAST (b); potential 

temperature difference between two levels at CIBA (c) and BLLAST (d); wind 

speed at CIBA (e) and BLLAST (f); specific humidity at CIBA (g) and BLLAST (h). 

Shadows indicate standard deviations. 
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Figure 5.2. Same as Fig. 5.1, considering only transitions with weak synoptic 

forcing conditions. 
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Average TKE at CIBA presents an increase of the standard 

deviation from t = 1 h on, indicating that different nocturnal regimes for a 

similar synoptic situation can occur (Yagüe et al., 2007). Δθ presents, on 

average (Figs. 5.2c,d), a considerably larger range at CIBA (from –1.5 to 1.5 

K) than at BLLAST (from –0.75 to 1 K). This site-to-site disparity in the 

heating (day) or cooling (night) is probably linked to soil humidity 

differences, which are analysed later in this chapter (section 5.4). 

Wind speed often experiences, on individual days, a progressive 

decay during the transition until a minimum value around sunset; 

afterwards it partially recovers. This effect is captured in the average values 

(Figs. 5.2e,f). On occasions a drainage flow takes place, and a sudden 

change in wind direction tends to occur synchronous with the increase in 

wind speed. 

Figure 5.3 (CIBA) and Figure 5.4 (BLLAST) show the wind 

distribution for the weak synoptic conditions dataset in the four temporal 

sub-intervals previously defined for the transition (ta, tb, tc, td). The 

predominant direction experiences an evolution due to katabatic winds at 

both locations, which were characterized as in previous studies in the case 

of the CIBA site (Yagüe et al., 2007; Cuxart, 2008; Martínez et al., 2010). 

The flow is actually driven by the respective local slopes (north-east at 

CIBA and south-south-east at BLLAST). The change of the statistically 

more frequent direction from ta to td, associated with a drainage or 

katabatic flow, appears as well when the whole transition dataset is 

considered (not shown). This is especially remarkable since those statistics 

would include very different synoptic situations. Consequently, it is shown 

that katabatic flows are characteristic of the transitional period, but with 

site-to-site differences. Due to its closeness to mountain ranges, the 

BLLAST site presents more frequently than CIBA the drainage flow 

direction after sunset (during tc and td). As a counterpart, the most intense 
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katabatic events are found at CIBA, probably due to stronger radiative 

cooling (Stull, 1988). 

 

 

Figure 5.3.  Observed wind distribution at the CIBA site for the normalized time 

interval: a) [–4, –2] h, b) [–2, 0] h, c) [0, 2] h, d) [2, 4] h. The transitions with 

strong synoptic forcing have not been included. 
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Figure 5.4. Same as Fig. 5.3 for the BLLAST site. 

 

Nevertheless, there is a variable whose time evolution is not similar 

at both sites, neither on average nor for individual cases, the air specific 

humidity (Figs. 5.2g,h). At the CIBA site its average pattern is practically 

constant (6.5 g kg-1) until around t = –1 h, then increasing because of 

atmospheric boundary-layer depth reduction, associated with nocturnal 

stability. This happens because water vapour tends to accumulate close to 

the ground. In accordance with the climatological information (Chapter 2), 

mean values obtained at BLLAST are somewhat larger than at CIBA during 

the whole transition. These differences are congruent with soils much 

more humid at BLLAST than at CIBA. Average temporal evolution at 
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BLLAST is maintained around its value at t = –4 h (10.5 g kg-1) with a small 

decreasing tendency. This is probably due to nocturnal condensation near 

the ground (relative humidity at night is frequently over 80 %, not shown). 

The standard deviation shows a similar range of values at the two sites, 

except at t ≈ 0, when the day-to-day variability is larger at the BLLAST site. 

Moreover, after sunset at the CIBA site a relation between higher values of 

specific humidity and weaker temperature inversions appears, while the 

same link is not very clear at BLLAST (not shown). As humidity is the 

variable with the greater differences between one site and the other, it is 

worth investigating its connection with the near-surface cooling. We 

consider three aspects: the soil emissivity, the heat capacity and the 

radiative absorption in the lower atmosphere. First of all, the emissivity of 

a surface rises when its moisture increases, so we expect that the higher the 

soil moisture, the more intense the nocturnal cooling. However, for the 

typical values of soil moisture the relative variations in emissivity are not 

large (0.92-0.96, according to Mira et al., 2007), and is even smaller the 

effect on the near-surface air temperature. On the other hand, considering 

the greater heat capacity of water, increasing the humidity at the surface 

would directly trigger lower cooling. Finally, the water vapour close to the 

surface plays a role in the radiative energy absorption, and consequently 

having larger values of specific humidity decreases the near-surface 

cooling. So the net effect of increasing humidity (both at soil and near the 

surface) would be to reduce near-surface cooling. 

Several average parameters for the two sites are summarized in 

Table 5.2 (CIBA) and Table 5.3 (BLLAST), together with minimum and 

maximum values, and are classified taking into account the four 2-h sub-

periods (ta, tb, tc, td). Wind speed mean values and turbulence parameters 

are larger at the CIBA site, which is linked to a later formation of the 

surface-based temperature inversion compared to the BLLAST site (Table 

5.4). A difference in timing between sites can be found as well in values of 

the stability indicator (Δθ/Δz) in Table 5.2 and Table 5.3. For the second 
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sub-period (tb) they are very close to zero, but present a different sign (on 

average). Moreover, both these temperature inversions developing after 

sunset, as well as the associated stability, are stronger at the CIBA site (see 

also Figs. 5.2c,d), despite the fact that they start to form later than at the 

BLLAST site. This is thought to be due to the lower values of soil humidity 

and surface specific humidity, which, as previously indicated, enable 

greater cooling. 

 

Table 5.2 CIBA (weak synoptic forcing conditions) average values of wind speed 

(U), potential temperature difference gradient (Δθ/Δz), turbulent kinetic energy 

(e), friction velocity (u*), and turbulent heat flux (H) for the sub-periods defined. 

Subscripts indicate height (m) a.g.l. Extreme (maximum and minimum) values for 

each interval are between brackets. 

 
ta = 

[–4, –2] h 

tb = 

[–2, 0] h 

tc = 

[0, 2] h 

td = 

[2, 4] h 

U10 

(m s-1) 

4.7 

[0.7, 12.7] 

4.1 

[0.2, 11.6] 

3.4 

[0.1, 11.5] 

3.7 

[0.7, 8.8] 

Δθ/Δz 10-1.5 

(K m-1) 

–0.1 

[–0.2, 0] 

0 

[–0.1, 0.3] 

0.2 

[0, 0.7] 

0.1 

[0, 0.6] 

e10 

(m2 s-2) 

1.8 

[0.1, 8] 

0.9 

[0.002, 5] 

0.5 

[0.002, 6] 

0.4 

[0.003, 3] 

u*10 

(m s-1) 

0.5 

[0.06, 1] 

0.3 

[0.009, 1] 

0.2 

[0.003, 1] 

0.2 

[0.006, 0.8] 

H10 

(W m-2) 

183 

[–37, 607] 

20 

[–55, 253] 

–16 

[–91, 57] 

–19 

[–82, 63] 
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Table 5.3. Same as Table 5.2 for BLLAST. 

 
ta = 

[–4, –2] h 

tb = 

[–2, 0] h 

tc = 

[0, 2] h 

td = 

[2, 4] h 

U15 

(m s-1) 

2.1 

[0.2, 4.4] 

1.4 

[0, 3.8] 

1.4 

[0, 6.4] 

2.1 

[0, 5.6] 

Δθ/Δz15-2 

(K m-1) 

–0.1 

[–0.1, 0] 

0 

[–0.2, 0.1] 

0.1 

[0, 0.3] 

0.1 

[0, 0.3] 

e2.4 

(m2 s-2) 

0.4 

[0.02, 2] 

0.1 

[0.003, 0.8] 

0.1 

[0.003, 3] 

0.1 

[0.004, 1] 

u*2.4 

(m s-1) 

0.2 

[0.06, 0.5] 

0.1 

[0.01, 0.3] 

0.09 

[0.008, 0.6] 

0.1 

[0.006, 0.4] 

H2.4 

(W m-2) 

46 

[–28, 185] 

0 

[–40, 55] 

–6 

[–65, 21] 

–9 

[–70, 16] 

 

Table 5.4. Mean time for sensible heat flux (H) and potential temperature 

difference (Δθ) crossover considering weak synoptic forcing transitions, with 

sunset (t = 0 h) as the time reference. 

 H = 0 (W m-2) Δθ = 0 (K) 

CIBA –47 min –43 min 

BLLAST –1 h 33 min –1 h 37 min 

 

Focusing on CIBA, two opposite effects of near-surface cooling are 

observed: on the one hand, moisture, whose lower values favour stronger 
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inversions, and on the other, more intense turbulence, which inhibits 

formation of the temperature inversions. At the CIBA site, greater mean 

stability values (Δθ/Δz) are obtained, and the role played by humidity is 

therefore more decisive than the effect of its counterpart mechanical 

turbulence. Furthermore, condensation occurs close to the surface more 

frequently at the BLLAST site, causing a slight decrease in specific 

humidity, releasing latent heat, and undermining the strength of these 

surface-based inversions. At CIBA, the lower surface humidity supports 

greater surface heating and convection during daytime, leading to 

increased TKE, whereas after t = 0 h, surface cooling is enhanced as a result 

of the lower moisture values, thus allowing the possibility of a katabatic 

event and favouring the development of turbulence. In general terms, 

greater differences are found between the minimum and the maximum 

values in every sub-period (Table 5.2 and Table 5.3), as occurs for average 

evolution (Figure 5.2). 

To evaluate the influence of the different sonic anemometer 

heights (Table 5.1) we focus upon H, friction velocity, and TKE (Tables 5.2 

and 5.3 and Figure 5.2), finding higher absolute values at the CIBA site. On 

the one hand, for diurnal and afternoon conditions, both heights are 

expected to be included in the surface layer and accordingly, the turbulent 

fluxes are almost constant. This means that the sonic anemometer 

measurements are comparable at both sites during the initial part of the 

transition. On the other hand, if we consider a hypothetical situation of 

very strong nocturnal stability, then the sonic anemometer at the CIBA site 

(10 m a.g.l.) might be above the surface layer. This implies that the 

turbulence measured could not be as intense as if the device had been 

installed at the same height as its counterpart at the BLLAST site (2.4 m 

a.g.l.). Nonetheless, as mentioned before, the turbulence values are greater 

at the CIBA site than at the BLLAST locality. Consequently, if 

anemometer’s heights were the same at both locations, the values of the 
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turbulent parameters would be even greater at the CIBA site than the ones 

actually obtained at the BLLAST site during the night. 

In the previous chapter of this thesis, three kinds of transitions 

were described at CIBA (Sastre et al., 2012): 

a) windy with practically no temperature inversion 

b) early strong inversions with katabatic events 

c) intermediate cases with a gentle and continuous inversion during 

the night. 

An attempt to extend this labelling to the BLLAST site dataset proved 

unsuccessful because transitions which do not fit in any of the three groups 

represent too high a percentage. This issue suggests that transitional 

processes exhibit more complexity at the BLLAST site, and the former 

three-type classification therefore cannot be extended here as it was 

initially constructed. However, the transitions with katabatic or drainage 

flow events are also easily identified at BLLAST. A composite of these 

transitions for both sites (Figure 5.5) reports a similar qualitative evolution 

as in Fig. 5.2 (weak synoptic forcing transitions). Nevertheless, the 

katabatic transitions (Fig. 5.5) reveal in the BLLAST site a deeper minimum 

in the average TKE and stronger nocturnal stability, linked to a decrease in 

specific humidity. On average, the values in Fig. 5.5h are around 1 g kg-1 

lower than in Fig. 5.2. For the CIBA site, the main differences are related 

to the wind field and TKE. Specifically, wind speed evolution exhibits 

another difference: the katabatic events (Fig. 5.5e) show sustained relative 

low values, rather than a minimum prior to a change in direction. This is 

similar to the almost absolute calm around sunset detected at the BLLAST 

site (Fig. 5.5f). Between t = –4 h and t = –3 h, relatively weak winds are 

observed (averaging 3 m s-1, versus nearly 5 m s-1 in Fig. 5.2e), and 

sometimes these lower values extend in time for 1 h longer. 
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Figure 5.5. Same as Fig. 5.1, considering only transitions with katabatic events. 
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These conditions favour the katabatic events at the CIBA site, through a 

decline in the turbulent mixing and more intense radiative cooling. 

Furthermore, as the katabatic events tend to be more intense at the CIBA 

site than at the BLLAST site, they are often capable of substantially 

weakening the temperature inversion already developed. Drainage flows at 

the BLLAST site can partially erode the inversion, but they are not 

sufficiently intense to enable erosions as remarkable as those occurring at 

the CIBA site. This causes an increase in mean Δθ values (initially higher at 

the CIBA site due to greater surface cooling) at the BLLAST site from t ≈ 1 

h onwards. It is also striking that the absolute values shown in Fig. 5.5 at 

CIBA may not be totally comparable with their counterpart at the BLLAST 

site during the nighttime, because of the different heights of the 

instrumentation (see Table 5.1). Nonetheless, comparison can be made of 

each site plot in Fig. 5.5 with its analogous plots in Fig. 5.2. 

 

5.3 Case study 

For an individual comparison, two days (BLLAST: 2 July 2011; 

CIBA: 5 August 2009) are selected, as their synoptic situations are similar 

regarding 500-hPa geopotential height and surface pressure gradient (not 

shown). Both correspond to quite strong surface-based temperature 

inversions (reaching Δθ > 3 K) subsequently eroded by drainage or 

katabatic flows (peak values around 3 m s-1 and 7 m s-1 respectively). 

Figure 5.6 shows MRFD plots of the friction velocity. A change in 

the contributions to the turbulence of the eddy scales takes place during 

the transition, with qualitative similarities between both days. In the 

afternoon, convection-related larger scales control the turbulence 

processes. Subsequently, especially after t = 1 h, the most relevant scales are 

the smaller ones, often associated with mechanical effects. 



Afternoon and evening ABL transitions 

 

76 

 

Figure 5.6. MRFD values for friction velocity (m s-1) of the case study: a) 5 August 

2009 (CIBA), b) 2 July 2011 (BLLAST). Notice that a different colour bar scale is 

employed for each plot. 
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We obtained this result for near-surface data, but a different evolution in 

time scales is expected to occur at the upper levels. In any case, higher 

values of friction velocity are reached at the CIBA site, not only in this case 

study, but for most of the transitions involving fair weather conditions. 

Turbulence decay begins before t = 0 h, and we find a progressive 

narrowing of the time scales responsible for this, until a minimum value is 

obtained at all the time scales represented. These very low values occur 

earlier in the case of the BLLAST site, likely due to the combination of two 

factors affecting turbulence production: an earlier decrease in H 

(diminishing buoyant production) and less wind shear close to the surface 

(decreases in mechanical production). Following this minimum value, 

turbulence shows an increase due to a katabatic or drainage flow. The 

CIBA case exhibits this phenomenon more intensely and abruptly, with 

contributions comparable to afternoon values, despite the smaller time 

scales involved. In fact, stronger nocturnal cooling is favoured by lower 

moisture values, and more intense katabatic wind can therefore be 

generated (Stull, 1988). This pattern, associated with such flows, is 

frequently observed at the CIBA site (Viana et al., 2010; 2012). 

Figure 5.7a provides the time series of the friction velocity for both 

transitions. For easier comparison, a normalization is performed in Fig. 5.7, 

dividing the series according to their corresponding values at the beginning 

of the period of study (t = –4 h). Greater nocturnal turbulence can be found 

for the CIBA case, whose values are, as from t = 2 h, as high as the initial 

ones. This evolution is also linked to Δθ (Fig. 5.7b), as earlier described 

(section 5.2). The effect of the katabatic flow erodes the inversion formed, 

and as the wind is more intense for the CIBA case, Δθ is more significantly 

reduced. Indeed, considering these relative values (Fig. 5.7b), the evolution 

of Δθ is very similar for both cases until approximately t = –1 h. Then 

relative cooling occurs abruptly in the BLLAST case study, but erosion of 

the temperature inversion is nearly complete in the CIBA case study, with 

Δθ ≈ 0 K around t = 3-4 h. 
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Figure 5.7. Time evolution of the case study chosen for CIBA (blue) and BLLAST 

(red): a) friction velocity (log scale), b) potential temperature difference between 

two levels, c) TKE, d) sensible heat flux, e) wind speed, f) specific humidity. A 

normalization is applied dividing each value by the corresponding value at the 

beginning of the time period studied (t = –4 h). 
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Despite larger TKE absolute values at CIBA (not shown), in 

accordance with average calculations (Table 5.2), when normalization is 

performed, the evolution shows some differences in turbulence behaviour 

(Fig. 5.7c). In the case of the BLLAST site, after t = –1 h a very 

homogeneous evolution is obtained, unlike at the CIBA site. The highest 

relative TKE values alternate between sites: for the initial 2-h period (ta) 

BLLAST scores the highest, and during the next 2 h (tb) the higher values 

are obtained at CIBA. At the beginning of the third sub-period (tc), we find 

very low relative values for CIBA for over 1 h (including wind minimum, 

see Fig. 5.6a), but afterwards there is an increase in relative TKE. This is 

linked to the katabatic event, and greater values are maintained at the 

CIBA site during the last sub-period (td). These locally higher relative 

values of turbulence at BLLAST are apparent, as the absolute values are 

greater at CIBA, but they highlight the fact that turbulence decay occurs 

earlier at the BLLAST site. On the other hand, the evolution of normalized 

H (Fig. 5.7d) is similar for both cases. This means that for H, the biggest 

differences basically concern the absolute values (typically around 250 W 

m-2 at CIBA versus nearly 70 W m-2 at BLLAST when t = –4 h, not shown). 

Finally, a significant difference is observed between normalised wind speed 

(Fig. 5.7e) and humidity (Fig. 5.7f). In the case of the CIBA site, the 

katabatic flow is accompanied by a substantial increase in specific 

humidity, and these are closely correlated. This is mainly associated with 

humid advection from the north-east, in agreement with Viana et al. 

(2010) and Udina et al. (2013). In contrast, the increase in wind speed after 

its minimum around sunset is not followed by an increase in humidity at 

the BLLAST site, because in general terms this is relatively high at this site 

and advection from the Pyrenees does not give rise to significant variation. 

Moreover, when the wind minimum is reached, a peak humidity value 

occurs. This might be associated with a local reduction of the PBL volume 

due to the practical absence of wind. Nevertheless, in our case study the 

evolution of humidity is not totally representative of the global behaviour 
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of the BLLAST transitions (Fig. 5.2h). It presents relative humidity values 

lower than usual, and the typical decrease in specific humidity resulting 

from condensation does not occur. 

 

5.4 Humidity sensitivity experiment with WRF 

With the aim of testing the role played by humidity in transitional 

processes, two kinds of simulations are performed: 1) considering the 

standard conditions of each site, and 2) modifying soil moisture. Version 

3.5 of the WRF model is here considered, using three nested domains 

(grids of 9, 3 and 1 km) centred on the coordinates of both BLLAST and 

CIBA experimental sites. The model works with initial and boundary 

conditions from NCEP reanalysis (Kalnay et al., 1996); in particular the 

NCEP FNL (Final) Operational Global Analysis data are on 1x1 degree grids 

prepared operationally every 6 hours. Regarding the vertical resolution, the 

modelling tests are performed with 50 eta levels, 28 being located within 

the first km of the troposphere (eight between the surface and 100 m). The 

spinup time is 24 hours (Tastula et al., 2015), with a timestep of 3.3 

seconds. Considering the model physics, the main options are chosen as 

follows: the unified Noah land-surface model; YSU as the PBL 

parametrization; the modified MM5 surface-layer scheme (Jiménez et al., 

2012); the rapid radiative transfer model (RRTM) for the longwave 

radiation (Mlawer et al., 1997); the Dudhia scheme (Dudhia, 1989) for the 

shortwave radiation; and the WRF single-moment 3-class (WSM3) 

microphysical scheme (Hong et al., 2004). 

The results correspond to a selected transition from BLLAST (Fig. 

5.8) and CIBA (Fig. 5.9), which are the same cases as in the previous 

section. 
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Figure 5.8. WRF model simulations for a BLLAST case with original or modified 

soil moisture: a) potential temperature at different heights (original soil moisture), 

b) potential temperature at different heights (reduced soil moisture 50 %), c) latent 

heat flux, d) sensible heat flux, e) friction velocity, f) 2-m temperature. 
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Figure 5.9. WRF model simulations for a CIBA case with original or modified soil 

moisture: a) potential temperature at different heights (original soil moisture), b) 

potential temperature at different heights (enhanced soil moisture x2), c) latent 

heat flux, d) sensible heat flux, e) friction velocity, f) 2-m temperature. 
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For the CIBA simulations we multiply soil humidity by 2 throughout the 

inner domain, whereas for the BLLAST simulations, the original soil 

humidity is divided by 2. In fact, the soil moisture values originally 

considered by the model at the CIBA site are approximately 50 % of the 

values initially used for the BLLAST site, in accordance with the average 

specific humidity values shown in Figs. 5.2g,h. Consequently, in this 

experiment, simulations with similar soil moisture at both locations are 

run. 

At the BLLAST locality, a decrease in soil moisture has an impact on the 

temporal evolution of the potential temperature before sunset (Figs. 

5.8a,b), giving rise to values of up to 3 K higher than the not-reduced soil 

moisture simulation. This was somehow to be expected, because of the 

greater energy availability for sensible heat, as not much is now required 

for latent heat. One soil variable is modified and consequently the 

differences are more likely to be bigger close to the surface. Nevertheless, 

we found that this effect is transmitted to the upper levels too. On the 

contrary, when surface cooling begins, very similar results for both 

simulations are rapidly obtained. A parallelism is found for latent heat flux 

(Fig. 5.8c), sensible heat flux (Fig. 5.8d) and 2-m temperature (Fig. 5.8f), as 

both types of simulations reach almost the same values after t = –1 h. This 

fact suggests that the role played by humidity is not as relevant after sunset 

as it is before it. Differences between both simulations in the sensible heat 

flux (Fig. 5.8d) after t = 1 h might be due to a more remarkable increase in 

nighttime wind (not shown) and turbulence. Indeed, the friction velocity 

(Fig. 5.8e) shows a very similar qualitative evolution, with a deep 

minimum around sunset, as in the observations, and with higher afternoon 

and nocturnal values when soil moisture is reduced (red line). This means 

that moisture significantly influences turbulence during the transition. 

Furthermore, considering the simulated 2-m temperature evolution (Fig. 

5.8f), the cooling effect is more significant on reducing soil moisture, as 

afternoon temperature reaches higher values in the reduced humidity 
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simulation, undergoing a stronger decay between t = –2 h and t = 0 h. 

Again, this is related to the higher values of turbulence provided by the 

drier simulation. Nocturnal temperature values do not essentially vary 

between simulations. 

At the CIBA site, the experiment consisted of increasing soil 

humidity. Most of the results are analogous to the previous experiment for 

the case of the BLLAST site, but some particular effects were also observed. 

Firstly, the potential temperature is similarly affected before sunset: if soil 

moisture is increased, cooler values of θ are reached, even at higher levels 

(Figs. 5.9a,b). Moreover, surface cooling starts earlier in the case of 

enhanced humidity. This cooling effect is transmitted to the upper levels, 

developing a stratified layer very close to the surface (Fig. 5.9b) between t 

= 0 h and t = 2 h, associated with a long-lasting wind speed minimum (not 

shown). There is another direct effect of increasing soil moisture: latent 

heat flux (Fig. 5.9c) doubles its former values at t = –4 h and remains at 

around this rate throughout practically the whole transition decay; this 

rate is also observed for the lower nighttime values. For the sensible heat 

flux (Fig. 5.9d), the simulation with increased moisture (red line) projects 

the crossover approximately 1 h earlier, which is consistent with 

observational results (Table 5.4). This means that the values provided, 

compared with the ones considering standard soil moisture, are reduced 

before sunset, but from t = 1 h, practically identical results were obtained 

in both simulations. As for friction velocity (Fig. 5.9e), we observed that 

the driest simulation enables greater turbulence to occur. This is exactly 

the same effect as in the BLLAST simulations (Fig. 5.8e), with an equal 

pattern of afternoon decay, minimum and nocturnal increase. Finally, the 

2-m temperature (Fig. 5.9f) modified humidity simulation presents cooler 

values than the one employing standard humidity (2 K) at t = –4 h. This 

bias remains almost constant until t = 3 h, when both simulations provide 

approximately the same value. 
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To summarise, with higher soil moisture, surface heating is less 

intense before sunset. This produces a weaker exchange with the upper 

atmospheric layers and affects wind speed too. In the nighttime, the effect 

of enhanced soil moisture is directly related to lower near-surface cooling 

and a to different katabatic flow behaviour pattern. The effect of significant 

variations in humidity is globally more noteworthy in the CIBA 

simulations for most of the magnitudes and timing explored, and can also 

be observed with other variables not presented herein. For example, for ta 

sub-period, the boundary-layer height undergoes variations of around 50 % 

of its original simulated values (not shown). This is seen at both locations 

and, likewise, these values increase with reduced moisture and vice versa. 

Subsequently, the two simulations tend to converge since t = –1 h, 

occurring rapidly at the BLLAST site, but requiring longer at CIBA. 

Additionally, there is a systematic shift in wind direction between 

simulations of around 70 º at the CIBA site and less than 40 º at BLLAST 

from t = –4 h to t = 0 h. Subsequently, for the BLLAST site both simulations 

provide the same wind direction, whereas for CIBA, the simulations do not 

converge until t = 3 h. In both cases, this direction corresponds to the 

respective local terrain slopes. In general terms, at the more heterogeneous 

BLLAST site, modifying humidity exerts an important effect, but not as 

much as at the CIBA site, likely due to the fact that at the BLLAST site 

other effects add complexity, which would appear to act as mechanisms 

compensating for variations in soil moisture. In any case, although the 

response of the model to soil moisture changes is essentially similar, we 

observe certain local differences depending on the site. 

  

5.5 Summary and conclusions 

Several similarities from both observational datasets have been 

found, mainly associated with the qualitative evolution of the 

meteorological variables controlling the physical processes. Significant 
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quantitative differences, however, are obtained between CIBA and 

BLLAST results, especially in the maximum and minimum values of wind 

speed or sensible heat flux. Additionally, timing differences in katabatic or 

drainage flows are observed, and are related to the final stage of turbulence 

decay. Greater surface heating and diurnal convection is found at the CIBA 

site, showing a direct connection with the lower values for humidity at this 

location. Constraining the study to transitions with weak synoptic forcing 

provides insight into the similar variability of both the summertime dataset 

and that with only fair weather transitions. Moreover, it has helped to 

better identify the most characteristic events of weak-synoptic-forcing 

transitions, such as the wind minimum around sunset. Furthermore, the 

global behaviour of the transition is not very different when considering 

the complete datasets, or only the group of fair weather transitions. 

Using MRFD technique, turbulence and the evolution of different 

time scales are studied. It is reported that turbulence developing at night, 

corresponds to smaller time scales, in relation to afternoon turbulence, 

although the friction velocity at CIBA can reach similar values at night due 

to a strong katabatic flow. Again, with MRFD periods with no generation 

of mechanical turbulence around sunset are characterized: they take place 

at different times depending on the location, despite the fact that both 

refer to local sunset. A key factor of the differences in radiative surface 

cooling during the afternoon and evening transition appears to be 

associated with soil moisture at the specific location, and atmospheric 

humidity near the surface, also influencing the timing of the typical 

transitional events. Both the observations and the WRF model experiment 

confirm that humidity constitutes a very important variable for modulating 

the effect of turbulence on surface temperature, and once again, differences 

are found between sites. Soil moisture, apart from influencing the sensible 

and latent heat fluxes, usually through the relationship with near-surface 

temperature, plays a role in the friction velocity, which is linked to 

mechanical turbulence. Globally, the results confirm the fact that drier 
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conditions favour more intense turbulence. In addition, humidity 

decisively affects the whole transition, especially before sunset, and not 

only close to the ground, but also at upper levels. It is significant that the 

effects of varying soil moisture are more noteworthy at the less humid and 

more homogeneous site (CIBA), even lasting for several hours after sunset. 

This indirectly implies that other effects, apart from humidity, are 

considerable in heterogeneous terrain (BLLAST), for the late afternoon and 

evening transition processes. 
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6. Modelling the afternoon and 

evening transition processes  

In the current chapter, the ABL afternoon and evening transition is 

studied through WRF numerical simulations, using BLLAST field campaign 

case studies for validation. The aim is to identify and understand model 

deficiencies and try to provide improvements to the transition modelling. 

The sensitivity of WRF to PBL and LSM is studied by testing combinations 

of three PBL parametrizations and three LSM schemes. Other model 

sensitivity experiments are performed, including tests adding one outer 

nested domain, or with only a larger one, and simulating with soil 

temperature and moisture self-spinup. 

 

6.1 Model settings and data used for validation 

Several tests are designed, being as follows the basic configuration, 

used for most of the simulations. Those specific settings which are different 

for some simulations will be subsequently explained. Three nested model 

domains with horizontal resolution of 9, 3 and 1 km are centred at 43º7’N, 

0º21’E (BLLAST site), with grids consisting of 100×100 cells. There are 50 

vertical levels, 28 of them being located within the closest km to the 

ground, and 8 within the initial 100 m. As spinup time, 12 h are considered 

                                                           
 The main results in this chapter are prepared to be submitted to Atmospheric 

Chemistry and Physics as: Sastre, M., Steeneveld, G.-J., Yagüe, C., Román-Cascón, C. and 
Maqueda G.: WRF tests on atmospheric boundary-layer transitions during the BLLAST 
campaign. 
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(Hu et al., 2010) and a timestep of 30 s is computed. We work with three 

different land-surface model (LSM) options: 5-layers, Noah and Rapid 

Update Cycle (RUC). For the PBL, three parametrizations are considered: 

Yonsei University (YSU), Mellor-Yamada-Janjic (MYJ) and Quasi-Normal 

Scale Elimination (QNSE). Each one of them works with its corresponding 

surface-layer scheme. Other physical features are: the rapid radiative 

transfer model (RRTM) for the longwave radiation (Mlawer et al., 1997), 

the Dudhia scheme (Dudhia, 1989) for the shortwave radiation, and the 

WRF single-moment 3-class (WSM3) microphysical scheme (Hong et al. 

2004). 

Data from the BLLAST field campaign (24 June 2011, IOP4 and 25 

June 2011, IOP5) are considered to compare with the model output and 

validate them. Specifically, the following meteorological near-surface 

observed variables are used: temperature, latent heat flux, sensible heat 

flux, friction velocity and specific humidity. Besides, vertical profiles of 

potential temperature, wind speed and specific humidity are studied too. 

 

6.2 WRF experiments 

Three groups of experiments are performed: 

i) To test three LSM and three PBL schemes. In this experiment one of 

the PBL model options is fixed, and then we alternate with the three 

LSM possibilities; then the process is repeated with the other two 

PBL parametrizations mentioned in the previous section. Afterwards, 

each one of the LSM is fixed and we vary with the three PBL 

parametrizations. Altogether, there are nine different simulations, 

whose smaller domain (1km-resolution) results are used to compare 

with observations. This allows an analysis on the model sensitivity to 

LSM and PBL for a certain meteorological magnitude. 
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ii) To study the influence of varying the number of domains and the 

domain size. Here are presented simulations with a different number 

of domains than the ones earlier designed (3 domains), taking as a 

reference one of the combinations in the previous test (YSU_5lay). 

On the one hand, an outermost nested domain is added, with a 60×60 

cells and a horizontal grid resolution of 27 km (YSU_5lay_4nest). For 

the validation, again the smaller domain is considered (1km-

resolution). On the other hand, a test reducing the number of 

domains is performed, with just one domain that has 300×300 cells 

and grid spacing of 2.5 km (YSU_5lay_1dom). 

iii) To study the effect of initializing soil variables temperature and 

moisture using self-spinup (YSU_5lay_SS). Following Angevine et al. 

(2014) methodology, the soil temperature and moisture for each 

day’s run is taken from the 24-h forecast initialized the previous day. 

For this purpose, a self cycle for the whole month of June has been 

previously performed. 

The setup for experiments ii) and iii) is summarized in Table 6.1. 

 

As an initial approach, in Figure 6.1 we can find the time evolution (12-24 

UTC) of several magnitudes: near-surface air temperature (T), latent (LH) 

and sensible (SH) heat flux and friction velocity (u*). An average of seven 

different BLLAST sites observations is plotted (blue line) with an 

indication of the standard deviation (shadow). The red lines correspond to 

each one of the twelve WRF simulations considered in the previous 

section. From these plots we can observe, as a whole, an overestimation of 

the turbulence (friction velocity) by the model simulations during daytime, 

nighttime and the evening transition. This fact is reinforced for the 25 June 

(right panels) at night. The key for this effect seems to be the higher 

temperature values of 25 June, as the simulations mostly underestimate the 

average temperature, whereas on 24 June the simulations were closer to 

the average value of the observations, nearly all in the shadowed region of 
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the standard deviation. This suggests that the model setup selected may be 

appropriate for a not very extreme situation such as on 24 June, but in a 

warmest case (25 June) a special and different adjustment may be required. 

Regarding the variability of the BLLAST terrain and land uses, to validate 

the results we choose, unless it is indicated otherwise, the observations 

from the sub-site (or its surroundings) with a land use similar to the one 

considered by the model (in this case, “wheat” observations from edge sub-

site). This election is also supported by the fact of presenting, compared 

with any other set of observations, a balanced agreement in several 

magnitudes, including the Bowen ratio (sensible / latent heat flux ratio), 

with simulation YSU_5lay, whose basic settings (including PBL and LSM) 

are considered for simulations YSU_5lay_4nest, YSU_5lay_1dom and 

YSU_5lay_SS. 

 

Table 6.1. Setup of the simulations for the sensitivity experiments. In red are 

indicated the characteristics which are exclusive of a certain simulation. 

 YSU_5lay YSU_5lay _4nest YSU_5lay_1dom YSU_5lay_SS 

Spinup 12 h 12 h 12 h Self spinup 

Number of 

domains 
3 (nested) 4 (nested) 1 3 (nested) 

Horizontal 

resolution 

1 – 3 – 9 

km 
1 – 3 – 9 – 27 km 2.5 km 1 – 3 – 9 km 

Number of 

grid points 

per domain 

100×100 

100×100 

300×300 100×100 60×60 (larger 

domain) 
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Figure 6.1. Temperature, latent heat flux, sensible heat flux and friction velocity 

during the evening transition for two days: 24 June 2011 (left) and 25 June (right). 

Red lines correspond to the twelve different simulations performed. The blue line 

is the average value of observations from seven BLLAST sub-sites, with the 

standard deviation (light blue shadow). 
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6.2.1 Sensitivity on PBL and LSM schemes 

We obtain that, regardless of the agreement with observations, the 

model usually presents more sensitivity to LSM than to the PBL scheme. 

Figure 6.2 shows the latent heat flux time evolution with a fixed PBL 

scheme (top panels) or a common LSM (bottom panels), both during 24 

(left) and 25 (right) June. There are greater discrepancies between the 

former simulations (fixed PBL) than between the latter (fixed LSM). 

 

Figure 6.2. Time evolution of the latent heat flux observed (black line) and 

simulated (colour lines): a) fixed PBL (YSU) for 24 June, b) fixed PBL (YSU) for 25 

June, c) fixed LSM (NOAH) for 24 June, d) fixed LSM (NOAH) for 25 June. 

 

For other variables or common model schemes, the results are similar (not 

shown). This means that for these case studies the influence of the soil in 

the simulations is crucial, perhaps even more than the PBL processes. 

Consequently, choosing the most appropriate LSM in each case is more 
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relevant than selecting an excellent PBL scheme, because for the evening 

transitions the model has more sensitivity to LSM. 

 

Figure 6.3. Observed (black dots) and simulated (colour lines) potential 

temperature profiles at 17:00 UTC for day 24 (left panels) and 25 (right panels) 

June for a different fixed LSM: 5-lay (up), NOAH (middle) and RUC (bottom). 
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17:00 UTC (Figure 6.3) for IOP4 (left) and IOP5 (right). Two main aspects 

of the simulations results are here considered: the accuracy (regarding the 

observations) of the near-surface value and a correct representation of the 

boundary-layer height. We find that for the three LSM studied the 

simulations with YSU (red line) as PBL is, for near-surface values, always 

warmest than MYJ (green) and QNSE (blue), being the latter actually the 

coolest one. Regarding the boundary-layer height, for 24 June all the 

simulations significantly underestimate it, except the combination 

5lay_YSU (red line in the upper-left panel), whose value is very similar to 

the one from observations, in spite of overestimating the potential 

temperature near surface nearly 2 ºC. For 25 June, this LSM-PBL 

combination provides a very accurate value for the near-surface potential 

temperature, but overestimates the boundary-layer height. Results with 

NOAH (panels in the middle) provide poor agreement with the observed 

boundary-layer height on both 24 and 25 June. Simulations using RUC 

(bottom panels) tend to overestimate the potential temperature during 24 

June, but underestimate it for the warmest day (25 June). The boundary-

layer height is underestimated on 24 June, whereas on 25 June the 

simulations reach a good agreement with observations. Nevertheless, this 

good result might be circumstantial, and more related to an unexpected 

great reduction of the observed PBL height, as far as these RUC sets of 

simulations do not differ a lot from 24 to 25 June, whilst observations 

actually do. Globally, a different agreement with observations at surface or 

at higher levels is found from these tests. 

As a whole, good results have been obtained with the combination 

YSU_5lay. In the following subsections, this is the one considered as the 

basic configuration from which modifications are made. 
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6.2.2 Number of domains influence 

To find out whether modifying the domains configuration of the 

simulations can provide a more accurate agreement with the observations 

two other simulations are evaluated: with four nested domains 

(YSU_5lay_4nest) and with only one large domain (YSU_5lay_1dom). 

 

Figure 6.4. Comparison of simulated (colour lines) and observed (black dots) time 

evolution of: a) latent heat flux, b), near-surface temperature, c) sensible heat flux 

and d) friction velocity for 24 June, to test the influence of the number of the 

domains and its size. 
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(17:00 UTC and 23:00 UTC) show very slight differences from the initial 

configuration too. 

 

Figure 6.5. Observed (black dots) and simulated (colour lines) vertical profiles to 

test the influence of the number of the domains considered. Plots correspond to 24 

June at 17:00 UTC (left panels) and 23:00 UTC (right panels) specific humidity 

(up), potential temperature (middle) and wind speed (bottom). 
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This result is relevant in terms of computational costs: as far as the results 

do not essentially vary, it seems not to be necessary working with complex 

domain configurations, but a simple one (YSU_5lay_1dom) can provide 

basically the same results when evaluating the vertical structure of the 

boundary layer or the time evolution during the transition of a day with 

not very extreme characteristics like 24 June is. Actually, the most 

remarkable variations provided by the simulation with four nested 

domains in Fig. 6.4 and Fig. 6.5 (YSU_5lay_4nest) do not seem to improve 

the initial configuration but get away from the observed values. This fact 

might be due to erroneous results in the larger of the four domains, whose 

failure is transmitted to the nested domains, eventually giving a result 

which disagrees with observations. 

 

Figure 6.6. Same as Fig. 6.4 for 25 June. 
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For 25 June time evolution (Figure 6.6) only the near-surface temperature 

is simulated more accurately with the configurations of one or four 

domains. Turbulence at night is overestimated generally, being still 

YSU_5lay the closest to the observations. 

 

Figure 6.7. Same as Fig. 6.5 for 25 June. 
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YSU_5lay_4nest is able to properly reproduce the vertical structure of the 

low atmosphere defined by the potential temperature. This includes the 

warm-air intrusion from above. As a whole, for a warmer day like 25 June 

the different model configurations, based on the number of domains 

considered, provide results which significantly differ from each other. 

However, increasing the number of nested domains only has clearly 

improved the agreement with observations for the potential temperature 

profile. 

 

6.2.3 Comparison with soil self-spinup simulations 

The effect of using self-spinup is much more noticeable for 24 June 

(Figure 6.8) than for 25 June (Figure 6.9). On the one hand, on 24 June, the 

self-spinup simulation (YSU_5lay_SS) makes both SH and LH smaller and 

in closer agreement with the observations. Nevertheless, this reduction of 

the values does not occur proportionally, as far as the Bowen ratio is also 

modified. Lower temperatures are obtained both during day and night 

time, and this cooling effect from the surface is propagated to the upper 

levels in the simulation (potential temperature in Figure 6.8). On the other 

hand, very slight differences between simulations YSU_5lay and 

YSU_5lay_SS are found for 25 June (Figure 6.9). This fact might mean that 

the warmest situations perhaps do not require soil variables self-spinup as 

much as days with cooler temperatures. 
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Figure 6.8. Time-evolution comparison between simulations YSU_5lay and 

YSU_5lay_SS for 24 June. Upper panels: potential temperature (left panel: 

YSU_5lay; right panel: YSU_5lay_SS). Middle: sensible and latent heat flux. Down: 

Bowen ratio and air temperature. 
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Figure 6.9. Same as Fig. 6.8 for 25 June. Scales are comparable. 
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agreement with observations, but globally not very abrupt changes would 

be expected due only to a variation in the PBL parametrization. 

Furthermore, in this case the combination of a relatively simple PBL (YSU) 

and a LSM (5lay) schemes globally provide good results, and quite often 

closer to observations than other more sophisticated schemes. This might 

be somehow due to the complexity of the more advanced schemes: in 

certain situations, using the latter may mean adding potential sources of 

errors. 

The vertical structure of the low atmosphere and the near-surface 

temporal evolution give contrasting agreement between simulations and 

measurements, provided that the same combination of PBL and LSM is 

considered. Very often, the best combination to characterise the vertical 

structure does not obtain such good results for the near-surface 

micrometeorological variables or temporal evolution. 

Different results have been obtained in the agreement simulations-

observations depending on the day evaluated and the kind of test 

performed. Greater differences among simulations are usually obtained for 

the warmest day, which might mean that this one has more difficult 

processes to be reproduced by the model. However, for the self-spinup tests 

it occurs oppositely: the warmest day is not very intensively affected when 

the self-spinup method is applied. 

An increase in the number of domains of the simulations has not 

provided significantly better results, except in one very specific situation. 

Additionally, a configuration with only one domain performed quite 

successfully, considering its reduced computational costs. This result is in 

agreement with previous studies where using one-domain simulations 

better results were obtained than with nested-domains simulations 

(Warner et al., 1997; Leduc and Laprise, 2009; Leduc et al., 2011; 

Steeneveld et al., 2015). 
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Plotting together the one-site (wheat) observations and the twelve 

simulations considered (Figure 6.10) we find that the simulations globally 

tend to underestimate near-surface temperature, probably due to a latent 

heat flux overestimation. As a consequence, sensible heat flux is 

underestimated during daytime (but overestimated at night). Humidity 

evolution is not well represented by any of these configurations 

considered, whereas turbulence (friction velocity) is generally 

overestimated. 

A possible way to improve modelling results during the evening 

transition might be linked to modifying the vegetation considered by the 

model, so that physical processes are better represented. This could be done 

by adapting methods like the one presented by Refslund et al. (2014). 
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Figure 6.10. Near-surface evolution (24 and 25 June) during the evening transition 

of: a) and b) air-temperature; c) and d) latent heat flux; e) and f) sensible heat flux; 

g) and h) specific humidity; i) and j) friction velocity. Black dots correspond to 

measurements (wheat sub-site); blue lines are the twelve simulations performed. 
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7. Seasonal analysis of the 

atmospheric evening transitions  

So far in this thesis the evening transitions have been studied 

considering observations or simulations during the summer time. 

Nevertheless, in different seasons, the behavior of the ABL during this 

transition might not be likewise. In this chapter, a seasonal analysis is 

presented from CIBA data along several years. The influence on different 

atmospheric variables as well as on particulate matter (PM) concentrations 

is addressed. 

 

7.1 Specific methodology and dataset 

Data from the permanent instrumentation at CIBA are analysed in 

this chapter, considering years from 2008 to 2013. The months assigned for 

each season are the following: June, July, August (JJA) are summer; 

September, October, November (SON) correspond to autumn; December, 

January, February (DJF) are winter; March, April, May (MAM) are spring. 

This is analogous to the grouping made by Wingo and Knupp (2015), who 

studied ABL afternoon-to-evening transitions in Alabama, USA (34º43’ N, 

86º38’ W) regarding autumn, summer and spring differences. For the study 

in the current chapter, winter is additionally included. Significant climatic 

differences can be definitely found between JJA and DJF, being SON and 

                                                           
 This chapter is in preparation for submission to a peer-review journal as: Sastre, M., 

Yagüe, C., Román-Cascón, C. and Maqueda, G.: Observational seasonal study of the 
atmospheric boundary layer evening transitions. 
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MAM intermediate seasons, which share some common characteristics. For 

this reason, it is reasonable that some aspects of the evening transition to a 

nocturnal boundary layer occur in different ways depending on the season 

considered. 

The temporal interval of study includes eight hours, as in Chapter 

5: from 4 h before to 4 h after sunset, being the latter the time reference (t 

= 0). This is a longer time-period than the one considered by Wingo and 

Knupp (2015): from 3 hours prior to 2 hours after sunset. As large-scale 

forcing is intended to have relatively low influence, transitions with a 

cloud cover larger than two oktas have been disregarded, in accordance 

with Wingo and Knupp (2015) criterion of 20-30% of cumulus cloud cover. 

With these restrictions, and admitting that instrumentation and good 

quality data are not permanently available during the whole 2008-2013 

period, the remaining number of transitions is: 235 (JJA), 159 (SON), 96 

(DJF) and 140 (MAM). 

 

7.2 Atmospheric variables: average evolution and 

variability 

Mean time evolution of several atmospheric variables, with 20-

minutes averages, reveals some seasonal similarities and differences. 

Furthermore, to have a global picture of every season, for each sub-period 

defined for the transition (see Chapter 5), the averages of several variables 

have been calculated, as well as the corresponding standard deviations for 

winter, spring, summer and autumn (Table 7.1, Table 7.2, Table 7.3 and 

Table 7.4, respectively). 

Figure 7.1 displays the wind speed, friction velocity and TKE, 

which have an analogous global evolution during the four seasons and the 

same absolute values pattern: greater at JJA and lower at DJF, with 

intermediate values for MAM and SON. These means are season-to-season 

compared using statistical hypothesis testing, obtaining that they are 
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different for each season (significance level: 5 %), except the pair spring-

autumn. 

 

Table 7.1. Winter (DJF) mean values (standard deviation between brackets) of 

wind speed (U), potential temperature difference gradient (Δθ/Δz), turbulent 

kinetic energy (e), turbulent heat flux (H), specific humidity (q) and particulate 

matter up to 10, 2.5 or 1 μm (PM10, PM2.5 and PM1, respectively) for the four 

sub-periods used. Subscripts indicate height (m) a.g.l. 

 
ta = 

[–4, –2] h 

tb = 

[–2, 0] h 

tc = 

[0, 2] h 

td = 

[2, 4] h 

U10 

(m s-1) 
3.0 (1.9) 2.7 (1.7) 2.2 (1.4) 2.3 (1.5) 

Δθ/Δz 10-1.5 

(K m-1) 
 –0.13 (0.06) –0.07 (0.06) 0.14 (0.15) 0.20 (0.20) 

e10 

(m2 s-2) 
0.8 (0.6) 0.4 (0.5) 0.2 (0.3) 0.2 (0.3) 

H10 

(W m-2) 
130 (62) 26 (38) –10 (15) –11 (15) 

q1.5 

(g kg-1) 
4.4 (1.0) 4.5 (1.1) 4.1 (1.0) 3.9 (0.9) 

PM101 

(μg m-3) 
12.6 (8.3) 13.8 (8.9) 15.8 (10.5) 15.3 (9.5) 

PM2.51 

(μg m-3) 
10.7 (7.3) 11.2 (7.6) 13.2 (8.9) 13.2 (8.4) 

PM11 

(μg m-3) 
9.8 (7.1) 10.1 (7.4) 11.7 (8.5) 12.1 (8.1) 
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Table 7.2. Same as Table 7.1 for spring (MAM). 

 
ta = 

[–4, –2] h 

tb = 

[–2, 0] h 

tc = 

[0, 2] h 

td = 

[2, 4] h 

U10 

(m s-1) 
3.8 (2.4) 3.6 (2.3) 3.0 (2.0) 3.2 (1.9) 

Δθ/Δz 10-1.5 

(K m-1) 
–0.11 (0.06) –0.02 (0.08) 0.16 (0.15) 0.16 (0.16) 

e10 

(m2 s-2) 
1.2 (0.7) 0.6 (0.6) 0.3 (0.4) 0.3 (0.5) 

H10 

(W m-2) 
145 (79) 16 (40) –19 (19) –21 (19) 

q1.5 

(g kg-1) 
5.3 (1.7) 5.6  (1.9) 5.6 (1.7) 5.7 (1.7) 

PM101 

(μg m-3) 
13.0 (7.4) 14.8 (8.2) 17.3 (8.9) 17.7 (8.8) 

PM2.51 

(μg m-3) 
8.3 (5.7) 9.1 (5.9) 11.2 (6.6) 12.9 (7.3) 

PM11 

(μg m-3) 
5.8 (4.5) 6.4 (5.0) 8.2 (5.7) 10.3 (6.7) 
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Table 7.3. Same as Table 7.1 for summer (JJA). 

 
ta = 

[–4, –2] h 

tb = 

[–2, 0] h 

tc = 

[0, 2] h 

td = 

[2, 4] h 

U10 

(m s-1) 
4.3 (1.9) 4.1 (2.0) 3.5 (1.8) 3.5 (1.6) 

Δθ/Δz 10-1.5 

(K m-1) 
–0.17 (0.05) –0.07 (0.06) 0.11 (0.13) 0.10 (0.14) 

e10 

(m2 s-2) 
1.5 (0.8) 0.9 (0.7) 0.5 (0.6) 0.4 (0.5) 

H10 

(W m-2) 
180 (90) 28 (47) –20 (18) –20 (15) 

q1.5 

(g kg-1) 
6.3 (1.6) 6.3 (1.6) 6.9 (1.8) 7.6 (1.8) 

PM101 

(μg m-3) 
10.0 (6.0) 12.4 (7.3) 16.1 (7.9) 15.2 (7.9) 

PM2.51 

(μg m-3) 
4.3 (3.1) 5.2 (4.4) 7.4 (4.7) 8.6 (4.7) 

PM11 

(μg m-3) 
2.8 (2.1) 3.2 (2.2) 5.0 (3.2) 6.4 (4.0) 
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Table 7.4. Same as Table 7.1 for autumn (SON). 

 
ta = 

[–4, –2] h 

tb = 

[–2, 0] h 

tc = 

[0, 2] h 

td = 

[2, 4] h 

U10 

(m s-1) 
3.6 (1.8) 3.3 (1.9) 2.6 (1.8) 2.7 (1.7) 

Δθ/Δz 10-1.5 

(K m-1) 
–0.17 (0.05) –0.08 (0.06) 0.17 (0.17) 0.22 (0.23) 

e10 

(m2 s-2) 
1.2 (0.7) 0.7 (0.6) 0.3 (0.5) 0.3 (0.4) 

H10 

(W m-2) 
173 (79) 34 (48) –14 (20) –16 (19) 

q1.5 

(g kg-1) 
6.0 (1.8) 5.9 (1.8) 5.9 (1.8) 6.0 (1.7) 

PM101 

(μg m-3) 
12.5 (7.7) 13.7 (7.8) 16.8 (8.8) 14.9 (8.2) 

PM2.51 

(μg m-3) 
5.9 (4.2) 6.6 (4.8) 9.3 (6.1) 10.1 (6.8) 

PM11 

(μg m-3) 
4.3 (3.6) 4.8 (4.1) 6.8 (5.4) 7.7 (5.7) 

 

This implies that, on average, the wind speed for all the four 

seasons at CIBA provides the main contributions to these two turbulence-

related magnitudes, which is in line with the results shown in Chapter 5. 

Some differences appear in the timing of the largest rate of decay 

beginning, on average, later in winter, but in any case at least one hour 
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before sunset. This decay lasts until reaching a minimum value between 

sunset and t = 1 h. 

 

Figure 7.1. Time evolution of wind speed (a), friction velocity (b) and TKE (c) 

during the different seasons. 
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On the other hand, a very seasonal-dependent evolution is shown 

by the specific humidity (Fig. 7.2). Summer (JJA) absolute values tend to 

slightly diminish until nearly one hour prior to sunset and then a great 

increase occurs. 

 

Figure 7.2. Specific humidity evolution during the transition: (a) absolute values, 

and (b) the same, normalized by the respective values at t = –4 h. 

 

This result is in accordance with previous studies for summer transitions at 

various locations (Sastre et al., 2015; Wingo and Knupp, 2015). 
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Nevertheless, the records for the other three seasons behave in another 

way. In winter (DJF), the absolute values are clearly smaller than at the 

other seasons; besides they even get reduced at around sunset. The typical 

winter conditions favour that the humidity values usually are closer to 

saturation than in summer, so that condensation is more likely to occur, 

and therefore q is reduced. For autumn (SON) the evolution is quite plain 

during the whole period, whereas in spring (MAM) the mean absolute 

values are below the ones corresponding to autumn (SON), with a 

relatively strong increase (as in summer) starting at around t = –1.5 h, but a 

decrease is found just before sunset for nearly one hour. Then, in the 

nighttime, a steady increase occurs again. Consequently for q, a marked 

difference in the two intermediate seasons (SON and MAM) is obtained, 

revealing that in terms of specific humidity, MAM is more similar to JJA 

than SON is. 

In this seasonal analysis, the absolute values of q are not totally linked to 

the soil humidity, assuming the latter depends basically on rainfall. The 

leading contributors to the total annual precipiation are autumn and 

spring, but larger values of q are obtained in summer even a few hours 

before sunset. This suggests that the soil evaporates differently depending 

on the season. Globally, and except for summer (JJA), the evolution of the 

humidity is different than in the location studied by Wingo and Knupp 

(2015), so it can be addressed as a seasonal difference which is actually site 

dependent. 

To study seasonal differences in the atmospheric stability, the 

difference in potential temperature (Δθ) between two levels (10 and 1.5 m) 

is plotted (Figure 7.3). Summer and autumn have greater diurnal values 

than winter and spring, whereas the nocturnal inversions develop more 

strongly in autumn and winter; besides, the average evolution shows in the 

four seasons the change of sign in Δθ between 45 and a few minutes before 

sunset. Despite these results are compatible with earlier findings (Busse and 
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Knupp, 2012; Wingo and Knupp, 2015), here a distinctive aspect is found: 

the surface-based thermal inversion starts to develop considerably earlier 

in spring than in the other seasons. This aspect was not observed at other 

observational sites, so it might be due to local processes, either 

meteorological or soil related. For example, the surface experiences 

changes from one to another season, particularly affecting  the vegetation 

cover, which could play a role in the emisivity, therefore influencing the 

surface cooling. 
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Figure 7.3. Average evolution of the potential temperature difference between two 

vertical levels (10 and 1.5 m) during the transition. 

 

Regarding the variability of the transitions in a particular season, 

the winter cases for q are more homogeneous than for the other periods of 

the year (Figure 7.4), all the time along the 8 hours here studied. However 

for most of the other variables studied, there are not very significant 

differences in the standard deviation from one to another season. Focusing 

on the evolution of this statistical parameter along the transition (Table 7.1, 

Table 7.2, Table 7.3 and Table 7.4), in the stability indicator (Δθ/Δz) we 



7. Seasonal analysis  

117 

find a tendency to increase with time, being these standard deviation 

values remarkably larger after sunset for every season. This implies that the 

difference of temperatures in two vertical levels for the nighttime period is 

not as homogeneous as in the daytime, regardless of the season. 

 

Figure 7.4. Mean temporal evolution (thick line) of the air specific humidity for 

each season: a) summer; b) autumn, c) winter; d) spring (d). Shadows indicate the 

standard deviation. 
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7.3 Wind distributions 

An analysis on the wind speed and direction in the four temporal 

sub-intervals has been performed separately for the four seasons. The 

results for summer (not shown) are, as expected, highly similar to the ones 

presented in Chapter 5, where a smaller dataset (2 months) was employed, 

which would mean that the period studied in Chapter 5 is representative of 

the summer at CIBA. As a reminder, for this season there are two preferred 

directions at CIBA: mainly west before sunset, and north-east gaining 

importance as time goes on. The pattern for the other seasons resembles to 

that one, except for winter (Figure 7.5), where north-east is predominant 

for the whole 8 hours studied. 

 

Figure 7.5. Observed wind distribution in winter (DJF) for the normalized time 

intervals: a) [–4, –2] h; b) [–2, 0] h; c) [0, 2] h; d) [2, 4] h. 
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Additionally, the second most frequent direction turns from west to south. 

These differences are probably related to synoptic-scale processes, rather 

than micro-scale effects. 

 

7.4 Particulate matter concentration 

Long-term monitoring of particulate matter (PM) is relevant due to 

the impact on human health (Delfino et al., 2005; Pope and Dockery, 

2006). The spatial and temporal characterization of these concentrations is 

an area of research whose interest remains high, especially considering a 

seasonal characterization (Wang et al., 2015b). Now the evolution of PM 

concentration at CIBA along the transition is studied from the database 

earlier in this chapter described, regarding the time of the year and particle 

size (Figure 7.6). A fact, for all the seasons, is that particles of intermediate 

size (between 1 and 2.5 μm; green bars in Figure 7.6) have a minor 

presence compared to the finer (up to 1 μm; blue bars) or the coarser 

(between 2.5 and 10 μm; red bars) ones. The relative importance of each 

PM group varies depending on the time of the year: a huge predominance 

of the smaller particles is found in winter, whereas in summer and autumn 

the bigger ones have similar or slightly larger concentrations than the 

former. These findings are compatible with the global results obtained by 

Wang et al. (2015b), not focused on the transition period though. Besides, 

these seasonal differences are strongly influenced by the relative 

importance of the primary and secondary mechanisms of atmospheric 

aerosol formation (affecting PM growth), which differ along the seasons. 

Those processes were studied, among others, by Gómez-Moreno et al. 

(2007) or Zhang et al. (2012). 
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Figure 7.6. Averages of PM concentration for: a) summer; b) autumn; c) winter; 

and d) spring. Particle diameter is considered in three groups: up to 1 μm (blue 

bars, PM1), between 1 and 2.5 μm (green) and between 2.5 and 10 μm (red). The 

sum of the three bars for a certain time provides PM10. 

 

A particular feature occurring during the transitional period is the 

increase of PM concentration, as can be seen in Figure 7.7, where the 

values at t = –4 h have been taken as a reference by subtracting the 

corresponding values for the whole plot. This increase is linked to the 

reduction of the ABL volume due to the decay in the solar energy input, 

but affects differently depending on the group of particles and the season. 
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Figure 7.7. Variation experienced in the PM concentrations during the transition, 

related to their respective values at t = –4 h: a) PM10; b) PM2.5; c) PM1. 
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PM2.5 and PM1 begin their great rise between 2 and 1 hour prior to 

sunset, except for winter; in that case it starts closer to sunset. Actually, in 

winter this increase in the values of PM2.5 and PM1 takes shorter than in 

the other seasons, as at t = 1 h a steady state is reached, whilst in the other 

seasons the concentrations have not reached the maximum value. PM10 

rises the most in summer (Figure 7.7a), mainly due to the relative 

contribution of the coarse particles (Figure 7.8). The maxima of the latter 

PM are directly linked to the decrease in turbulence and the wind 

minimum around sunset (Figure 7.1). Afterwards, the bigger particles 

concentration is reduced probably due to nocturnal drainage flows, which 

are relatively frequent at CIBA and other locations (Román-Cascón et al., 

2015b; Sastre et al., 2015). Their relative importance is higher at night. 

Similarly, the absolute values of PM10 (Figure 7.6) reach a maximum 

around sunset, except for spring, where it keeps rising for longer. This 

differing behavior of spring might be linked to other processes, particularly 

soil-atmosphere interactions (Moene and van Dam, 2014). 
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Figure 7.8. Variation of the coarser PM (PM10 – PM2.5 ) related to their respective 

values at t = –4 h for each season. 
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An estimation of the spread of PM values from one to another 

individual case can be obtained from the standard deviation shown in 

Table 7.1, Table 7.2, Table 7.3 and Table 7.4. This statistical parameter 

increases with time, at least until the third sub-period (tc). A season-to-

season difference is that PM concentration appears with a larger spread in 

winter, being the summer cases the ones presenting less spread, especially 

for PM1 (Figure 7.9). This result is linked to the larger absolute values of 

concentration in winter, but also indicates that in summer the conditions 

directly affecting this concentration do not vary a lot. 

 

Figure 7.9. Mean temporal evolution (thick line) and standard deviation (shadows) 

of PM1 in: a) summer; b) autumn; c) winter; d) spring. 
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7.5 Summary and conclusions 

The ABL afternoon and evening transition has been studied 

regarding the seasonal differences and similarities from CIBA experimental 

measurements, supporting most of the findings from previous studies at 

another location (Busse and Knupp, 2012; Wingo and Knupp, 2015). 

Certain variables (like wind speed, friction velocity, TKE) display a twin 

pattern in their time evolution for all the seasons, differing basically in 

their absolute values. On the contrary, the air specific humidity behaves 

differently for each season, which is distinct to the results of Wingo and 

Knupp (2015) at another location. Consequently, the humidity evolution is 

more site-dependent than other variables (Sastre et al., 2015), both in the 

average evolution and variability. 

An approach to the different processes linked to the PM 

concentrations during the transition has been presented, finding a common 

pattern of increasing values near sunset. Several influences play a role in 

the PM concentrations, including stability, turbulence and ABL thickness. 

The relative importance of the bigger PM (between 2.5 and 10 μm) is 

addressed and linked to the wind minimum around sunset, especially for 

summer. The competing thermal and mechanical effects result in PM 

concentration reduction, either settling on the ground or being advected, 

or increase, depending on each case for a specific season and particle group. 

Additionally, other effects, like differences in soil cover, or biological 

processes, which include vegetation, are thought to play a role in these 

transitional concentrations. Therefore, a multi-disciplinary study is 

recommended to improve knowledge in these processes. 
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8. Concluding remarks 

The physical processes characteristic of the ABL afternoon and 

evening transition are studied in this thesis through both observational and 

numerical approaches. This is done to potentially provide improvements in 

the modelling of these processes, so that many human activities can benefit 

from these advances. The studies here presented include analysing the 

different temporal and spatial scales involved, statistical calculations for the 

principal ABL variables, a comparison between BLLAST and CIBA sites 

observations, and a study on the impact of the transitional processes along 

different seasonal periods. Additionally, numerous experiments with the 

WRF mesoscale model have been performed. 

The first approach through observations (Chapter 4) revealed that 

high-frequency instruments, like microbarometers and sonic anemometers, 

are very useful to characterize this ABL transition. Furthermore, a 3-type 

classification was developed for CIBA (Sastre et al., 2012), but the aim to 

extend it to the BLLAST site measurements was not successful, probably 

due to the heterogeneity of the latter. It is also in Chapter 4 where the 

differences between case studies point up the need to study the transitions 

with weak and strong synoptic forcing separately, doing so for Chapter 5 

results. There, sunset is taken systematically as the timing reference, which 

is found especially useful to compare observations from the two contrasting 

sites of BLLAST and CIBA. Results from Chapter 5 suggest that, for the 

establishment of the nocturnal stable boundary layer, moisture is 

particularly relevant. For this reason, an extra experiment with the WRF 
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model was performed (Sastre et al., 2015), evaluating the role of soil 

moisture during the transition by increasing the soil humidity at the driest 

site (CIBA) and reducing it at the other location (BLLAST). These 

simulations revealed that humidity can delay or modify the vertical 

thermal stratification, and turbulence intensity is as well affected through 

different rates of evaporation. Varying soil humidity produces very marked 

effects at both sites until 1 h before sunset. Afterwards, this artificial 

change plays a major role at the less humid and more homogeneous site 

(CIBA), with intense and long-lasting effects after sunset. This indirectly 

means that there are other effects apart from humidity, probably linked to 

heterogeneity, which are very considerable for BLLAST. These might be 

able to cancel, or at least reduce, the influence of moisture variations. 

Next to these promising results with WRF, a full Chapter 6 shows 

experiments with this model, comparing with two case study observations. 

In particular, combinations of three PBL parametrizations and three LSM 

schemes are tested to study the sensitivity of WRF to the mentioned 

characteristics. It is found that the vertical structure of the lower 

atmosphere and the time evolution of surface variables have different 

agreement between the simulations and observations for a particular 

choice of PBL and LSM. Furthermore, tests on the model setup are 

performed, particularly on the number and size of the domains and the soil 

self-spinup. These appear as useful ways to better understand the role of 

such aspects on the matching of simulations with observations along the 

transition. These results are in agreement with Leduc et al. (2011) and 

Steeneveld et al. (2015), as far as good performance is obtained for 1-

domain simulations. 

As all the previous chapters in this thesis were related to summer-

time, a seasonal analysis was developed, to deep into the similarities and 

differences in the transition regarding the time of the year. With a large 

dataset of CIBA measurements, most of the results from previous studies at 
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another location (Busse and Knupp, 2012; Wingo and Knupp, 2015) are 

supported, including timing of different events like turbulence decay or the 

decrease in temperature. Nonetheless, specific humidity behaves 

differently for each season at CIBA site, unlike Wingo and Knupp (2015) 

results. This links again with the results in the previous chapters, where 

moisture had a particular importance for the establishment of a stable 

nocturnal boundary layer. Additionally, the varying importance of some 

processes related to the PM concentrations (stability, turbulence and ABL 

depth) during the transition are presented, finding a common pattern of 

increasing PM values near sunset, directly linked to the minimum in wind 

speed at the same time. The absolute values are usually larger in winter, 

and the size of the PM varies from the predominant finer particles in 

winter to the importance of coarser particles in summer. These differences 

can be attributed to the larger values of wind speed in summer, avoiding 

that these particles settle. Actually, the wind plays a double role: it can 

keep the particles in the ABL instead of on the soil, but it can advect them 

away too.  

 

8.1 Main conclusions 

The principal conclusions of this thesis, connected to the objectives 

presented in Chapter 1, are now summarized: 

 

 During the transition, there is an average qualitative evolution of 

the ABL variables regardless of the observational site. 

 

 The main differences from one to another site involve extreme 

(absolute) values, time lags and katabatic wind occurrence. 
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 Soil and air humidity affect decisively the whole transition, 

showing an interaction with turbulence. This influence is 

particularly noticeable before sunset, and not only close to the 

ground, but also at upper levels. 

 

 MRFD is a useful multiscale technique in the study of turbulence 

and the evolution of different time scales responsible for boundary-

layer processes along the afternoon and evening transition, 

showing that, in general, turbulence developing at night 

corresponds to smaller time scales than afternoon turbulence. 

 

 WRF simulations have shown more sensitivity to changes in the 

LSM scheme for a fixed PBL than opposite during the transition, 

making a convenient LSM election crucial to obtain appropriate 

simulation results. 

 

 Simulations with the combination of relatively simple PBL (YSU) 

and LSM (5lay) schemes in WRF globally provide good results, 

often closer to observations than other more sophisticated (and 

computationally expensive) setups. 

 

 Using one-domain simulations provides good results rather than 

increasing the number of nested domains for the afternoon and 

evening transition numerical tests. 

 

 On a seasonal basis, the specific humidity evolution is significantly 

more site-dependent than other variables, considering both the 

average evolution and its variability. 
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8.2 Prospects and future research 

The study presented in this thesis could be applied to other 

conditions and experimental sites, or extended in different aspects, opening 

new paths of research or providing new approaches to current meteorology 

issues. Here are exposed some of these possibilities as prospects and 

potential future work: 

 

 To provide a systematic characterization of the wave events occurring 

along the afternoon and evening ABL transition. Additionally, a 

numerical study on different WRF configurations could be performed 

to properly capture these events. Wave-turbulence interactions can be 

especially challenging and worth analyzing. 

 

 To extend the study of this thesis to an urban environment, paying 

special attention to the pollutants concentrations and their evolution 

during the transition. 

 

 To deep into the modelling of the afternoon and evening transition, 

modifying the vegetation considered by WRF, so that physical 

processes are better represented. Additionally, an intercomparison 

between results from different models, looking for strategies to 

provide better results for the transition forecasting. Actually, this is 

already work in progress in the context of the BLLAST project 

(Jiménez et al., 2014). 

 

 The methods employed in this thesis could be applied in order to 

characterise the morning transition of the ABL. This include an 
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analysis on the different scales involved, a statistical study of the main 

atmospheric variables, a comparison between two observational sites, 

and to focus on the season-to-season differences, as well as designing 

analogous numerical simulation experiments. Afterwards, a fruitful 

exercise would be comparing which are the key aspects in both 

morning and late afternoon and evening transitions. 
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