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Abstract – Feature selection is an essential preprocessing step for removing redundant or irrelevant features from multidimensional 
data to improve predictive performance. Currently, medical clinical datasets are increasingly large and multidimensional and not 
every feature helps in the necessary predictions. So, feature selection techniques are used to determine relevant feature set that can 
improve the performance of a learning algorithm. This study presents a performance analysis of a new filter and wrapper sequence 
involving the intersection of filter methods, Mutual Information and Chi-Square followed by one of the wrapper methods: Sequential 
Forward Selection and Sequential Backward Selection to obtain a more informative feature set for improved prediction of the 
survivability of breast cancer patients from the clinical breast cancer dataset, SEER. The improvement in performance due to this 
filter and wrapper sequence in terms of Accuracy, False Positive Rate, False Negative Rate and Area under the Receiver Operating 
Characteristics curve is tested using the Machine learning algorithms: Logistic Regression, K-Nearest Neighbour, Decision Tree, 
Random Forest, Support Vector Machine and Multilayer Perceptron. The performance analysis supports the Sequential Backward 
Selection of the new filter and wrapper sequence over Sequential Forward Selection for the SEER dataset. 
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1.  INTRODUCTION

Breast cancer is one of the most serious medical rea-
sons associated with death of women on earth. The 
disease is caused by many factors such as age, obesity, 
alcoholism, lack of physical activity, menopausal status 
and family history of breast cancer [1]. Data Mining and 
Machine Learning (ML) techniques have been used to 
develop various breast cancer prediction models [2]. 
The digital form of clinical breast cancer datasets is 
available in huge volumes and are multidimensional. 
This multidimensional dataset contains many indepen-
dent features with more missing values, and some of 
the features are irrelevant for analysis. Applying these 
datasets to ML based classifiers drastically reduces ac-
curacy. So, finding the relevant and optimal feature 
set combination is more important for enhancing and 
improving the accuracy of ML based classifiers. The 

training phases of the ML model design includes data 
preprocessing, feature selection and feature extraction 
stages [3-5]. Medical datasets are mostly imbalanced, 
so to reduce the effect of skewed class distribution in 
the model, studies have focused on data balancing 
methods [6]. To build a more effective ML classifier, fea-
ture selection techniques are used to filter out and find 
more optimal features from multidimensional datasets 
with irrelevant independent features [7]. Feature selec-
tion focuses on selecting significant independent fea-
tures to improve the ability of classifiers to discriminate 
between classes. Furthermore, feature selection reduc-
es feature dimensionality and computational complex-
ity during the training phase of an ML algorithm [8]. 

The feature selection algorithms are categorized as 
filter, wrapper and embedded methods depending on 
how they combine feature selection sequences while 
determining informative independent features. Ranking 
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technique is the principal criterion of filter methods 
which use rank ordering for feature selection based on 
a statistical score. The method filters irrelevant features 
which degrade the relationship between independent 
and dependent features, thereby selecting the highly 
ranked independent features to be applied to the train-
ing phase of an ML algorithm. These filter approaches 
are independent to any ML algorithm, computation-
ally quick and scalable. Some feature ranking based 
filter techniques are the Mutual Information (MI), Pear-
son Correlation Coefficient (PCC) and Chi-Square (CS) 
methods [9]. Compared to filter methods, the wrapper 
methods show better performance because the inde-
pendent feature selection mainly depends on a clas-
sification algorithm. Wrapper methods determine the 
quality of different subsets of independent features 
which are more suited for the classifier. But if the di-
mensionality of the dataset is large, the wrapper meth-
ods are very expensive in terms of time and computa-
tional speed since each feature set considered must be 
evaluated with the ML classifiers used [10]. In embed-
ded methods [11], both filter and wrapper methods 
are used for feature selection and a classifier is used to 
evaluate the quality of the selected subset of indepen-
dent features. 

Liou et al. [12] used a Genetic Algorithm (GA) based 
approach along with an Artificial Neural Network (ANN), 
Decision Tree (DT) and Logistic Regression (LR) on the 
Wisconsin Breast Cancer Database-Original (WBCD) da-
taset for predicting breast cancer. The feature selection 
step was carried out based on Information Gain (IG). 
It is indicated in the paper that the GA model yielded 
better results while classifying the breast cancer data 
with an accuracy of 98.78%. Saygili [13] studied and 
compared the diagnosis of cancer using six ML meth-
ods such as Support Vector Machine (SVM), K-Nearest 
Neighbour (K-NN), Naive Bayes (NB), DT, Random For-
est (RF) and Multilayer Perceptron (MLP) on the Wis-
consin Diagnostic Breast Cancer (WDBC) dataset. Gain 
Ratio (GR) was used as a feature selection technique. 
The results showed that the RF performed better with 
an accuracy of 98.77%. Omondiagbe et al. [14] pro-
posed an automated method for diagnosing breast 
cancer on the WDBC dataset using SVM, ANN and NB 
with Correlation Based Filters, Recursive Feature Elimi-
nation (RFE), Principal Component Analysis (PCA) and 
Linear Discriminant Analysis (LDA) in the preprocess-
ing stage. The proposed SVM-LDA and ANN-LDA ap-
proaches achieved an accuracy of 98.82%. Islam et al. 
[15] compared five supervised ML techniques, namely 
SVM, K-NN, RF, ANN and LR on the WBCD dataset. PCC 
was used to identify the relationship between the at-
tributes. The results showed that ANNs performed well 
with the highest accuracy of 98.57%. Alickovic et al. 
[16] used two datasets, WDBC and WBCD to construct 
an automated breast cancer diagnosis system to select 
significant features from the datasets; GA was used as 
a feature selection technique. The authors compared 
the performance of classifiers with GA feature selec-

tion and without GA feature selection on data mining 
algorithms such as DT, LR, Bayesian Network (BN), RF, 
Radial Basis Function Networks (RBFN), MLP, SVM and 
Rotation Forest (RoF). GA with RoF achieved the high-
est classification accuracy of 99.48%. 

Liu et al. [17] proposed predictive models for breast 
cancer survivability using the DT algorithm on an im-
balanced Surveillance, Epidemiology, and End Results 
(SEER) dataset. In the feature selection stage, LR back-
ward selection was implemented for data reduction 
and an undersampling method for data balancing. To 
increase the predictive performance of the classifica-
tion, the bagging algorithm was implemented and the 
Area under curve (AUC) results obtained are 76.78%.  
Miri et al. [18] used the SEER dataset to predict the sur-
vivability of patients with breast cancer. To solve the 
class imbalance problem in the dataset, two oversam-
pling methods such as Borderline-Synthetic Minority 
Oversampling Technique (SMOTE) and Density-based 
Synthetic Oversampling (DSO) were used. For feature 
selection a combination of Correlation-based Feature 
Selection (CFS) and Particle Swarm Optimisation (PSO) 
was used. DT, BN and LR were used as classifiers for pre-
diction and an accuracy of 94.33% was achieved when 
DSO with CFS-PSO was used with DT. Aavula et al. [19] 
used MLP, DT, LR and SVM classifiers on SEER datasets 
to predict the survivability of patients with breast can-
cer. For feature selection, entropy and gain were used 
to select relevant features using Representative Fea-
ture Subset Selection (RFSS) algorithm on the classifi-
ers. SVM-RFSS produced a higher accuracy of 96.78%. 
Zand et al. [20] predicted breast cancer survivability on 
the SEER breast cancer dataset by using three classifica-
tion techniques such as NB, MLP and DT. IG was used to 
rank features. The DT produced a prediction accuracy 
of 86.7%. Manikandan et al. [21] used supervised classi-
fiers such as DT, NB and ensemble learning techniques 
such as AdaBoost, XGBoost and Gradient Boosting clas-
sifier for the classification of breast cancer. To select the 
features Variance Threshold (VT) and PCA was used. The 
results showed that DT performed better with an accu-
racy of 98%. Simsek et al. [22] constructed a hybrid DM 
based methodology to differentiate the importance of 
variables for survival change over time for three differ-
ent time periods: 1 year, 5 years and 10 years on the 
SEER dataset. Least Absolute Shrinkage and Selection 
Operator (LASSO) technique and GA were used for the 
independent feature selection. Since the data sets are 
unbalanced, to balance the number of living and de-
ceased labels in the dataset, two resampling methods 
such as Random Under Sampling (RUS) and SMOTE 
were applied. ANN and LR, were applied along with 
ten-fold cross-validation technique to determine and 
evaluate the performance of the classification model. A 
performance analysis was conducted for each model to 
identify the importance of each variable in the model 
for time periods of 1 year, 5 years and 10 years and the 
accuracy obtained has a maximum value of 84%. 
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Based on the above literature review, it was observed 
that in the majority of the papers, various feature se-
lection approaches have been explored to improve the 
accuracy of predicting breast cancer or the survivabil-
ity of breast cancer patients using the WDBC, WBCD 
and SEER datasets. This paper proposes a new filter and 
wrapper sequence using filter methods such as MI, CS 
and wrapper methods: Sequential Forward Selection 
(SFS) and Sequential Backward Selection (SBS) for the 
clinical breast cancer dataset, SEER for the classification 
of the survivability of breast cancer patients as living 
and deceased with improved accuracy. A breast can-
cer patient at a later stage of the disease has to pass 
through mental and physical trauma when subjected 
to heavy dose chemotherapy or radiotherapy [23]. 
Upon determining the criticality of breast cancer for 
survivability, patients can be relieved from such trauma 
by deciding between second-line treatment or ending 
the treatment. A second-line palliative or hospice treat-
ment can improve quality of life [24]. So, optimal inde-
pendent features are identified from the SEER dataset 
in this paper for predicting the survivability of breast 
cancer patients as the intersection of independent fea-
tures obtained from filter methods, MI, CS which are 
then applied as input to the wrapper method, SFS or 
SBS. The informative features obtained as output from 
the wrapper method are subjected to ML algorithms: 
Multiple Logistic Regression (MLR), K-NN, DT, RF, SVM 
and MLP. The results are compared using different ML 
classifiers based on Accuracy (ACC), False Positive Rate 
(FPR), False Negative Rate (FNR) and Area under the Re-
ceiver Operating Characteristics curve (AUC-ROC). The 
remainder of this paper is organized into four sections. 
In Section 2, the methodology for the new filter and 
wrapper sequence is discussed. The experimental re-
sults and discussion are presented in Section 3. Finally, 
Section 4 concludes the paper.

2. PROPOSED METHODOLOGY 

The paper proposes a new filter and wrapper se-
quence to obtain an optimal informative set of inde-
pendent features for the classification of survivability 
of breast cancer patients using the clinical breast can-
cer dataset, SEER and a comparative performance anal-
ysis of different ML models in terms of ACC, FPR, FNR 
and AUC-ROC. The workflow of the proposed filter and 
wrapper sequence is shown in Fig.1 and discussed in 
the following subsections. 

Fig.1. Workflow of the proposed filter and wrapper 
sequence

2.1. DATA COLLECTION

The SEER dataset-Surveillance, Epidemiology, and End 
Results is taken from the website, www.seer.cancer.gov. 
The dataset is an authentic source for cancer statistics 
updated every year by the Surveillance Research Pro-
gram (SRP) of Cancer Control and Population Sciences 
(DCCPS), a division of the National Cancer Institute (NCI), 
USA. There are 7,755,157 records and 258 features in the 
dataset collected between the years, 1975 and 2018. The 
records which have breast cancer information are taken 
for analysis and so after removing all other types of can-
cer records only 1,073,477 breast cancer records with 20 
features are considered for the later stages of data pre-
processing, feature selection, training and testing. The 
independent features selected from SEER for the classi-
fication of survivability of breast cancer patients are age, 
sex, grade, primary tumour laterality, summary stage, 
surgery, tumour size, nodes examined, nodes positive, 
oestrogen receptor (ER) status, progesterone (PR) status, 
human epidermal growth factor receptor 2 (HER2) sta-
tus, and the dependent feature is the survival status with 
labels, living and deceased.

2.2. DATA PREPROCESSING

The datasets collected are preprocessed through steps 
such as data transformation, data cleaning and data bal-
ancing [25]. In the data transformation, the downloaded 
SEER dataset is transformed into a .csv format as re-
quired for implementation in Python. In the data clean-
ing step, missing records are removed to improve the 
information content of the data. After cleaning the data, 
10,838 data records with 12 features are obtained. The 
dataset has both categorical and numerical features. The 
nominal categorical feature values are converted into 
numerical values by a one-hot encoding technique [26] 
to work in the Python scikit-learn library. After applying 
one-hot encoding, the SEER dataset produces 10,838 re-
cords with 22 features. The SEER dataset is highly imbal-
anced. The dataset must be balanced before it is applied 
to classifiers. In the data balancing stage, the SMOTE-
Edited Nearest Neighbour (SMOTE-ENN) [27] technique 
is applied to handle the imbalance in the training set. 
SMOTE-ENN is a combination of SMOTE and ENN where 
SMOTE is an oversampling technique that generates 
synthetic data of minority samples according to their 
nearest neighbours. ENN performs data cleaning. After 
data balancing, 8,769 records corresponding to the ma-
jority class, living and 10,233 records corresponding to 
the minority class, deceased are obtained for the SEER 
dataset. These records are then subjected to the new fil-
ter and wrapper sequence.

2.3. FILTER AND WRAPPER SEqUENCE 

The data records obtained after data balancing are 
subjected to the new filter and wrapper sequence 
where the optimal independent features are identified 
with the filter methods: MI, CS and the wrapper meth-
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ods: SFS or SBS for the classification of the survivability 
of breast cancer patients as living and deceased. The 
intersection of independent features obtained from MI 
and CS is then applied individually to the SFS and SBS 
wrapper methods. The filter and wrapper methods are 
briefed in the following subsections.

2.3.1 Filter Methods 

The filter methods used in the new filter and wrapper 
sequence are Mutual Information and Chi-Square. 

Mutual Information

Mutual Information is a filtering method which de-
termines the correlation between independent and 
dependent features. If each of the n independent fea-
tures is defined as Si and the dependent feature as T, 
then the formula to calculate the Mutual Information, 
MI (Si, T) between Si and T is defined in equation 1.

(1)

where 1≤ i ≤ n , H(Si) is the entropy of independent 
feature Si, H(T) is the entropy of dependent class T, and 
H(Si|T) is the conditional entropy of Si and T. The higher 
values of MI specifies that the independent feature, Si 
contains more information for classification [28]. There-
fore, k1 number of independent features whose MI val-
ues are greater than 0 are selected to take part in the 
successive stages of the filter wrapper sequence. The 
MI values of the independent features obtained by ap-
plying the MI filter in this work are listed in Table 1.

Table 1. Independent features selected after 
applying the MI filter

S.No Independent features MI values

1. Summary stage-localized 0.1046

2. Age 0.1004

3. Tumour size 0.0924

4. ER status-positive 0.0891

5. PR status-positive 0.0773

6. Grade-2 0.0722

7. Laterality-right 0.0634

8. Nodes positive 0.0554

9. Grade-1 0.0548

10. Nodes examined 0.0363

11. HER2 status-positive 0.0250

12. HER2 status-negative 0.0165

13. Laterality-left 0.0135

14. Surgery-surgery performed 0.0104

15. Grade-3 0.0096

16. Sex-female 0.0089

17. Summary stage-regional 0.0076

18. ER status-negative 0.0034

19. Summary stage-distant 0.0008

Chi-Square

Chi-Square is a statistical method which evaluates 
the independence of the features in a dataset. In this 
technique, the independence of two events namely 
the occurrence of independent features and the oc-
currence of dependent features are evaluated [29]. The 
equation to calculate the chi-square value, χ2 for each 
independent feature is defined in equation 2.

(2)

where Of is the frequency of the different possible p 
combinations of Si independent feature values and T 
dependent feature values and 1 ≤ f ≤ p. Ef is the ex-
pected frequency of association between the f th com-
bination of independent feature values and dependent 
feature values as defined in equation 3. Here TrSi

 is the 
sum of the records corresponding to each value of the 
ith independent feature, Si under consideration, TcT is 
the sum of the records corresponding to each value of 
the dependent feature, T and m is the total number of 
records in the training set. When the CS score is higher 
than the chi-square value, χ2, determined from the chi-
square distribution table, corresponding to the degrees 
of freedom, dof, the features are highly related. BSi

 in 
the independent feature, Si and the number of values 
in the dependent feature BT. The dof is calculated as 
the product of BSi

 and BT as in equation 4.

(3)

(4)

If the CS score is lower than the χ2 score, the features 
are less correlated. The independent features with low 
CS scores are not included when modelling the classifi-
er. The CS values of the independent features obtained 
after applying the CS filter in the proposed work are 
listed in Table 2.

Table 2. Independent features selected after 
applyingthe CS filter

S.No Independent features CS values

1. Tumour size 28640.032

2. Nodes positive 8185.748

3. Age 5188.570

4. Nodes examined 3048.862

5. Grade-2 1407.698

6. Summary stage-localized 1329.466

7. Grade-1 1255.024

8. Laterality-right 1194.877

9. PR status-positive 1030.023

10. ER status-positive 717.781

11. HER2 status-positive 638.850

12. Laterality-left 231.628

13. Summary stage-regional 204.313
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S.No Independent features CS values

14. HER2 status-negative 82.197

15. Grade-3 70.376

16. Sex-male 39.709

17. ER status-negative 25.409

18. PR status-negative 17.142

19. Summary stage-distant 4.046

20. Sex-female 2.078

21. Surgery-not performed 1.384

22. Surgery-surgery performed 0.922

The intersection of independent features obtained 
from both filter methods, MI and CS is used to find the 
optimal set of features. The independent features, Sum-
mary stage-localized, ER status-positive, Nodes exam-
ined, Laterality-right, HER2 status-negative, HER2 sta-
tus-positive, Tumour size, Surgery-surgery performed, 
Grade-1, Laterality-left, Age, Summary stage-regional, 
ER status-negative, PR status-positive, Grade-2, Sum-
mary stage-distant, Sex-female, Grade-3 and Nodes 
positive obtained are subjected as inputs to the wrapper 
methods: SFS or SBS to find a more optimal set of inde-
pendent features from the SEER training set for the clas-
sification of the survivability of breast cancer patients. 

2.3.2 Wrapper Methods 

The wrapper methods used in this new filter and wrap-
per sequence are SFS and SBS. SFS is a greedy search al-
gorithm that starts with an empty feature set and adds 
one independent feature at a time to determine the 
performance of the classifier until a desired number of 
independent features are obtained in the independent 
feature subset. It stops adding independent features 
when no improvement in classification performance is 
observed, or all features are added to the model [30]. In 
this work, the DT classifier is used as an estimator to se-
lect 15 independent features and the average accuracy 
score achieved after 15 iterations is 97.92% as shown in 
Fig. 2 (a). The selected independent features are listed in 
Table 3. SBS which is also known as Sequential Backward 
Elimination, works just the opposite to SFS. It starts with 
a full set of independent features in the training set and 
eliminates the least significant independent feature in 
each iteration until the classification performance does 
not change further. This method works best with a large 
number of independent features in the training set [30]. 
The estimator used in this technique is the DT classifier 
and the average accuracy score obtained is 98.23% as 
shown in Fig. 2(b). The selected independent features 
are listed in Table 3.

Fig. 2. Line plot between independent features and the accuracy scores a) SFS b) SBS

Table. 3. Independent Features obtained after 
applying wrapper methods, SFS and SBS

SFS SBS
Summary stage-localized Summary stage-localized

Nodes examined  ER status-positive

Laterality-right  Nodes examined

HER2 status-negative Laterality-right

HER2 status-positive Tumour size

Tumour size    Grade-1

Surgery-surgery performed  Laterality-left

Grade-1  Age

Laterality-left Summary stage-regional 

Age ER status-negative 

Summary stage-regional Grade-2

ER status-negative Summary stage-distant

PR status-positive Sex-female  

Summary stage-distant Grade-3

Sex-female  Nodes positive

The main objective of the new filter and wrapper 
sequence is to remove irrelevant independent fea-
tures from the training set and reduce the dimension 
of the training set. From the independent feature sub-
set obtained from the wrapper methods, SFS and SBS, 
the first 10 and 15 independent features are selected 
and subjected to ML algorithms to analyse the perfor-
mance of classifiers. The independent features that are 
distinctly identified by SFS are HER2 status-positive, 
HER2 status-negative, Surgery-surgery performed and 
PR status-positive and by SBS are ER status-positive, 
Grade-2, Grade-3 and Nodes positive.

2.4. CLASSIFIERS

Classification is a supervised learning algorithm that 
identifies the value of dependent feature of a given 
independent test data record based on the classifier 
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model produced from a labelled training set. In binary 
classification, the classifier obtained after the training 
phase predicts one of the two values of the dependent 
feature. Six ML based binary classifiers such as MLR, 
K-NN, DT, RF, SVM and MLP are used to analyse the per-
formance of the new filter and wrapper sequence for 
predicting the survivability of breast cancer patients as 
living and deceased. Multiple Logistic Regression (MLR) 
[31] predicts the probability of a dependent feature us-
ing a logistic function. To identify the value of a depen-
dent feature, the threshold value set corresponding to 
the different independent features is determined dur-
ing the training phase of the algorithm. The test record 
whose values lie above the threshold value set falls 
into one class and the test record whose values which 
lie below falls into another class. K-Nearest Neighbour 
(K-NN) [32] identifies the class of a test record by using 
the dependent feature values of ‘K’ neighbours nearest 
to the test record under consideration. The K-nearest 
neighbours are identified using the distance measures 
such as Euclidean, Manhattan, Minkowski or Hamming 
distance. Decision Tree (DT) [33] determines the rela-
tionship between independent and dependent fea-
tures in the form of a tree like structure based on mea-
surements of information content in the independent 
features. The branches of the DT represent a decision 
rule set for identifying the class of the test record. Ran-
dom Forest (RF) [34] is a top-down approach in which 
a number of decision trees are obtained using various 
subsets of the training set and the ensemble of their 
results is predicted as the dependent feature value of 
the incoming test records. The more the number of 
decision trees in the forest, the greater the accuracy. 
Support Vector Machine (SVM) [35] segregates the n-
dimensional space of the independent features of the 
training set by an optimal hyperplane which lays the 
maximum distance between the support vectors on 
either side. The parameters of this optimal hyperplane 
help classify the incoming test records. Multilayer Per-
ceptron (MLP) [36] is a feed forward neural network 
where the weights of the links connecting the input 
and the hidden layer, hidden and output layer are op-
timised during back propagation-based training to 
obtain an optimised weight vector which can predict 
the dependent feature value of the test record. The 
performance of these ML classifiers is evaluated using 
the objective metrics namely ACC, FPR, FNR and AUC-
ROC. The results are compared and discussed in the 
next section.

3. EXPERIMENTAL RESULTS AND DISCUSSION 

In the proposed new filter and wrapper sequence, 
the SEER clinical breast cancer dataset is used in the 
experimental analysis. The training set is subjected to 
the data preprocessing stage and the new filter and 
wrapper sequence. In the data preprocessing step, 
data transformation, data cleaning and data balancing 
steps are carried out. The filter methods, MI and CS are 
applied to the preprocessed training sets. The intersec-

tion of more relevant independent features identified 
from the filter stage are subjected to the SFS and SBS 
wrapper methods to obtain a more optimal set of in-
dependent features. The optimal set of 10 and 15 in-
dependent features are applied to the ML algorithms 
and the performance of the analysis are evaluated in 
this section in terms of the evaluation metrics: ACC, 
FPR, FNR and AUC-ROC. These evaluation metrics are 
defined in the following subsection.

3.1. EvALUATION METRICS 

The performance evaluation of the classifiers is main-
ly based on the correct and incorrect predictions made 
by the model. The confusion matrix provides more in-
sight into the performance of a prediction model and 
also identifies the classes which are correctly and incor-
rectly predicted by the model. Accuracy provides the 
ratio of the number of correct predictions to the total 
number of predictions made by the model. False Posi-
tive Rate refers to the number of predictions where the 
classifier incorrectly predicted the deceased class as 
living [18]. False Negative Rate refers to the number of 
predictions where the classifier incorrectly predicted 
the living class as deceased [15]. AUC-ROC curve is 
drawn by plotting the FPR and TPR values. The curve is 
plotted for different probability thresholds of the mod-
els while predicting the probability of different classes 
[18]. The ROC curve corresponding to the largest area 
has a better ability to classify between living and de-
ceased classes.

3.2. RESULTS 

The values of different evaluation metrics obtained 
from the testing stage are tabulated in Table 4. The 
results obtained show that, when the number of inde-
pendent features identified from the new filter wrap-
per sequence is 15, SVM produced an accuracy of 99% 
and DT, an accuracy of 98.1% from SFS. Similarly, when 
the selected independent features are 10, DT has an ac-
curacy of 85.9%. In the case of the SBS wrapper tech-
nique, SVM yields the highest accuracy of 99.5% and 
K-NN produced an accuracy of 98.7% when 15 selected 
features are used. When 10 independent features are 
selected, DT obtained an accuracy of 86.3%. SBS per-
formed better than SFS across all ML algorithms when 
15 independent features are selected. When SBS was 
used, K-NN produced an FPR of zero, and when SFS 
was used with 15 independent features, it produced 
an FPR of 0.001. When 15 independent features were 
used, SVM produced an FNR value of 0.005 with SBS 
and 0.006 with SFS. Based on the results, K-NN and SVM 
perform better in terms of FPR and FNR. The accuracy 
values obtained from different classifiers for 10 and 15 
selected independent features from the wrapper tech-
nique, SFS and SBS are shown in the Fig. 3 and Fig. 4. 
Comparatively, the SBS wrapper technique produced 
higher accuracy than the SFS.
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Table. 4. Comparative analysis on different 
evaluation metrics using SEER dataset

Cl
as

si
fie

rs

Features=10

SFS SBS

ACC FPR FNR AUC-
ROC ACC FPR FNR AUC-

ROC

MLR 83.4 0.290 0.032 89.9 83.7 0.168 0.158 90.9

K-NN 84.5 0.151 0.159 92.3 84.2 0.132 0.186 92.7

DT 85.9 0.220 0.055 93.4 86.3 0.143 0.131 93.4

RF 85.8 0.219 0.059 93.4 85.7 0.133 0.153 93.7

SVM 85.7 0.234 0.043 90.9 86.1 0.127 0.153 92.4

MLP 85.7 0.223 0.057 93.1 85.3 0.144 0.150 93.4

Features=15

MLR 89.3 0.156 0.053 95.8 90.7 0.110 0.074 97.4

K-NN 97.9 0.001 0.044 99.3 98.7 0 0.027 99.5

DT 98.1 0.013 0.026 98.1 97.9 0.012 0.030 97.9

RF 96 0.035 0.045 99.4 96.9 0.028 0.033 99.6

SVM 99 0.006 0.014 100 99.5 0.005 0.005 100

MLP 90.3 0.111 0.082 96.6 91.5 0.090 0.079 97.6

Fig. 3. Accuracy values of different ML algorithms 
using SFS

Fig. 4. Accuracy values of different ML algorithms 
using SBS

The ROC curves are drawn between the FPR and TPR. 
When the model predicts the probability of belong-
ing to different classes, curves are plotted for different 
thresholds of the ML models under comparison. The 
ROC curves are plotted between FPR and TPR for the 
classifiers, MLR, K-NN, DT, RF, SVM and MLP which cor-
respond to the proposed feature selection sequence 
using SFS and SBS for 15 independent features from the 
SEER dataset, as shown in Fig.5 and Fig.6. The AUC-ROC 
curves are higher for the ML classifiers when 15 inde-
pendent features identified from the proposed feature 

selection sequence are used. According to Fig. 5 and 
Fig. 6, the AUC-ROC curve of the SVM classifier is larger 
for both SFS and SBS.

Fig. 5. ROC curves for the proposed feature selection 
sequence-SFS with 15 independent features

Fig. 6. ROC curves for the proposed feature selection 
sequence-SBS with 15 independent features

Table. 5. Comparison with results from other 
features selection techniques-SEER dataset

References
Number of 

features 
used

Feature 
selection 

techniques 

ML which 
produces highest 

ACC & AUC (%)

Liu et al. [17] 11 LR backward 
selection DT-76.78 (AUC)

Miri et al. [18] 10 CFS, PSO DT-94.33

Zand et al. [20] 16 IG DT-86.7

Manikandan et 
al. [21] 13 VT, PCA DT-98

Proposed 
Method 10 and 15 Filter: MI, CS, 

Wrapper: SBS SVM-99.5
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In addition, the results produced by the proposed 
feature selection sequence is compared with the re-
sults obtained in previous studies [17-22] which use 
the respective feature selection sequences as men-
tioned in Table 5. The accuracy produced using the fea-
ture selection techniques in Table 5 based on SEER are 
less than the results produced by the proposed feature 
selection sequence.

4. CONCLUSION 

In this paper, a new filter and wrapper feature se-
lection sequence based on the filter methods, MI, CS 
and SFS, SBS is proposed. The intersection of indepen-
dent features obtained from both the filter methods, 
MI and CS is used to find the optimal set of features. 
The independent features obtained are subjected as 
input to the wrapper methods, SFS or SBS to determine 
a more optimal set of independent features from the 
SEER training set for the classification of the survivabil-
ity of breast cancer patients. The results show that SVM 
performed better than other algorithms, with 99.5% 
accuracy and higher AUC-ROC values. When SBS and 
15 independent features were used, K-NN and SVM 
both produced lower FPR and FNR values. Compared 
to SFS, SBS produced better results when 15 indepen-
dent features are selected. In addition, the results are 
compared with those obtained using other feature 
selection techniques in the SEER dataset. It is found 
that the proposed feature selection sequence with SBS 
produced higher values for all evaluation metrics when 
compared to other feature selection techniques in the 
comparative study while predicting the survivability of 
breast cancer patients.
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