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ABSTRACT

With the first observation of a binary black hole merger in GW150914 [1], LIGO

heralded a new era in the field of observational astronomy. It was the first observation

of any astronomical object by measuring its gravitational wave signature, opening

a new window to the cosmos. A few years later, the first astronomical event to

be observed by both electromagnetic waves and gravitational waves was made [2,

3]. Gravitational wave detectors are multi-kilometer long interferometers measure

changes to their length imparted by passing gravitational waves that are smaller

than an atomic nucleus. Such extreme precision requires extensive mitigation of

many different noise sources, discussed in chapter 1. This work is primarily focused

on thermal noise of the gravitational wave detector test mass coatings, detailed in

chapter 2. Chapter 3 outlines the theory behind the cryogenic gentle nodal suspension

[4], the experiment the author constructed at Syracuse to measure coating thermal

noise of possible test mass coatings. Chapters 4 and 5 will delve into the data that the

author measured in the cryogenic gentle nodal suspension. There is a special focus

in this work on AlGaAs/GaAs multi-layers, referred to as just AlGaAs for simplicity,

as a possible test mass coating. This crystalline coating has shown remarkably low

levels of loss at room temperature [5, 6]. This work serves as a follow-up to the room

temperature loss measurements, with the goals of understanding the loss mechanisms

inside an AlGaAs coating through the shape of its loss curve over temperature [7]

and applying the findings to possible cold temperature gravitational wave detectors

[8–10]. The mechanical loss of the AlGaAs coating was found to be largely varied

by mode, with the lowest mode displaying loss levels of φcoating . 1 × 10−6 and the

highest mode showing loss of φcoating . 1× 10−4. Investigations into the mechanisms

contributing to excess loss in some of the modes are currently underway. The lowest

loss modes are consistent with room temperature measurements.
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Chapter 1

Introduction

In this chapter the reader will be familiarized with the theoretical physics that were

the first insight into the existence of gravitational waves. The introduction will also

bridge the theoretical and experimental, as it will explore how one would go about

using a basic Michelson interferometer to detect passing gravitational waves. Lastly,

some upgrades to the basic Michelson will be discussed along with the noise sources

present in such a detector.

1.1 Gravitational Waves

Einstein’s theory of general relativity, published in 1915, in its most simple form

states that matter dictates how spacetime curves, and spacetime dictates how matter

moves [28]. This revolutionary theory is still, over one hundred years later, the best

description of gravity today. For clarity, the word matter can be used to refer to either

mass or energy, as they are interchangeable through the mass-energy equivalence,

[29, 30]

E = mc2γ. (1.1)

General Relativity has correctly predicted precession of Mercury’s orbit [31], grav-

itational lensing of light [32], gravitational redshift of light [33], and the conversion of

mass to energy carried off in the form of gravitational waves [34]. General relativity’s

fundamental relationship is the Einstein Field Equation,

Gµν = 8πTµν . (1.2)
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This tensor equation fully characterizes the interaction between spacetime and matter.

Analytically solving this many coupled equations is often impossible, except in certain

situations which simplify them. The first solution to be found was the Schwarzchild

solution, which assumed no angular momentum, no electric charge, and complete

spherical symmetry of the mass [35]. Although this solution is the simplest, it set

physicists down a road of inquiry that would ultimately lead Oppenheimer, Tolman,

and Volkoff to conclude in 1939 that beyond a certain mass limit no laws of physics

could stop a highly compact object from collapsing to a black hole [36]. Though

many physicists at the time believed these objects were just mathematical tricks of

Einstein’s Field Equation, today the existence of black holes is a well established fact

supported by observations and theories too numerous to list.

In spacetimes where the curvature is nearly flat, the weak field approximation

makes the equations much more tractable. In this case, the metric is described as

gµν ' ηµν + hµν (1.3)

where ηµν is flat spacetime and |hµν | � 1 is a small perturbation manifested from a

gravitational field. Under this approximation the vacuum solution, (Tµν = 0), will

yield a wave equation,

(∇2 − 1

c2

∂2

∂t2
)h̄µν = 0. (1.4)

Note that h̄µν = hµν − 1
2
ηµνh

α
α, and only in the transverse-traceless gauge will h̄µν =

hµν . The gauge conditions for the transverse-traceless gauge are

Aµνkν = 0 (1.5)

Aµν = 0 (1.6)

AµνU
ν = 0 (1.7)

where Aµν and kν are the coefficient and the wave number respectively of the complex

solution to equation 1.4. ~U is simply any constant four-velocity vector one wishes to

create [37].

The wave that results from equation 1.4 is a gravitational wave. Stronger grav-

itational waves will produce a higher magnitude of |hµν |, corresponding to a higher
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Figure 1 : A visual depiction of how a gravitational wave travelling through the plane of this thesis

would alter the distances between point masses arranged in a circle. The two sets of figures labelled

h× and h+ represent the two polarization states of a gravitational wave.

amplitude wave. The physical effect of a passing gravitational wave is a warping

of spacetime, altering distances between fixed objects as shown in Figure 1. The

relationship between length change δl and gravitational wave amplitude hµν is

δl =

∫
gµνdx

µdxν =

∫ L

0

gxxdx ≈ |gxx(x = 0)|
1
2 ≈

(
1 +

1

2
hxx(x = 0)

)
L (1.8)

where L is the initial separation. A greater initial separation will make a correspond-

ing length change between the fixed objects, herein referred to as test masses, larger,

and therefore easier to detect [37].

1.2 Birth and Evolution of Gravitational Wave Detectors

In 1957, many now famous physicists met at a conference sponsored by Joshua Gold-

berg [38] in Chapel Hill. Today we refer to this event as the Chapel Hill Conference,

as it carries the significance of being the first recorded event where an experimen-

tal search for gravitational waves was seriously pursued in a collaborative setting.

Commonly attributed to both Feynman and Pirani, the sticky bead argument was

a thought experiment discussed to tackle the question of the physical existence of

gravitational waves. Imagine two beads free to slide on a rigid rod, but currently at

rest. As a gravitational wave passes through the rod, the beads would slide back and
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forth and generate heat. This would prove that gravitational waves carry energy and

are a physical effect [39, 40], giving motivation for experimentalists to hunt for these

waves.

1.2.1 The First Attempts at Detecting Gravitational Waves

Joseph Weber would be the first to create an actual experiment with the goal of

detecting gravitational waves. These detectors were cylinders of aluminum, referred

to as Weber bars, that were thought to behave like antennae for gravitational waves.

As a gravitational wave would pass through the bar, piezoelectric transducers covering

the exterior of the bars would extract the energy at the resonant frequency; the bars

would begin to resonate due to a passing gravitational wave. However, these Weber

bars were only able to detect gravitational waves in an extremely limited frequency

range and they were even further limited by thermal noise [41, 42].

When Weber announced that he had detected gravitational waves using these

bars, the news was at first received with great excitement. However, over time the

community began to find problems with Weber’s detection events. Perhaps most

worrying was a mismatch in time between the two labs where the bars were located,

which were being correlated to reduce noise. One lab operated on Eastern Daylight

Time while the other was on Greenwich Mean Time. Weber claimed to have found

events in these data sets, even though they were four hours mismatched. Additionally,

it was discovered that Weber’s coincident events were statistically expected given

the thermal noise of the bars [43]. It should be noted that these Weber Bars are

a theoretically viable gravitational wave detector, however they lack the sensitivity

required to observe gravitational waves.

1.2.2 The Michelson-Morley Interferometer

An alternative experiment to the Weber Bar method of detecting gravitational waves

was first proposed on paper in 1972 by Rainer Weiss; his gravitational wave detector

would be a highly sensitive Michelson Interferometer. Instead of measuring energy

deposited, as solid bars do, an interferometer uses light to measure distance changes

caused by a passing gravitational wave, effectively measuring the gravitational wave

form [44].
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As light travels through space, it acquires a change in phase depending on the

distance it travels d and its wavelength λ. This can also be recast in terms of flight

time t instead of flight distance,

∆φ = 2π
d

λ
= 2π

ct

λ
. (1.9)

When two light waves with the same wavelength combine, they will amplify, destroy,

or have some combination of these two effects depending on the relative phase of the

light waves,

I = I1 + I2 + 2
√
I1I2 cos (φ1 − φ2). (1.10)

Notice that if the phase difference between the light waves is 2πn, then they will

constructively interfere and the total intensity will quadruple. If their relative phase

is (2n + 1)π, then they will destructively interfere and the total intensity will be 0.

For clarity, n is any integer valued number.

A Michelson Interferometer uses the interference property of light to measure the

phase change picked up by two lasers on orthogonal paths. First, laser light is directed

towards a beamsplitter which sends half the light down each path. The light is then

bounced back to the beamsplitter to recombine. After the light has recombined,

it is then directed to a photodetector which reads out the intensity. See Figure 2

for a pictorial representation of a Michelson Interferometer. By measuring intensity

after recombination, one is effectively measuring the phase difference between the two

paths. This phase difference can be converted directly to a change in length, provided

the length change does not exceed the wavelength of the light.

If a gravitational wave is propagating orthogonal to the plane created by the

interferometer of Figure 2, then the gravitational wave amplitude is strictly a function

of time. As stated above, gravitational waves warp spacetime, effectively altering

lengths between fixed points. The null geodesic equation, or the path of a photon, in

the frame where the interferometer is at rest is

ds2 = −dt2 + [1 + h(t)]dx2 + [1− h(t)]dy2 + dz2 = 0. (1.11)

Here h(t) is the gravitational wave strength. Notice that when spacetime is stretched

in the x direction, it is compressed in the y direction. As a wave propagates normally
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Figure 2 : The most basic version of a Michelson Interferometer. As the light travels through

the x or y arms, it accumulates phase. The difference in phase between x and y cause them to

recombine constructively or destructively, changing the power observed at the photodiode. BS is

short for beamsplitter, PD is short for photodiode, Lx and Ly are the lengths of the x and y arms

respectively. Henceforth, the photodiode that measures the recombined light power will be referred

to as the anti-symmetric port.
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through the plane of the interferometer whenever one arm is stretched, the other is

compressed [42].

A photon travelling along the x and y arms have the following metric equations

dt

dx
=
√

1 + h(t) ≈ 1 +
1

2
h(t) (1.12)

dt

dy
=
√

1− h(t) ≈ 1− 1

2
h(t). (1.13)

We can then calculate the amount of time τ that photons in each arm take to reach

their respective end mirrors,

τ1,x =

∫ Lx/c

0

[1 +
1

2
h(t)]dt (1.14)

τ1,y =

∫ Ly/c

0

[1− 1

2
h(t)]dt. (1.15)

Lx and Ly are the lengths between beamsplitter and end mirrors for the x and y

arms. Additionally, the limits of integration reflect a unit conversion between time

and distance; for light travelling solely in the x direction dt = dx/c. The same holds

true for light travelling in the y direction. The total flight time must also incorporate

the trip back from end mirror to return to the beamsplitter,

τx = 2
Lx
c

+
1

2

∫ Lx/c

0

[h(t) + h(t+
Lx
c

)]dt (1.16)

τy = 2
Ly
c
− 1

2

∫ Ly/c

0

[h(t) + h(t+
Ly
c

)]dt. (1.17)

Since the period of the gravitational wave will be much longer than the time of flight

for the photons in the arms, we can simplify the above by saying h(t) = h where h is

a constant. This also means h(t+ Li

c
) ≈ h. If we set Lx = Ly along with the constant

h simplification, the difference in flight time becomes

∆τ = τx − τy = 2
L

c
h. (1.18)

Making use of equation 1.9, we can recast the above in terms of the phase difference



8

between the two beams,

∆φ =
4πhL

λ
. (1.19)

The simplification of declaring h a constant allows us to accelerate the math, how-

ever it also allows the unphysical ability to make the arm length arbitrarily long. In

reality, h is a function of time and the arm length will affect the sensitivity depending

on gravitational wave frequency. This problem is fixed by giving the wave the much

more physical mathematical form of h(t) = h0e
i2πfGWt. Repeating the steps between

equations 1.14 and 1.19, we then arrive at the following expression for the phase

difference between the two arms,

∆φ(t) = h(t)τRT
2πc

λ
sinc(πfGWτRT)eiπfGWτRT . (1.20)

Note that τRT = 2L/c. Additionally, there exists a recurring zero point in the equation

whenever fGWτRT = n where n is any integer equal to or greater than 1.

How does one explain this zero point? Let’s unpack fGW a little bit to tease out

the answer. fGW is the frequency of the gravitational wave, but that can also be

expressed as c/λGW where λGW is the wavelength of the gravitational wave. Let’s say

that λGW equals the unchanged arm length, 2L. This leaves us with a sinc function

that equals zero, and explains the physics of the zero point. A gravitational wave

that passes one wavelength through the detector in the amount of time 2L/c, which

is the same as the light travel time through the unchanged arms, will equivalently

expand and then contract the light travel distance. In other words, whatever time

is lost by the arm length expanding, will then be immediately undone by time being

gained with the arm length contracting.

This can be seen visually by graphing equation 1.20. The zero points are evident

in Figure 3, where the accumulated phase drops to 0 in regular intervals starting at a

minimum gravitational wave frequency. Notice that this minimum frequency is much

higher for a 4 km arm length than for a 100 km arm length. This is expected behavior

based on the form of equation 1.20 and its physical interpretation above. The choice

of 4 km as a comparison is chosen because that is the length of the current generation

of gravitational wave detectors, pictured in Figure 4. A map of all current generation

gravitational wave detectors is shown in Figure 5.

The next logical question to ask is how well a single interferometer as described
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Figure 3 : Accumulated phase shift in an ideal 4 km and 100 km interferometer assuming a gravi-

tational wave strain h0 = 10−23 and laser wavelength λ = 1064 nm.

above would be able to detect gravitational waves from astrophysical objects or events,

as that is the goal of the LIGO detectors [45]. The distance at which the detector

can observe an event with a given signal-to-noise Ratio (SNR) is called the horizon

distance, and is given by

ρ =

√
4

∫ fhigh

flow

|h̃(f)|2
Sn(f)

df (1.21)

where ρ is the desired signal-to-noise ratio, h̃ is the Fourier Transform of the expected

waveform, and Sn(f) is the one-sided average power spectral density of the detector

noise [46]. The lower limit frequency, flow, is determined by low frequency noise

limitations, and for aLIGO is around 20 Hz [47]. The upper frequency limit, fhigh, is

given by the innermost stable circular orbit (ISCO) frequency

fhigh = fISCO =
c3

6
√

6πGM
(1.22)

where M is the mass of the binary system. For a binary neutron star system with

constituent masses of 1.4M�, fISCO = 1570 Hz [46].

h̃ is difficult to define in general terms, but we can do it for a specific astrophysical

event of our choosing. Imagine two compact objects, such as neutron stars, in a
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(a) LIGO Hanford Detector (b) LIGO Livingston Detector

Figure 4 : The two LIGO detectors at Hanford, Washington [14] and Livingston, Louisiana [15],

respectively. The arms extending off the main building 90o from each other are the 4 km beam tubes

of the interferometer. Light travels down each path and recombines, sometimes with their relative

phase altered by a passing gravitational wave, in the main building.

circular orbit with one another. In order to maximize signal from the source, we

assume the objects are localized in the sky directly overhead the detector and the

plane of their orbit is in the same plane as our detector arms. The signal which

reaches our detector is given by [48]

h̃(f) =
1

dH

( 5π

24c3

)1/2

(GM)5/6(πf)−7/6eiΨ(f ;M) (1.23)

using the notation of Brown [49]. M is defined as the chirp mass and is given by

M =
(m1m2)3/5

(m1 +m2)1/5
(1.24)

where m1 and m2 are the individual masses of the two compact objects. dH is the

horizon distance, and Ψ(f ;M) is a real function of frequency parametrized by the

total mass [47]. Setting the signal to noise ratio to ρ = 8 and by substituting equation

1.23 into equation 1.21 we can solve for horizon distance dH ,

dH =
1

8

( 5π

24c3

)1/2

(GM)5/6π−7/6

√
4

∫ fhigh

flow

f−7/3

Sn(f)
. (1.25)

Our assumption of an optimally aligned and sky located binary can be undone by

a very simple division of 2.26, accounting for averaging over all possible sky locations
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Figure 5 : A map showing the locations of all gravitational wave observatories, operational and

planned. The current global gravitational wave detector network consists of the twin LIGO detectors

in the United States, GEO600 and VIRGO observatories in Europe, and the KAGRA observatory

in Japan. There is another planned detector to be built in India. This map does not include next

generation detectors projected to be built in the 2030s and 2040s.

and orientations [48]. This gives a quantity known as the sensemon range, and is

more commonly used to describe detector sensitivity. At the time of LIGO’s first

detection, this range was 1.3 Gpc for a coalescing black hole binary with constituent

masses of 30M� and 70-80 Mpc for a binary neutron star system (BNS) [50]. With

subsequent upgrades to the detector since the first observation in 2015, the fourth

observing run, O4, is expected to have a range of 160-190 Mpc for binary neutron

star mergers. This will lead to a detection rate of 7.7+11.9
−5.7 BNS events per year [51].

1.2.3 Sidebands

The influence a gravitational wave has on the light in the arms was demonstrated

through equation 1.20. Although not explicitly stated, it was implied that this phase

difference was enough for us to observe the effect of a gravitational wave passing

through our detector. However, the photodiode depicted in Figure 2 measures incident

power, not the phase difference of the light in the two arms. It may seem like an

arbitrary difference given the relationship between power and phase difference, but

the relationship has subtleties that must be understood if one is going to operate an

interferometer to its maximum level of precision.

Operating the detector such that the light recombines entirely in phase when it
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returns to the beamsplitter in the presence of no gravitational waves is the most ob-

vious starting point. Any passing wave would make the power drop, which intuitively

leads one to believe it is the best method to run the interferometer; this is called

operating on a bright fringe [42]. Assuming the input field at the beamsplitter is E0,

then iE0/
√

2 is transmitted down the x-arm while E0/
√

2 is reflected up the y-arm.

By the time they return to the beamsplitter and recombine, each of the fields has

accrued phase φx and φy respectively. After arriving at the beamsplitter again, the

fields

Ex =
iE0

2
e2iφx (1.26)

Ey =
iE0

2
e2iφy (1.27)

are transmitted directly to the anti-symmetric port. Since the fields combine linearly,

a simple addition Eout = Ex +Ey gives us the total field at the anti-symmetric port.

The relationship between field and power at the anti-symmetric port, PAS, is given

by

PAS =

∫
Area

|E2
x + E2

y |dA = cos2(∆φ)

∫
Area

|E2
0 |dA (1.28)

where ∆φ = φx − φy. It is also worth noting that
∫

Area
|E2

0 |dA is simply the power

entering the Michelson before the beamsplitter, which is denoted Pin.

Since ∆φ is so small in magnitude, see the y-axis of Figure 3, the small angle

approximation can be used to rewrite equation 1.28,

PAS ≈ Pin(1− 2∆φ). (1.29)

The gravitational wave signal resides entirely in ∆φ, but that is being hidden behind

a huge DC term of Pin. Operating on a bright fringe makes it nearly impossible to

distinguish between small changes caused by a passing gravitational wave or noise.

Additionally, in section 1.3.2, it will be explained how increasing power in the arms

increases detector sensitivity. With this operating method, any benefit of increasing

power would be lost. This benefit is explicitly defined later, by equation 1.53.

The next logical conclusion would be to operate at the opposite of a bright fringe,

when the interferometer transmits no power when a gravitational wave signal is not

present; this is called a dark fringe or a null-point operation. Functionally, this adds
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an additional phase of π/2 to ∆φ in equation 1.28. The power on the anti-symmetric

port then takes on a different form,

PAS = Pin(∆φ)2. (1.30)

Now there is a second order dependence on gravitational wave signal that is known to

be very small; see equation 1.20 and Figure 3. For reference, the peak gravitational

wave strain h(t) that was observed in the first binary black hole (BBH) merger event,

GW150914, was just 1.0 × 10−21 [1]. This mode of operation is therefore far from

optimal.

A much better way of operating a gravitational wave interferometer is to modulate

the input laser frequency, referred to as heterodyne detection. Such modulation

results in the following field at the input

Ein = E0e
i(ωt+βcos(Ωt)) (1.31)

where Ω is the modulation frequency. Expanding to first order using the Bessel

functions yields

Ein ≈ E0e
iωt[J0(β) + J1(β)eiΩt + J1(β)e−iΩt]

= EC,in + ESB+,in + ESB−,in
(1.32)

where β is the modulation depth. The first term is the carrier field, while the sec-

ond and third terms are the upper and lower sidebands respectively. This mode of

interferometer operation is depicted in Figure 6.

Since there are now three fields to keep track of, it is useful to define an optical

transfer function t that connects the fields at the input to their respective outputs,

Eout = EC,out + ESB+,out + ESB−,out =


tC

tSB+

tSB−

(EC,in + ESB+,in + ESB−,in

)
. (1.33)

For a null-point operation, tC is given by equation 1.30. The sideband transfer func-

tions are given by

tSB± = rx,±e
iφx,± − ry,±eiφy,± (1.34)
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Figure 6 : A Michelson Inteferometer with a heterodyne detection scheme.

φi,± = (k ± kΩ)li =
(ω + Ω

c

)
li (1.35)

where k and kΩ are the carrier wave number and sideband wave number respectively

[47]. Substituting the above transfer functions into equation 1.33 yields the electric

field at the anti-symmetric port,

Eout = ieiωt
[
J0(β)kl+h+ + J1(β)sin(k∆l + kΩ∆l)(eiΩt + e−iΩt)

]
. (1.36)

In the above, l+ = lx+ly
2

is the average arm length and ∆l = lx−ly
2

is the average

differential arm length. Arranging the carrier as a null point operation now, where

k∆l = π/2, does not place the sidebands also exactly at a dark fringe, since they

accrue phase slightly differently than the carrier. This leaking of the sidebands onto

the anti-symmetric port is known as the Schnupp Asymmetry [52]. With this in mind,

equation 1.36 becomes

Eout = ieiωt
[
J0(β)kl+h+ + J1(β)sin(kΩ∆l)(eiΩt + e−iΩt)

]
(1.37)

The intensity at the output, Iout = |Eout|2, can be unpacked to make it easier to
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tease out the gravitational wave signal,

Iout = |EC|2 + |ESB+|2 + |ESB−|2 + 2Re
{
ESB+E

∗
SB−e

2iΩt
}

+ 2Re
{

(ECESB− + E∗CESB+)eiΩt
}
.

(1.38)

The last term is known as the beat note between the carrier and the sidebands. One

can use a mixer to extract this term at the modulation frequency. A mixer simply

outputs the product of two electric signals. If the same oscillator that was used to

modulate the signal, cos(Ωt), is used as the other mixer input, the resulting mixer

output is the demodulated signal,

Idemod ∝
[
4πJ0(β)J1(β)

l+
λ

sin(kΩ∆l)h+

][
cos(Ωt)sin(Ωt+ φdemod)

]
∝
[
4πJ0(β)J1(β)

l+
λ

sin(kΩ∆l)h+

][
sin(φdemod) + sin(2Ωt+ φdemod)

]
.

(1.39)

φdemod is set by the researcher to offset additional phase shifts, such as those caused

by long cables.

The output of the mixer will have signals at DC, Ωt, 2Ωt, etc. but the DC signal

is most interesting due to its relationship to the gravitational wave strain,

S = 4πJ0(β)J1(β)
l+
λ

sin(kΩ∆l)sin(φdemod)h+. (1.40)

It now becomes evident why heterodyne detection is a superior way to operate an in-

terferometer to detect gravitational waves; the signal scales linearly with gravitational

wave strain, h, and there is no large DC term that washes out the signal. When the

carrier is operated on a dark fringe ∆l = kΩ

k
π
2

and the researcher is able to optimize

the Schnupp asymmetry length for a given modulation frequency. The benefit of this

method, where the sidebands are created by an Electro-Optic Modulator (EOM) in-

troduced before the beamsplitter, is dependent on the stability of the local oscillator.

It was proven to be feasible and was implemented in Enhanced LIGO [53].

Advanced LIGO employs a homodyne detection method called DC-Readout. It

is very similar to heterodyne detection, but instead the carrier is operated just off

the dark fringe so that a small amount of the carrier reaches the anti-symmetric port

when no gravitational wave is present. A passing gravitational wave will produce

sidebands on the carrier, and the resulting beat note will have a linear relationship
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with gravitational wave strain; similar to the heterodyne method. However the DC-

Readout has the benefits of being naturally co-aligned and mode matched with the

signal field. The differences between heterodyne and homodyne lie in the technical

noises such as laser intensity fluctuations and quantum effects [54]. Noise sources will

be further explored in section 1.3.

1.2.4 The Fabry-Pérot Cavity

As shown in Figure 3, a 4 km detector is a theoretically good choice for exploring

gravitational wave signals at frequencies below roughly 5 kHz. However, in reality we

lose performance at important frequencies, such as 100 Hz. Recall from the set up for

Equation 1.18 the unit conversion between time and distance t = L/c. There was an

implicit assumption here; that the light would take one round trip through the arms

before recombining. This allowed us to simply use the arm length for L.

However, we could gain more signal if the light took multiple trips back and

forth in the arm cavities, increasing the optical path the light takes and effectively

increasing the arm length. One method to achieve this is a Herriott delay line, where

the light bounces around multiple different spots on the test masses. Another method

for building power in the arms is to create a Fabry-Pérot cavity (or resonator). Both

are shown in Figure 7.

Figure 7 : Pictured is an example of a Herriott Delay line (top) and a Fabry-Pérot cavity (bottom).

All gravitational wave interferometers, in operation or in development, use the Fabry-Pérot cavity

to build power in the arms. See equations 1.41, 1.42, and 1.43 for a quantitative description of the

three noted electric fields.

A Fabry-Pérot cavity is created by finely tuning the length between two partially
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transmitting mirrors. When one spaces the mirrors such that a round trip in the

cavity by a beam of light results in no phase change of the light, that is to say

the electric field at beginning and end are exactly the same phase, the light will

constructively interfere. Due to the small wavelength of light, 1064 nm in the LIGO-

VIRGO-KAGRA (LVK) detectors, holding the mirrors at the correct distance is very

difficult, but not impossible.

Consider the Fabry-Pérot cavity system pictured in Figure 7. The cavity is held

at length L and the two mirrors have transmission and reflection coefficients given

by t1, t2, r1, and r2. A plane wave entering the input mirror with amplitude E0

will enter the cavity and propagate back and forth between the two mirrors. There

are three fields to think about: transmitted, reflected, and circulating. In Figure

7, these fields would be located after the cavity, before the cavity, and in the cavity

respectively. These three fields are all given by different geometric series which reduce

to the following,

Etrans = tFPE0 =
( t1t2e

−ikL

1− r1r2e−i2kL

)
E0 (1.41)

Erefl = rFPE0 =
(
− r1 +

t21r2e
−2ikL

1− r1r2e−i2kL

)
E0 (1.42)

Ecirc = cFPE0 =
( t1

1− r1r2e−i2kL

)
E0. (1.43)

These fields are very sensitive to the phase accumulated in the round trip; the

cavity becomes resonant when L = nλ/2. Resonance is when the circulating coef-

ficient is maximized, which in turn means that the field circulating in the arms is

maximized [42]. The value of this coefficient is codified in the gain, and is given by

Gain = c2
FP|L=nλ/2 =

( t1
1− r1r2

)2

(1.44)

In the first observing run where gravitational waves were observed, the circulating

power was just under 100 kW [55]. The target circulating power for the current

detectors is 750 kW, which would give a design sensitivity of 200 Mpc binary neutron

star detection range [56].
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Figure 8 : A graph depicting the sensitivity of the LIGO Hanford Observatory in the most recent

observing run, O3. The x-axis has units of frequency, while the y-axis is units of m/
√

Hz. Therefore,

any gravitational wave that causes a length change at a given frequency that is smaller than the

corresponding measured noise, the solid blue line, will be drowned in the noise and unable to be

detected. Conversely, any stronger gravitational wave that falls above the blue line can be detected.

Graphs such as these are often referred to as noise budgets [16]. The DARM of the y-axis stands

for Differential ARM length. Often the y-axis will have units of 1/
√

Hz instead of m/
√

Hz. To

convert from m/
√

Hz to 1/
√

Hz, one must simply divide by the arm length. For the LIGO Hanford

observatory, that would be 4,000 meters.

1.3 Noise Sources in Gravitational Wave Interferometers

In previous sections, the theory behind how a gravitational wave interferometer op-

erates was discussed. There are myriad sources of noise that serve to effectively lower

the sensitivity of the detector [42]. All of the notable sources of noise are shown in

Figure 8. In the coming sections a few of the major sources of noise will be discussed.

The rest of the thesis will explore the causes and possible mitigation of thermal noise,

the red line in Figure 8.

The units of m/
√

Hz in Figure 8 are explained by the nature of how the curves

are derived. Each curve on the plot is an amplitude spectral denstiy (ASD). An ASD

is simply the square root of a power spectral density (PSD). A PSD is defined as the
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Fourier transform of the autocorrelation function of a time series,

Ps(f) =
1√
2π

∫ ∞
−∞

s ? s(τ)e−i2πfτdτ. (1.45)

Note that s ? s(τ) is defined as the autocorrelation function,

s ? s(τ) ≡
∫ ∞
−∞

s(t)s(t+ τ)dt. (1.46)

In the above equations, f is frequency, t is the time of the time-series data being

analyzed, τ is the interval of time away from t over which the signal is being auto-

correlated. A PSD of a time series with units of meters (the interferometers measure

arm length over time) will have units of m2/Hz. Therefore, the ASD shown in Figure

8 has units of m/
√

Hz. Ultimately, the
√

Hz reminds the reader that independent

frequency bands in a noisy time series add in quadrature, not linearly, in amplitude.

It is only in power, or energy, that they add linearly [42].

1.3.1 Seismic, Newtonian, and Residual Gas Noise

The LVK detectors are all ground-based interferometers, and as such one must con-

sider the motion of the ground on which the detectors are built. The ambient noise

introduced by seismic activity at 100 Hz is of the order of 10−11 m/
√

Hz, but a

detector must be sensitive to 10−20 m/
√

Hz [57].

In order to damp the seismic noise, the test masses are suspended on a quadruple

pendulum incorporating four stages of steel blade springs for enhanced vertical iso-

lation. The effect of such a system is to low pass filter any seismic noise below the

resonant frequency. Thus any seismic noise above 20 Hz is sufficiently damped, as

shown by the green line in Figure 8 [58, 59].

Active isolation is necessary to supplement the passive isolation described above.

Specifically, active isolation is needed for actuation of active feedback control loops

[60]. The noise introduced by these systems can be seen in the red and orange dots of

Figure 8 which drive the noise at the low frequency limits of the detector. By using

multiple stages of actively controlled platforms, the noise contribution above 1 Hz

can be suppressed [60–62].

Newtonian noise is closely linked to the seismic noise. Movement of the Earth’s
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crust causes local high or low density regions to spontaneously move about beneath

the detector. This changes the local gravitational field felt by the test masses enough

to influence the detector output. Given the cause of the changing gravitational field

is also seismic in nature, it is unsurprising to learn that this phenomenon is most

significant at low frequencies. Although it is impossible to shield the test masses

from fluctuating gravitational fields, this noise source can be mitigated via subtraction

using environmental sensors and seismometers [63, 64].

In addition to the shifting ground beneath the test masses, air molecules colliding

with a test mass imparts a force onto it. The magnitude of this force can be quanti-

tatively derived. A rectangular test mass with crosssectional area A at rest in a bath

of gas molecules will have the following rate of collisions with those molecules [42],

N =
1

4
nv̄A = nA

√
kBT

2πµ
, (1.47)

where µ is the mass of a gas molecule and n is the number density of the gas molecules.

Assuming elastic collisions, this collision rate corresponds to a mean force on one face

of the test mass of

F+ = nkBTA. (1.48)

Since the force applied involves impacts by discrete molecules, it will follow Poisson

statistics. In an integration time τ , there will be a fluctuation in the total number

Nτ of molecules hitting one face of the plate, given by the following,

σNτ
Nτ

=
1√
Nτ

. (1.49)

This yields a force noise of order

σ2
F ∼ (kBT )2nA

v̄τ
. (1.50)

Finally, this can be converted into a net force power spectrum given by

F 2(f) ∼ (kBT )2nA

v̄
. (1.51)

For test masses that must have an accuracy smaller than the width of an atomic
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nucleus, the force of the air molecules is much too large to be acceptable. Furthermore,

any air through which the beam propagates will scatter the light, causing phase noise.

These are both rectified by holding the relevant portions of the interferometer at high

vacuum of 10−8 torr or less [65].

1.3.2 Quantum Phenomena: Shot Noise and Radiation Pressure Noise

As was discussed in section 1.2.2, measuring a gravitational wave in an interferometer

is carried out by measuring a change in power due to a phase shift caused by the pass-

ing wave. Very literally, how well one can observe a gravitational wave is equivalent

to how well one can count discrete photons hitting the anti-symmetric port. However,

the photons do not arrive continuously nor regularly. This effect is known as shot

noise.

In other words, one must count a discrete number of independent events described

by a mean number of events per counting interval, N̄ . The set of outcomes for

such a system is described by Poisson statistics, yielding the following probability

distribution p(N),

p(N) =
N̄Ne−N̄

N !
. (1.52)

After applying Poisson statistics to calculate the fractional fluctuations in photon

arrival, one can extrapolate the brightness fluctuations and in turn the equivalent

gravitational wave noise [42],

hshot =
1

nL

√
~cλ

2πPin

. (1.53)

In the above equation n is the number of round trips the light takes inside the Fabry-

Pérot cavity, L is the length of the cavity, λ is the wavelength of light, and Pin is the

input power. With an input power Pin of 20 W and a circulating power of 100 kW,

the power in the arms when the first detection was made, n = 5000 [56]. The arm

length L is 4 km and wavelength λ is 1064 nm. With these numbers, one obtains a

white amplitude spectral density hshot = 8.16 × 10−25 Hz−1/2.

The rising quantum noise at high frequencies in Figure 8 is caused by the Fabry-

Pérot cavities reshaping the shot noise behavior [47]. This is due to the fact that

the interferometer response to a passing gravitational wave will decrease once the
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gravitational wavelength drops below 4L. This is shown in Figure 3 and explored

in section 1.2.2. More information on the shot noise and other quantum noises of

more complicated interferometer designs are given by Buonanno, Chen, and Kimble

[66–68].

In addition to shot noise, there is another quantum effect that influences the de-

tector, radiation pressure. This arises from the pressure the test masses feel from

the photon flux imparted onto their surface in the cavity. With the cavities circu-

lating hundreds of kilowatts of power, this effect is substantial. In order to derive

an expression for this effect, one should start by considering the force exerted by an

electromagnetic wave reflecting normally off a surface. By contemplating the shot

noise fluctuation in this force, one arrives at the following expression [42]

hrp(f) =
n

mf 2L

√
~Pin

2π3cλ
(1.54)

where m is the mass of the test mass. Using the numbers from the first detection

chosen for equation 1.53 and a mass of 40 kg for the test mass [56], the magnitude of

this noise can be quantified; hrp(f = 100 Hz) = 1.018 × 10−24 Hz−1/2.

In a physical interferometer, shot noise and radiation pressure noise will add in

quadrature. Unfortunately, minimizing one noise source often raises the other. In-

creasing power lowers shot noise due to the benefits of large number statistics, but

increases radiation pressure noise due to more radiation being present in the cavity.

Increasing the number of round trips the light takes in the cavity behaves the same

way while increasing wavelength does the opposite, lowering radiation pressure at

the expense of increased shot noise. Raising the mass of the test masses does reduce

radiation pressure with no influence on shot noise, however there are technological

and engineering limitations to how large a test mass can get. Only by increasing the

length of the arms can one simultaneously lower both sources of noise, which is the

primary motivation behind the increased size of planned next generation detectors

[9, 10].
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Chapter 2

Coating Thermal Noise and the

Test Masses

The astute reader will notice that a major noise source was omitted from summary in

the previous chapter, thermal noise. As was alluded to in the introduction of section

1.3, mitigating thermal noise is the driving motivation behind this thesis experiment.

This chapter will serve to familiarize the reader with every aspect of thermal noise as

it pertains to gravitational wave interferometers. The most relevant form of thermal

noise is mechanical or Brownian noise. Discussion will focus on this form, but there

will also be a detailed examination of thermoelastic dissipation. There will first be

a discussion on the physical nature of thermal noise, or rather noises. This will be

followed by a section detailing how one would go about modeling and predicting

thermal noise for different materials.

Once the theoretical discourse is exhausted, the focus will shift to the physical

detectors. The reader will be familiarized with the optical demands of the test masses,

which will explain why all gravitational wave detectors are required to coat their test

masses in material that is relatively high in thermal noise as compared to the bulk

of the test mass. The thermal noise levels of past, present, and future detectors will

also be explored.
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2.1 The Theory of Coating Thermal Noise

In section 1.3.2, the quantum nature of light was discussed as a limiting noise source.

However, the quantum nature of the test masses was completely ignored. The test

masses are made of molecules which are constantly vibrating back and forth, and

as such there is a limit to how precisely its position can be determined. Einstein

first characterized such a phenomenon, called Brownian Motion [69]. Nyquist found

similar behavior two decades later in the fluctuating voltage across resistors [70].

Although the systems examined by Einstein and Nyquist were radically different,

they both are the result of a more general theory applied to their experiments. This

theory is called the Fluctuation-Dissipation Theorem (FDT).

The other source of thermal noise alluded to in the introduction is thermoelastic

loss. There exists a coupling between the elastic and temperature fields in solid

structures; when objects are deformed away from their equilibrium shape, this creates

local temperature differentials. This temperature gradient dissipates energy as the

heat flows from warm areas to cooler ones, which manifests as a displacement noise.

This noise source will be explored in detail in section 2.1.3. See section 2.2 for

information on the levels of thermal noise in current and next-generation detectors,

and motivation as to why the community wishes to study means of lowering it.

2.1.1 Fluctuation-Dissipation Theorem and Coating Thermal Noise

The FDT was first formalized by Callen et al. in the early 1950s [71–74]. Imagine

a linear system that is in thermodynamic equilibrium. Such a system can have its

equation of motion in the frequency domain written in terms of the amplitude of an

external force Fext(f) which causes the system to move with a sinusoidal velocity of

amplitude v(f) in the following simple way,

Fext = Z(f)v. (2.55)

Equivalently, one can rearrange the above

v = Y (f)Fext. (2.56)
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Z(f) is the system’s impedance, while Y (f) = Z−1 is the system’s admittance. The

FDT states that the power spectrum F 2
therm(f) of the minimal fluctuating force on a

system is [71–74]

F 2
therm = 4kBTR(Z(f)) (2.57)

where R(Z) is the real or dissipative part of the impedance [42]. The power spectrum

of such a system is then easy to derive,

Sx(f) =
kBT

π2f 2
R(Y (f)). (2.58)

Thus for the first time, one was not required to create a detailed microscopic model

of any dissipative phenomenon in order to characterize the fluctuation caused by it.

The only requirement is a macroscopic mechanical model describing the impedance

as a function of frequency. It should be noted that, while empirically descriptive, the

FDT did not describe the underlying fundamental physics of the systems it was ap-

plied to. However, the FDT did formalize a known commonality amongst all systems

that dissipate; noise away from resonances is reduced by reducing dissipation. In the

test masses, this means that materials with reduced internal friction will have lower

thermal noise [75].

Although the formulation of the FDT was a major milestone in thermodynamics

and statistical mechanics, for this discussion it is more relevant to directly apply

it to the problem of internal friction inside the test masses. The derivation herein

follows the work of Levin [76]. Consider a Gaussian laser incident on the face of a test

mass. As was discussed in Chapter 1, the phase shift of the reflected light contains

information about the displacement of the face of the test mass. The power read out

from this process can be generalized as

x(t) =

∫
f(~r)y(~r, t)d2r. (2.59)

In the above, ~r is a location on the test mass surface, and so is constrained to two

dimensions. Conversely, y(~r, t) is the deviation of the boundary along the direction

of the laser beam at point ~r and time t on the test mass surface. Lastly, f(~r) is

the form factor and depends on the laser beam profile incident on the test mass.

It is proportional to the light intensity at point ~r and it is normalized such that
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∫
f(~r)d2r = 1. f(~r) is not a force, and one should be careful to not confuse it as one.

[77].

The thermal noise of such a system is defined by the fluctuations in x(t), and the

goal is to define the spectral density Sx(f) of these fluctuations. It is assumed that the

system is in thermal equilibrium at temperature T . Via the FDT, the form of Sx(f) is

explicitly given by equation 2.58. In order to evaluate the equation in any quantitative

way, the complex admittance Y (f) must be calculated. One can introduce a special

set of generalized coordinates for the test mass degrees of freedom, of which x(t) is

one. A generalized force that drives the momenta conjugate to x, but none of the

other momenta, shows up in the Hamiltonian as the following interaction term

Hint = −F (t)x(t). (2.60)

The time evolution of x(t) will be determined by this driving force, the test mass

internal elastic forces, and internal dissipation. If the Fourier transforms of the gen-

eralized force and coordinates are denoted F (f) and x(f) respectively, then the ad-

mittance of equation 2.58 is

Y (f) = 2πif
x(f)

F (f)
. (2.61)

The driving force F (t) can be calculated by substituting the definition of the observ-

able x(t) of equation 2.59 into the interaction Hamiltonian of equation 2.60,

Hint = −
∫
P (~r, t)y(~r, t)d2r. (2.62)

In the above, P (~r, t) = F (t)f(~r). From equation 2.62 it is made clear that the gen-

eralized force F (t) is the result of a pressure on the test mass surface. Conveniently,

one can impose the constraint that the pressure is spatially distributed the same way

as the beam intensity profile incident on the test mass surface.

As shown in equation 2.58, the real part of the admittance Y (f) encodes the

coupling of the test mass dissipation to the observable x(t). Applying an oscillatory

pressure P (~r, t) = F0cos(2πft)f(~r) to the test mass face demonstrates this coupling

through the admittance. From equation 2.61 it can be inferred that the power Wdiss
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that the oscillatory pressure imparts into the test mass is given by

Re[Y (f)] = πf
4Wdiss

F 2
0

. (2.63)

This can be placed directly into equation 2.58 to yield

Sx(f) =
4kBT

π2f 2

Wdiss

F 2
0

. (2.64)

Although this is a powerful result unto itself, one cannot help but feel as if the

ambiguous quantity of R(Y ) has simply been swept under the rug of Wdiss. However,

as the initial equation of 2.58 evolved into equation 2.64 under specialization, the

same can be done again to find a quantitative expression for Wdiss.

In the scenario of homogeneously distributed damping, as one would expect from a

structurally homogeneous test mass, the friction can be characterized by an imaginary

part of the material’s Young’s modulus,

E = E0[1 + iφ(f)]. (2.65)

φ(f) is the loss angle of a material, and it will be a critically important quantity in

the coming sections and chapters of this thesis. Before going further, it is important

to explore the concept of a loss angle, a unitless quantity that details how much a

process or phenomenon will dissipate energy.

Any elastic body under an external stress, ε, will experience a restoring force

opposing the external stress. These two forces, the external and the restoring, are

related by Hooke’s Law [78]. The strain on the elastic body is then given by the

Young’s Modulus, E, and the magnitude of the external stress,

ε =
ε

E
. (2.66)

A perfectly elastic body will respond instantly to the applied force, but real world

materials have a delayed response. The magnitude of this delay determines how
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anelastic a material is, with more anelastic bodies having a greater delay [79]. As-

suming the external stress is periodic, it can be written in the following way

ε = ε0e
iωt (2.67)

where the periodicity is defined by the angular frequency ω. The strain takes on a

very similar periodic form, but with an added phase term due to the anelasticity of

the material,

ε = ε0e
iωt−iφ. (2.68)

This phase lag between the external force and the strain is the mechanical loss angle,

φ(ω)mech. This internal friction is directly related to the magnitude of thermal noise

present in a material. Any changes to or imperfections in the internal structure of a

material can change the internal friction, and the loss. Grain boundaries, dangling

bonds, and imperfections in glass structure all lead to higher loss [80, 81], while

temperature change, heat treatment, and doping can raise or lower internal friction

[59, 82–84].

One can use the loss angle to quantify Wdiss as

Wdiss = 2πfUmaxφ(f) (2.69)

where Umax is the energy of elastic deformation at the moment where the test mass

is maximally extended or contracted under the oscillatory pressure of equation 2.62.

The detection frequencies of the current generation gravitational wave detectors,

characterized by the “bucket” of lower noise in Figure 8 centered on 200 Hz, are

much lower than the normal modes of the detector test masses, the lowest of which is

about 6 kHz. Therefore, when evaluating Umax one can assume a constant and non-

oscillating pressure P (~r) = F0f(~r). Constraining the beam profile to be a Gaussian

centered on the midpoint of the transverse coordinates yields the following,

f(~r) =
1

πr2
0

e−r
2/r2

0 . (2.70)

Note that r0 is the radius of the laser beam. If the laser beam spot is much smaller

than the test mass face, the test mass can be approximated as an infinite elastic
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half-space. In this approximation, the result can be assumed to be accurate up to a

fractional accuracy of O(r0/R).

Given that y(~r) is the normal displacement of the surface at location ~r caused by

the pressure P (~r), in the linear approximation of small strains y(~r) is given by

y(~r) =

∫
G(~r, ~r′)P (~r′)d2r′ (2.71)

where G(~r, ~r′) is a Green’s function. Quantifying G is a standard but nontrivial

exercise in elasticity theory, and so it is expedient to take its solution from Landau

[85],

G(~r, ~r′) =
1− σ2

πE0

1

|~r − ~r′|
. (2.72)

In the above expression, σ and E0 are the Poisson ratio and the Young’s modulus of

the material. The elastic energy stored in the material when maximally compressed

or extended is given by

Umax =
1

2

∫
P (~r)y(~r)d2r =

1

2

1− σ2

πE0

∫
P (~r)P (~r′)

|~r − ~r′|
d2rd2r′

=
1

2

1− σ2

π3E0r4
0

F 2
0

∫
e−(r2+r′2)/r2

0√
r2 + r′2 − 2rr′cos(θ)

d2rd2r′
(2.73)

where θ is the angle between ~r and ~r′. The final integral of equation 2.73 can be

evaluated by introducing polar coordinates R and φ where r = Rcosφ and r′ = Rsinφ.

The radial part of the integrand can be integrated out, and remaining angular part

can be expanded in a power series with respect to cos(θ). Integration of this power

series yields a quantitative equation for Umax up to a fractional error of O(r0/R),

Umax =
F 2

0

π2E0r0

(1− σ2)I (2.74)

I =
π3/2

4

[
1 +

∞∑
n=1

(4n− 1)!!

(2n)!4n(2n+ 1)

]
' 1.87322. (2.75)
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Substituting equation 2.74 into equation 2.69 and then that expression into equa-

tion 2.64 finally yields a tractable expression for thermal noise,

Sx(f) =
4kBT

f

1− σ2

π3E0r0

Iφ. (2.76)

Equation 2.76 is perhaps the most important equation of this work, as it fully char-

acterizes the impact thermal noise has on the detector. Once one knows the Young’s

Modulus E0, Poisson ratio σ, and the loss angle φ of a material, it is possible to

rigorously predict the thermal noise present in test masses made of such a material

using equation 2.76 [76].

2.1.2 Loss Angle of a Test Mass Coating

Although equation 2.76 is useful for assessing the loss due to the bulk of the test

masses, it is insufficient to describe the loss associated with a coated test mass. The

φ of equation 2.76 is composed of the constituent loss sources in a material; for a

coated test mass this can be broken down into the loss from the coating and the

loss from the bulk substrate. Since the test masses must act as a mirror in the

interferometer, they require mirror coatings. Unfortunately, these mirror coatings

typically have higher mechanical loss and thus higher thermal noise [86, 87]. The

reasons that the test mass must be coated with another material that is, generally,

of higher loss as compared to the bulk will be explored in detail in section 2.2.1.

An Early Derivation of Coating Loss Angle

When one considers the thermal loss due to a bulk material with a thin layer of high

loss material coated on the exterior, it becomes impossible to describe the full system

with one number. One needs to know the individual losses of all materials involved

and, importantly, the relative distribution of energy in each material. Therefore, in

order to map the loss of materials in an experiment to how it will effect the noise

in a gravitational wave detector, it is necessary to disentangle the loss due to the

substrate and the loss due to the coating. It would be ideal to simply manufacture

coated test masses and get a direct measurement of the loss, but that would waste too

much time, money, and material to be feasible. The experimental techniques used to

measure material loss will be explored in Chapter 3.
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The following derivation will follow the work of Harry et al. [88]. Instead of

defining the loss of the system as simply φ, it can be helpful to define it as a loss

that is readout by the experiment φ ≡ φreadout. This readout loss can be written as

a weighted sum of the substrate loss and the coating loss. Assuming the loss of the

coating is isotropic and homogeneous, an assumption that will be dropped later, one

can write the weighted sum quite simply,

φreadout =
1

U

(
Usubstrateφsubstrate + Ucoatingφcoating

)
. (2.77)

U is the maximum elastic energy stored in the system as a result of the Gaussian

pressure distribution, Usubstrate is the energy in the substrate, Ucoating is the energy in

the coating, φsubstrate is the loss of the substrate, and φcoating is the loss of the coating.

Since the coating is very thin compared to the size of the pressure distribution

and the substrate, the coating energy can be approximated as

Ucoating = δUd (2.78)

where δU is the energy density stored at the surface and d is the coating thickness.

Another ramification of the small coating thickness is that Usubstrate can be approxi-

mated as holding all the energy U , and therefore

φreadout = φsubstrate +
δUd

U
φcoating (2.79)

To account for possible anisotropy, it is necessary to ascribe a loss angle to each

energy density term of a cyclically deformed material. The following two orthogonal

energy density components can encapsulate the entirety of the loss:

ρ′U‖ =
1

2

(
ε′rrσ

′
rr + ε′θθσ

′
θθ + ε′rθσ

′
rθ

)
ρ′U⊥ =

1

2
ε′zzσ

′
zz

(2.80)

where ε′ij and σ′ij are the strains and stresses in the coating, respectively. The loss

angles associated with the two energy density components, ρ′U‖ and ρ′U⊥, are φ‖ and

φ⊥.
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Bulk and Shear Decomposition: Deformation of the Test Mass Surface

Although the style of decomposing the elastic energy into parallel and perpendicular

components was popular in the field for the next decade, in 2013 Hong et al [17]

found it was more useful to disentangle them into bulk and shear components. In

a high reflectivity (HR) stack, there will be many layers of alternating high index

and low index of refraction coatings. Assuming the coating layers are isotropic, they

are completely characterized by their complex bulk and shear moduli, which can be

written as
K̃ = K(1 + iφB)

µ̃ = µ(1 + iφS)
(2.81)

where K and µ are the much larger real parts of the bulk and shear moduli, respec-

tively.

Brownian thermal fluctuations of a coating can be divided into three phenom-

ena: thickness fluctuation of the coatings, fluctuation at the coating-substrate inter-

face, and coating refractive index fluctuations associated with longitudinal/thickness

and transverse/area elastic deformations. Note that this ignores thermoelastic and

thermo-refractive loss mechanisms; the focus is on mechanical loss. Consider a laser

field normally incident along the negative z direction onto a coated test mass. It has

a complex amplitude field of uin(x, y) at a fixed reference plane and intensity profile

I(x, y) = |uin(x, y)|2. Note that, for the remainder of this derivation, ~x will be used

to represent the two-dimensional vector (x, y) in the transverse plane and boldface

letters x will be used to represent three dimensional vectors. Although this notation

can be confusing, it is used by Hong et al [17] and is acceptable due to the extremely

limited usefulness of x.

Since the beamspot is much larger than the coating thickness, the reflected field

at ~x will have an amplitude given by

uout(~x) = ρtot(~x)uin(~x). (2.82)

This only depends on complex reflectivity ρtot(~x) and the incident field. One can
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Figure 9 : Depicted above is a drawing of a multilayer coated test mass. The various fluctuations

that contribute to coating noise are also pictured: δzs(~x), δlj(~x), δAj/Aj and δnj(x). Image credit

to Hong [17].

further divide ρtot(~x) into three factors,

ρtot(~x) =
uout(~x)

uin(~x)
=

[
uout(~x)

ν2(~x)

][
ν1(~x)

uin(~x)

][
ν2(~x)

ν1(~x)

]
. (2.83)

ν1(~x) and ν2(~x) are the incident and reflected complex amplitude at the coating-air

interface, respectively.

The first two factors on the right side of equation 2.83 are caused by the light

traveling from the reference plane to the coating-air interface. Up to a constant

phase factor, these two terms can be rewritten as[
uout(~x)

ν2(~x)

][
ν1(~x)

uin(~x)

]
= e−2ik0[δzs(~x)+

∑N
j=1 δlj(~x)] (2.84)

where k0 = ω0/c is the wave number of the laser in vacuum, δzs(~x) is the vertical

displacement of the coating-substrate interface from its zero point, and δlj(~x) is the

thickness fluctuation of the jth coating layer. Note that δzs(~x) and δlj(~x) are functions
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of the transverse location ~x.

The last term of equation 2.83 is a function of the phase shift experienced by

the field in each layer and the reflectivity at each interface. Therefore, ν2/ν1 can be

rewritten,
ν2(~x)

ν1(~x)
= ρ[τ1(~x), ..., τN(~x); r1(~x), ..., rN+1(~x)]. (2.85)

It is important to note that τj represents the optical thickness of the jth coating, and

is not a characteristic time. Additionally, ρ represents the complex reflectivity of the

entire multilayer stack at the coating-air interface (not to be confused with ρtot which

is the complex reflectivity of the incident field) while rj represents the reflectivity of

the jth interface, where rN+1 is the substrate-air interface on the opposite side of the

test mass.

Once the above equations 2.83, 2.84, and 2.85 are combined, the result is as follows:

ρtot(~x) = e−2ik0[δzs(~x)+
∑N

j=1 δlj(~x)]ρ
[
{τj(~x)}; {rp(~x)}

]
(2.86)

Brownian thermal forces induce fluctuations in both the real and imaginary parts

of the complex reflectivity. Sensing noise is created by phase modulation of the

outgoing field, as seen in the argument of the complex reflectivity. Furthermore, a

ponderomotive force noise is created by amplitude modulation of the outgoing field,

caused by fluctuations in the magnitude.

The amplitude and phase fluctuations of the reflected light at position ~x on the

test mass surface can be encoded in the real and imaginary parts of the derivative of

the log of the complex reflectivity,

δlogρtot(~x) =
δρtot(~x)

ρtot(~x)
. (2.87)

Amplitude fluctuation can equivalently be thought of as intensity fluctuation and

quantified that way,

δI(~x)

I(~x)
= 2

δ|ρtot(~x)|
|ρtot(~x)|

= 2Re
[
δlogρtot(~x)

]
. (2.88)
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Phase fluctuation is given by

δφ(~x) = δarg
[
ρtot(~x)

]
= Im

[
δlogρtot(~x)

]
(2.89)

Therefore, it is possible to create our own functions of ~x, ξ and ζ, that encapsulate

phase and amplitude noise, respectively,

ξ(~x)− iζ(~x) =
−i
2k0

δ
[
logρtot

]
. (2.90)

Note that ξ and ζ both have dimensionality of length. Using equation 2.89, the form

of ξ can be quantified,

2k0ξ(~x) = δφ(~x). (2.91)

Note that φ(~x) is a phase, and not the coating loss angle in the above equation. As

was discussed in chapter 1, the test mass position is measured via the phase shift of

the reflected light through the relation ∆φ = 2k0∆z. It then becomes obvious that

ξ represents the displacement noise due to phase fluctuations in the reflected light

caused by the coating. A similar process can be followed for ζ,

2k0ζ(~x) = Re
[
δlogρtot

]
=
δI(~x)

2I(~x)
. (2.92)

This will cause a fluctuating force on the mirror, but the effect will be much smaller

than that caused by ξ for gravitational wave detectors.

Now that the authenticity of ξ and ζ as representative of phase and amplitude

noise has been proven, one can substitute equation 2.86 into the initial definition of

ξ and ζ equation 2.90,

ξ(~x)− iζ(~x) =− δzs(~x)−
N∑
l=1

δlj(~x)−
N∑
j=1

i

2k0

[
δlogρ

δτj
δτj(~x)

]

−
N+1∑
p=1

i

2k0

[
δlogρ

δrp
δrp(~x)

]
.

(2.93)

The first term is due to the longitudinal motion of the coating-air interface at ~x, while

the second term represents thickness fluctuations of the coating layers. The third term

is the sum of phase gained by the field as it propagates through the coating layers,
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which is fluctuating layer to layer. The last term is the reflectivity of the pth interface,

summed over all interfaces.

The origin of these fluctuations, δτj and δrp, is not obvious. As light propagates

inside the coating layers, it is subjected to the photoelastic effect. The material the

light is passing through is subject to Brownian stresses, which cause an isothermal

fluctuation in δnj(x),

δnj(x) = βLj Szz(x) + βTj
[
Sxx(x) + Syy(x)

]
(2.94)

where

βLj ≡
(
∂nj
∂logl

)
Aj

βTj ≡
(

∂nj
∂logA

)
lj

. (2.95)

In the above, L is short for longitudinal, while T is short for transverse. The subscripts

Aj and lj represent a fixing of transverse area and longitudinal length, respectively.

Sij is the expected definition of strain given by

Sij ≡
1

2

[
∂ui
∂xj

+
∂uj
∂xi

]
(2.96)

where ui(x), i = 1, 2, 3 are components of the displacement vector of the mass element

at position x.

Notice that in equation 2.94, Sxx +Syy represents the fractional increase in trans-

verse area. When the beam spot size is much larger compared to the coating thickness,

this term can safely be ignored. After dropping that term, βLj can be rewritten as

simply βj.

The remaining term of equation 2.94 causes both an additional phase shift and

back scattering of the field penetrating the coating layers. These effects can be quan-

tified by altering the phase shift of each layer δφj and the reflectivity δrj,

δφj = k0

[
(nj + βj)δlj −

1− r2
j

2rj
βjδl

c
j +

1 + r2
j−1

2rj−1

βj−1δl
c
j−1

]
(2.97)

δrj = k0t
2
jβjδl

s
j . (2.98)

It is important to note that the δφj in equation 2.97 does not represent loss angle

in any way, but instead symbolizes a small phase change caused by a similarly tiny
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fluctuation in optical thickness δτj. To make the above equations more compact, the

following expressions are contained within δlcj and δlsj ,

δlcj ≡ −
∫ lj

0

Szz(zj+1 + z)cos(2k0njz)dz

δlsj ≡ −
∫ lj

0

Szz(zj+1 + z)sin(2k0njz)dz.

(2.99)

Note that when j = 0, then δlcj = δlsj = 0. Additionally, zj represents the z coordinate

of the jth layer and can be defined as

zj ≡
N∑
n=j

ln. (2.100)

After substituting equations 2.97 and 2.98 into equation 2.93, one will obtain

ξ(~x)− iζ(~x) = −zs(~x)−
N∑
j=1

∫ zj

zj+1

[
1 +

iεj(z)

2

]
uzz(~x, z)dz. (2.101)

The new term εj(z) captures all effects associated with light penetration into the

coating,

εj(z) =(nj + βj)
∂logρ

∂φj
− βj

[
1− r2

j

2rj

∂logρ

∂φj
−

1 + r2
j

2rj

∂logρ

∂φj+1

]
× cos

[
2k0nj(z − zj)

]
− t2jβj

∂logρ

∂rj
sin
[
2k0nj(z − zj+1)

]
.

(2.102)

It is important to notice that the last term of the sum in equation 2.101 has a unique

impact on εj(z). Since φN+1 does not exist, the second half of the second term is zero

for this last term alone.

Once again, it is possible to decompose the real and imaginary parts of the right-

hand side of equation 2.101 to find individual expressions for ξ and ζ,

ξ(~x) = −zs(~x)−
N∑
j=1

[
T ξj δlj(~x) + T ξcj δlcj(~x) + T ξsj δlsj(~x)

]
(2.103)

ζ(~x) =
∑
j=1

[
T ζj δlj(~x) + T ζcj δlcj(~x) + T ζsj δlsj(~x)

]
. (2.104)



38

Note that the various T ikj are transfer functions from the δij to a displacement equiv-

alent thermal noise. See Hong [17] for the specific form of each transfer function.

In theory, the magnitude of ξ and ζ are comparable in a stack with an arbitrary

number of layers. However, for the highly reflective stacks of the LVK test masses,

the real part of ∂logρ/∂φj and ∂logρ/∂rj are much smaller than the imaginary part.

Therefore, in practice, ξ >> ζ which implies that amplitude fluctuations are much

smaller than phase fluctuations.

Bulk and Shear Decomposition: Conversion to Sensed Displacement Noise

Up until this point, the fluctuations at each point on the test mass surface have been

derived. However, the detector can only sense one displacement noise. Recall that the

Fabry-Pérot cavity only resonates one optical mode; this mode has complex amplitude

u0(~x) incident on the test mass surface. The reflected field will take the form uout(~x) =

ρtot(~x)u0(~x), which contains other modes alongside the incident mode. These other

modes will not resonate in the cavity. Picking out the part of the reflected field that

resonates in the cavity yields the following expression for complex reflectivity:

ρ̄ =

∫
u∗0(~x)uout(~x)d2~x∫

u∗0uoutd~x
=

∫
ρtot(~x)I(~x)d2~x

I(~x)d2~x
. (2.105)

In the above, I(~x) ≡ |u0(~x)|2 and ρ̄ is averaged over the phase front. Using equations

2.90 and 2.105, one finds that

δρ̄

ρ̄
= 2ik0(ξ̄ − iζ̄) (2.106)

ξ̄ ≡
∫
ξ(~x)I(~x)d2~x∫
I(~x)d2~x

ζ̄ ≡
∫
ζ(~x)I(~x)d2~x∫
I(~x)d2~x

. (2.107)

The phase change accumulated by the returning light is given by 2ik0ξ̄. This effect

is the same amount of phase change created by the mirror being displaced a distance

of ξ̄, and so mirror deformation translates directly to a displacement noise via ξ̄. The

amplitude noise ζ̄ is much smaller, and therefore not a significant source of noise.
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Recall in section 2.1.1 the derivation of thermal noise through the Fluctuation-

Dissipation Theorem yielded equation 2.64, but this can be rewritten as

Sx(f) =
4kBT

π2f 2

Wdiss

F 2
0

=
4kBT

π2f 2

U

F 2
0

φ (2.108)

where φ is the loss angle defined by

φ =
Re[Z(f)]

Im[Z(f)]
. (2.109)

Note that Z(f) is the mechanical impedance from equation 2.55 at the beginning of

this chapter.

The thermal noise due to the fluctuation of the coating-air interface position can

be obtained by using equation 2.108, but it can also be found by applying a pressure

profile proportional to I(~x) to the mirror surface. Here we can separate elastic energy

into bulk and shear components via [85]

Ucoating = UB + US =

∫
coating

(K
2

Θ2 + µΣijΣij

)
dV (2.110)

where Θ is the expansion, and Σij is the shear tensor. The imaginary parts of the

bulk and shear moduli from equation 2.81 allow us to write the dissipated energy in

the coating as

Wdiss = φBUB + φSUS. (2.111)

Due to the much lower loss in the substrate, equation 2.111 serves as an accurate

expression for dissipated energy in the entire system, not just the coating.

However, in order to be totally accurate, the interface between coating and sub-

strate must also be properly accounted for. In the derivation, Hong formalizes the

effect the bulk and shear deformations have on the substrate and coating. Bulk de-

formations of the coating layer alter the thickness of the coating, altering the position

of the coating-air interface. Shear deformations of the coating layer do not alter

thickness, but are a shape change that causes the coating to contract with respect

to the coating-substrate interface. Starting from a pressure profile described by the

following

f(~x) = F0w(~x) (2.112)



40

where w(~x) represents the normalized intensity profile of the beam, the form of the

normalized energy for the bulk and shear parts is shown to be

UB

F 2
0

=
(1− 2σc)l

3

[ Yc
Y 2
s

(1− 2σs)
2(1 + σs)

2

(1− σc)2
+

1

Ys

2(1− 2σs)(1 + σs)(1 + σc)

(1− σc)2

+
1

Yc

(1 + σc)
2

(1− σc)2

] ∫
w2(~x)d2~x

(2.113)

US

F 2
0

=
2l

3

[ Yc
Y 2
s

(1− σc + σ2
c )(1 + σs)

2(1− 2σs)
2

(1− σc)2(1 + σc)
− 1

Ys

(1 + σc)(1− 2σc)(1− 2σs)(1 + σs)

(1− σc)2

+
1

Yc

(1− 2σc)
2(1 + σc)

(1− σc)2

] ∫
w2(~x)d2~x

(2.114)

where l is the coating thickness, and the subscripts s and c stand for the substrate

and coating respectively. Note that∫
w2(~x)d2~x ≡ 1

Aeff

(2.115)

where Aeff is the effective beam area.

The importance of the above equations become clear when we seek the form of

the thermal noise that accounts for different bulk and shear losses. By substituting

the form of dissipated energy from equation 2.111 into equation 2.108, the following

noise spectrum emerges,

Sξ̄ =
4kbT

πf

[
φB
UB

F 2
0

+ φS
US

F 2
0

]
. (2.116)

Although this derivation does not account for light penetration into the coating,

neither had previous derivations. Furthermore, compared to the previous work done

by Harry et al [88] and others, Hong’s work demonstrated that coating thermal noise

was being underestimated.

However, an accurate analysis of the coating thermal noise for a detector test

mass is a little more complex than this. The reasons for this will be explored in detail

in section 2.2.1, but for now it is sufficient to know that the test mass has strict

requirements on optical properties such as index of refraction, scatter, reflectivity,

and absorption. No single layer coating is going to meet the requirements imposed on
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the detector, but an alternating highly reflective (HR) stack of alternating layers of

coatings does. The most current aLIGO test masses use a stack of alternating titania

doped tantala (Ti:Ta2O5) and silica.

Hong [17], who we have followed for the derivation of bulk and shear contributions

to the thermal noise power spectral density in equation 2.108, goes on to account

for light penetration in a multi-layer stack. Although this work is lauded in the

coatings community, in order for it to be useful one must know the bulk and shear

loss contributions independently, not their collective total loss. Quantifying these loss

angles separately from ringdown measurements has not yet been rigorously formalized,

but it has been accomplished to a satisfactory degree [19, 89, 90] by fitting the loss

of multiple modes. This is explored more in section 5.3.1.

Yam et al [89] simplified this calculation by assuming that, roughly, φshear ≡
φbulk. Although this defeats the purpose of the bulk and shear decomposition, it does

simplify the calculation of the thermal noise power spectrum. In this regime, the

expression for thermal noise is given by

SBrz =
4kbT

πr2
Gω

1− σs − 2σ2
s

Ys

∑
j

bjdjφMj (2.117)

where kB is the Boltzmann constant, T is the temperature of the mirror, rG ≈ 6 cm

is the Gaussian beam radius, ω is the angular frequency, σs is the Poisson ratio of

the substrate, Ys is the Young’s Modulus of the substrate, bj is a unitless weighting

factor, dj is the coating thickness of the jth layer, φMj is the mechanical loss of the

jth layer. The weighting factor, bj, is

bj =
1

1− σj

[(
1− nj

∂φc
∂φj

)2Ys
Yj

+
(1− σs − 2σ2

s)
2

(1 + σj)2(1− 2σj)

Yj
Ys

]
(2.118)

where nj in the above equation denotes the index of refraction for the jth layer.

The weighting factor of equation 2.118 accounts for two phenomena in the coating

stack that are sources of phase noise. As was discussed earlier in this chapter, the test

mass coating layers will expand and contract, altering the position of the coating-air

interface that the carrier beam will reflect off of. This is accounted for by scaling the

noise via the ratio of the substrate’s and coating’s Young’s Moduli for each coating

layer. There is also an additional effect from the interplay of the coating-substrate
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interface. This is accounted for by the second term involving the Poisson ratios of

the substrate and the layers, scaled by the reverse ratio of the Young’s moduli. This

weighting factor is then further influenced in equation 2.117 by the thickness dj and

the mechanical loss φj of the jth layer.

2.1.3 Thermoelastic Dissipation

Thermoelastic Dissipation, also referred to as TED or thermoelastic loss, is a loss

source intrinsic to all materials. As an object is deformed, there will be locations in

the material where it is being either stretched or compressed. These local contortions

cause that small portion of the object to heat up or cool down, depending on the

nature of the local stress and the material properties. All of these local temperature

gradients caused by the macroscopic deformation of the object cause irreversible heat

flows, the direction of which are highly dependent on the geometry of the object and

the deformation. Figure 10 is an example of this phenomenon in a bent beam. The

first person to craft a theory for this phenomenon was Zener in 1937 [91].

Since TED results from the creation of a heat flow due to elastic stresses and

strains, the level of TED present in a material is determined by the coupling between

the temperature and strain gradients via the coefficient of thermal expansion,

ρ
∂2u

∂t2
= Y

∂2u

∂x2
+

αY

1− 2σ

∂T

∂x
(2.119)

cρ
∂T

∂t
= κ

∂2T

∂x2
− αY T0

1− 2σ

∂

∂x

∂u

∂t
. (2.120)

Note that u is the displacement, Y is the Young’s Modulus, σ is the Poisson ratio,

c is the heat capacity, T is the temperature at a given point x, T0 is the average

temperature, κ is the thermal conductivity, ρ is the density, and α is the coefficient

of thermal expansion, often referred to as CTE. The importance of the CTE to this

phenomenon is demonstrated by the second term on the right side of both equations

2.119 and 2.120; if CTE vanishes, so too does the coupling and TED completely

disappears.

Applying the above equations 2.119 and 2.120 to the beam depicted in Figure

10, one can determine that the CTE in the beam is positive. In this case, com-

pressive strain will lead to a temperature increase, while tensile strain will lead to a
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Figure 10 : A model of TE Dissipation in a bent beam. Darker areas are hotter, while lighter areas

are colder. Notice how the locations where the material is being compressed heat up, while the

opposite is true where the material is being stretched. In the center, this causes a local heat flow

from the bottom of the bar to the top, shown by the arrow in the cut-out. Credit for this image to

Candler [18].

temperature decrease. For a material with a negative CTE but the same geometry,

the opposite temperature gradient would be created under the same applied strain.

Energy dissipation results from the strain gradients inducing temperature gradients,

driving irreversible heat flows. Therefore, any object that is subject to a large strain

gradient will have prominent TED, except in the exceptionally rare case when the

CTE is negligible or zero [92].

Thermoelastic Dissipation in a Thin Disk

To quantify the TED in an object, one must solve the coupled equations 2.119 and

2.120. The geometry of the object heavily dictates the form of the solution, so an

expression for TED that works for a beam would not work for a butterfly resonator

nor would it be adequate for a disk resonator. This work will quantify the TED of a

silicon thin disk resonator, then further complicate the problem by finding the TED

of the same resonator coated in a different material a few micrometers thick. The

reason for this is made clear in chapter 3, but for now it will be justified simply by

stating that these are the types of resonators used in this work to measure thermal

noise of possible future test mass coatings.

Following the work of Cagnoli [19] with a correction by Tait [59], for a thin disk
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the loss due to TED is given by

φTED = D (3α)2KT0

ρcV

ωωpeak
ω2 + ω2

peak

(2.121)

where K is the bulk modulus, cV is the heat capacity at constant volume, ω = 2πf is

the angular frequency, ρ is the density, D is a geometric factor, and ωpeak, the angular

frequency of the Debye peak, is given by

ωpeak =
κ

ρcV

(π
L

)2

. (2.122)

Note that φTED is maximized when, holding all else equal, ω = ωpeak. In the above

expression, κ is the thermal conductivity and L is the thickness of the disk, which

is 500 µm for this work. The importance of ωpeak can be physically justified by

considering heat flows in an object resonating with angular frequency ω. If the heat

flows too quickly, ω � ωpeak, whatever temperature gradient is generated by the

deformation will equilibrate long before the object can drive further heat flows. If the

heat flows too slowly, ω � ωpeak, the temperature gradient induced by the object’s

oscillation will not change before the strain field flips. This causes the old temperature

field to be canceled by that of the opposite strain field; heat cannot significantly flow.

The geometric factor is a ratio between the pure dilatation energy and the total

elastic energy. It tells the user the proportion of the total elastic energy that is

present in a certain mode or deformation shape, and as such holds all the geometric

information of a certain applied strain. Following a derivation of Li [93], the geometric

factor D for a thin cylinder is given by

D =
(1 + σ)(1− 2σ)

3(1− σ)

∫ ∫
(Wxx +Wyy)

2dxdy∫ ∫
[(Wxx +Wyy)2 − 2(1− σ)(WxxWyy −W 2

xy)]dxdy
, (2.123)

where σ is the Poisson ratio of the material and the Wii(x, y) are the deformed shape

of the membrane. This geometric factor is often referred to as a dilution factor,

however the name is altered here since the term is used copiously later in relation to

energies present in the coating.

The nature of the geometric factor and its relationship to the different resonant

modes in thin disk resonators will be explored in section 3.3.1. For now, it is sufficient
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to follow Cagnoli [19], who uses finite element analysis (FEA) to determine the value

of D for crystalline silicon thin disk resonators, the same substrate material that was

used in the experiment that is the focus of this thesis. For more context on the

motivation of crystalline silicon as a substrate, see section 4.1.

The astute reader will notice the severe dependence equation 2.121 has on tem-

perature. Not only is there the linear scaling of T0, but α, cV , and κ all change

with temperature as well. Technically, the bulk modulus K also has a dependence

on temperature. However, the work of Liu [11] shows that the change is so small in

the temperature range relevant to the experiment that one can ignore it and still get

an accurate calculation of TED. The value for K used to calculate the TED in the

silicon resonators is given in the caption of Table 1, which contains the values of the

rest of the temperature dependent constants used in this analysis.

Table 1 : A table detailing all the constants for crystalline silicon at a given temperature for the

TE loss analysis. The value of Bulk Modulus K was held fixed at 100 GPa. See Liu [11] for the

justification of fixing K.

Thermal Constant Temperature
12 K 20 K 50 K 100 K 122 K 200 K 300 K

α[K−1] [94] 1.3e-9 -2.7e-9 -3.0e-7 -3.3e-7 -5.0e-8 1.4e-6 2.6e-6
κ[W/m/K] [95] 1800 3000 2600 950 580 266 156
cV [J/kg/K] [96] 0.20 1.0 3.0 8.5 10. 17 22.5

Figure 11 shows the TED loss angle and the measured loss angle at specific tem-

peratures of two 4 inch diameter thin disk silicon resonators for all the measured

normal modes of the disk. It is important to note that the measured loss angle is

the sum of all dissipative mechanisms in the system, as explored in section 2.1.1, of

which TED is just one dissipative phenomenon. From Rodriguez [92],

φtotal =
1

2π

Energy dissipated per cycle

Energy stored in the system
(2.124)

φtotal =
∑
i

φi = φmech + φTE + φgas + φsupport + φother (2.125)

one can see some of the different loss phenomena present in the system. Chapter 3

and the results presented in chapter 4 will provide evidence that the substrate loss

sources besides φmech and φTE are generally negligible, and go into detail about the
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Figure 11 : Theoretical thermoelastic loss of 4 inch diameter bare silicon disk normal modes with

disk thickness of 500 µm at various temperatures from 12 K to 300 K, plotted with the measured loss

for those modes. Refer to Figure 12 to see the data at each mode individually. The data marked with

an × are modeled, while the solid circles were measured in the Cryogenic Gentle Nodal Suspension,

see chapters 3 and 4. Any measured data without error bars is due to the error bars being too small

to see. The measured loss is dominated by TED at 100 K, 200 K, and 300 K. The importance of the

coefficient of thermal expansion is demonstrated by the large drop in TE loss at 122 K, where it is

near a zero crossing point of the coefficient. Even though the temperature is higher, the measured

loss at 122 K is equal to or lower than the measured loss at 50 K for all modes. The dip between the

two modes just above 6 kHz is due to the fact that these modes are from different mode families,

which alters the value of the geometric factor D. Since the measured loss is a combination of all loss

sources, the measured data (circles) sit above the TED model (×) or agree with it. The important

lesson to be learned from this graph is that the substrate loss is totally dominated by TED above

50 K except at 122 K. The continuous curves of Figure 12 allows even better understanding of when

TED is responsible for the measured substrate loss. See Cagnoli [19] and equation 2.121 for more

details about the model.

experiment used to measure loss. For now, it is sufficient to know that the loss of the

disk is measured by observing the ringdowns of the disk’s normal modes of vibration.



47

(a) Mode 1: 390 Hz (b) Mode 3: 994 Hz

(c) Mode 5: 1736 Hz (d) Mode 7: 2554 Hz

(e) Mode 12: 4993 Hz (f) Mode 14: 6159 Hz

Figure 12 : Modeled substrate loss due to thermoelastic dissipation (green curves) compared to

measured substrate loss (purple points) for the first six modes. The green curves were calculated

using equation 2.121. The purple points were measured in the Cryogenic Gentle Nodal Suspension

by the author, see chapters 3 and 4 for details on the experiment and crystalline silicon substrate

measurement process.

Looking at Figure 11 while operating under the assumption that φmech and φTE

are the only two dominant sources of dissipation, one can understand for a thin silicon
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(g) Mode 15: 6400 Hz (h) Mode 20: 8100 Hz

Figure 12 : Modeled substrate loss due to thermoelastic dissipation (green curves) compared to

measured substrate loss (purple points) for the last two modes. The green curves were calculated

using equation 2.121. The purple points were measured in the Cryogenic Gentle Nodal Suspension

by the author, see chapters 3 and 4 for details on the experiment and crystalline silicon substrate

measurement process.

disk at what temperatures the loss is dominated by TED, and at what temperatures

the loss is due to internal friction. Due to experimental time constraints, the mea-

sured loss of the substrate does not have many ringdowns associated with each point.

However, as will be shown in chapter 4, these measurements agree within a factor of

two with previous work done by Granata et al [82]. Therefore, the experimental data

can be trusted with few measurements taken.

It is clear at 300 K that the TED is so strong and the loss so large that the

ringdown can hardly be measured. A similar effect is observed at 200 K, where TED

is pushing the limits of our observational technique. This is reflected by the fact that

many of the modes are missing data points at these temperatures; the ringdowns are

too short to be measured.

The jump down in φTE at 122 K is startling given the lack of difference in φTE

between 200 K and 300 K, but table 1 illuminates this behavior. At 122 K, the co-

efficient of thermal expansion α is very close to a zero crossing point, and is nearly

two orders of magnitude smaller than at 200 K. Equations 2.119 and 2.120 demon-

strate that the coupling between the strain and temperature gradients is lost when

α = 0, and so at 122 K the measured loss is dominated by surface losses [97–99] of

the substrate. The surface loss conclusion is made because the loss sits well above

the modeled TED and reflects behavior observed before [98, 99].
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At 100 K, the φTE jumps back up and establishes dominance again, as is shown

by the measured loss mirroring the modeled loss of TED. 50 K is where we begin

to see φTE disappear in importance, as the thermoelastic loss drops precipitously to

meet the surface loss somewhere between 25 and 50 K for each of the modes of Figure

12. For the last two temperatures, at 12 K and 20 K, the loss due to TED is so low

that it is hardly worth considering at all. These are the best temperatures at which

to measure the internal friction of a coated thin silicon disk, as the substrate loss will

be negligible compared to the additional loss imparted from the coating. Chapter 3

describes in detail how coating mechanical loss is extracted from the measured losses

of the coated sample and bare substrate.

Figures 11 and 12 show the effect of mode frequency and temperature on the

TED. There is a surface of thermoelastic loss that one can explore by changing both

independent variables of frequency or temperature, and the previous figures have just

been slices of this surface. The full surface is shown in Figures 13 and 14. The heavy

dependence on temperature is further demonstrated by the shape of the surface, where

moving in frequency does not change the amount of TED significantly. Across the

temperature range, however, a change in the loss by a factor of almost 1020 can be

observed. The dips at roughly 18 K and 122 K are due to interpolated zero crossing

points of the coefficient of thermal expansion, and matches work done by Lyon [94].

This surface was created by interpolating between the many physical parameters

that we only have discrete values for. Specifically, these are the quantities in Table 1

and the geometric factors taken from Cagnoli et al [19]. The geometric factors show

a smooth behavior so long as you stay within the same mode family, so this excluded

the modes at 6159 Hz and 8021 Hz, which do not belong to the same family as the

rest of the modes. The mode family interpolated between the six other points is the

m = 0 family, where there are no nodal circles. This is explained more in Chapter 3.

Thermoelastic Dissipation in a Disk with a Thin Film Coating

Due to optical requirements on the test masses of gravitational wave detectors, it is

practically, though not theoretically, impossible to build a test mass from a single

material. These optical requirements are explored further in section 2.2.1, however

for now it is sufficient to know that the test masses are coated in alternating high

and low index of refraction materials to meet scattering and absorption performance
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Figure 13 : This plot shows the surface of TED. This view emphasizes the large variance experienced

at a single frequency when temperature is varied. Note the z-axis is plotting log(φTE) due to

limitations of the plotting software.

demands.

The following derivation will follow the work of Zhou et al [20]. Start with a

simple thin disk resonator with a coating that has thickness l. The substrate that it

sits on has thickness of h− l. All other dimensions of the coating match the substrate,

so one can visualize it as an extremely thin film on top of a disk. This thin film is

subject to the strain gradient on the top of the substrate it is bonded to, meaning

that the strain it experiences will be driven by the bond to the substrate.

The surface normal of the system is defined to be the z -direction, and the surface

itself is located at z = 0. Therefore, the film will extend to z = l, where the substrate-

coating interface is located. The substrate extends downward from the interface until

z = h, where h � l. The model assumes the film and substrate are uniform. Under

these conditions, the thermoelastic effect and subsequent heat propagation normal to

the surfaces are studied.
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Figure 14 : This plot shows the surface of TED. This view emphasizes the small variance experienced

at a single temperature when frequency is varied. Note the z-axis is plotting log(φTE) due to

limitations of the plotting software.

Since TED is a measure of energy dissipated caused by the coupling of deformation

and thermal fields, the relationship between the elastic field and the temperature field

it produces are found first. The thermal strain and associated power dissipation can be

found after defining the boundary conditions and solving the equilibrium equations.

By defining an input stress, elasticity theory can be used to determine the total

energy in the system. Using the definition of loss, an expression for the loss due to

the coating-substrate interface can be found.

Using the linear heat equation along the z-direction, one can find the temperature

distribution coupled to the input elastic field [85],

∂θj
∂t
− κj

∂2θj
∂z2

= − EjαjT

(1− 2νj)cj

∂

∂t

∑
ε0,j. (2.126)

In the above equation, θj(t, z) is the time and position varying temperature, κj is the
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thermal diffusivity, Ej is the Young’s modulus, αj is the coefficient of linear thermal

expansion, T is the background temperature, νj is the Poisson’s ratio, and cj is the

specific heat capacity for constant volume. The subscript j = f, s denotes whether

the quantity is evaluated in the film or substrate, respectively.

Assuming an exponential form of θj(t, z) = θj(z)exp(iωt) for the temperature field

and ε0(t) = ε0exp(iωt), equation 2.126 becomes

iωθj − κj
∂2θj
∂z2

= −iωβj (2.127)

where βj is given by

βj =
EjαjT

(1− νj)cj

∑
ε0,j. (2.128)

The boundary conditions for the heat flux are defined as

∂θf
∂z

∣∣∣
z=0

= 0

kf
∂θf
∂z

∣∣∣
z=l

= ks
∂θs
∂z

∣∣∣
z=l

∂θs
∂z

∣∣∣
z=h

= 0

(2.129)

where kj is the thermal conductivity. As previously shown by Fejer et al [100], the

solution to the heat equation has a particular solution θp,j(z) that couples to the

strain and a specific solution θs,j(z) that meets the boundary conditions. Combining

these solutions gives the thermal fields for the film (coating) and substrate,

θf = −βf +
∆β × cosh(γfz)

cosh(γf l) +Rsinh(γf l)coth(q)

θs = −βs −
∆βR× cosh

(
γs(h− z)

)
coth(γf l)sinh(q) +Rcosh(q)

.

(2.130)

Note in the above equation that q = γs(h− l), ∆β = βf − βs, γj = (1 + i)
√
πfcj/kj,

and R = (kfγf )/(ksγs) =
√

(kfcf )/(kscs).

The stress and strain states, decomposed into in-plane stress and normal stress to

the surface, need to be found in order to determine the oscillatory thermal field from

an applied stress at a given frequency ω. The elastic fields in the film, denoted by

subscript 0, can be found using the elastic boundary conditions.
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For stress parallel to the surface, assuming symmetry on the surface, the boundary

conditions are given by σ0,xx = σ0,yy = σ0,‖ and σ0,zz = 0. Through Hooke’s Law, the

following relation between stress and strain is found,

ε0,xx,j = ε0,yy,j =
1− νj
Ej

σ0,‖

ε0,zz,j =
−2νj
Ej

σ0,‖.
(2.131)

In matrix form, this can be expressed as

ε0,ii,‖,j = a0,ii,jσ0,‖

σ0,ii,‖,j = b0,ii,jσ0,‖
(2.132)

where

a0,j =


1−νj
Ej

0 0

0
1−νj
Ej

0

0 0
−2νj
Ej



b0,j =


1 0 0

0 1 0

0 0 0

 .

(2.133)

Thus, the elastic energy stored per unit area is given by

Estored,‖,j =
1

2
σε× l

=
1

2
σ2

0,‖,jl
∑

b0,ja0,j

=
1

2
σ2

0,‖,jl ×
2(1− νj)

Ej
.

(2.134)

A similar exercise can be done for stress perpendicular to the coated surface. Here

the boundary conditions are σ0,zz = σ0,⊥; σ0,xx, σ0,yy 6= 0; ε0,zz 6= 0; ε0,xx = ε0,yy = 0.

Again using Hooke’s Law, the following expressions are obtained,

σ0,xx,j = σ0,yy,j =
νj

1− νj
σ0,⊥

ε0,zz,j =
σ0,j

Ej

(1− 2νj)(1 + νj)

1− νj
.

(2.135)
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Once more, one can represent this in a matrix,

ε0,ii,⊥,j = d0,ii,jσ0,⊥

σ0,ii,⊥,j = g0,ii,jσ0,⊥.
(2.136)

Note that c, e, and f were skipped as placeholder constants since they already repre-

sent other quantities. In equation 2.136, d0,j and g0,j are given by

d0,j =


0 0 0

0 0 0

0 0
(1−2νj)(1+νj)

(1−νj)Ej



g0,j =


νj

1−νj 0 0

0
νj

1−νj 0

0 0 1


. (2.137)

Now the elastic energy stored per unit area can be found again, this time for the

perpendicular regime,

Estored,⊥,j =
1

2
σε× l

=
1

2
σ2

0,⊥,jl
∑

g0,jd0,j

=
1

2
σ2

0,⊥,jl ×
(1− 2νj)(1 + νj)

Ej(1− νj)
.

(2.138)

With an expression for stored energy and the form of our stress and strain fields

assumed, it will be possible to determine the loss due to the interface once the energy

dissipated per cycle is known. The rate of energy dissipation per unit volume in the

deformed film is defined by

pdiss,f =
1

2

σ∂ε

∂t
= ω

∑
Im[σ1,iiε0,ii + σ0,iiε1,ii]. (2.139)

The energy dissipated per unit area is given by

Ediss,f = τ

∫ l

0

pdiss,fdz (2.140)
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where τ = 2π/ω With equations 2.139 and 2.140 and knowledge of the thermal and

applied fields, expressions for the dissipated energy can be found,

Ediss,total,‖ = 2πσ0 × Im
[
(2νf − 2)αfθ1,fγ

−1
f sinh(γf l)

+ (4− 2νf )αsθ1,scosh(γs(h− l))× l

− 2αsθ1,sγ
−1
s sinh(γs(h− l))

]
Ediss,total,⊥ = 2πσ0 × Im

[
αfθ1,fγ

−1
f sinh(γf l)

+
2νf

1− νf
αsθ1,scosh(γs(h− l))× l

− 1 + νs
1− νs

αsθ1,sγ
−1
s sinh(γs(h− l))

]
.

(2.141)

Using equations 2.134 and 2.138, it is possible to quantify the amount of total stored

energy in the coating-substrate system,

Estored,total,‖ =
1

2
σ2

0l ×
2(1− νf )

Ef
+

1

2
σ2

0(h− l)× 2(1− νs)
Es

Estored,total,⊥ =
1

2
σ2

0l ×
2(1− 2νf )(1 + νf )

Ef (1− νf )
+

1

2
σ2

0(h− l)× 2(1− 2νs)(1 + νs)

Es(1− νs)
.

(2.142)

Notice in the above equations for Estored,total,j that the first terms represent the energy

stored in the film, while the second terms are the energy stored in the substrate.

Finally, the thermoelastic loss can be calculated,

φ‖,coating,TE =
|Ediss,total,‖|

2π × Estored,total,‖

φ⊥,coating,TE =
|Ediss,total,⊥|

2π × Estored,total,⊥

φtotal,coating =D‖,TEφ‖,coating,TE +D⊥,TEφ⊥,coating,TE.

(2.143)

The subscripts of φ in this final equation are written as such as to make it easier for

the reader to distinguish what type of loss is being characterized at a glance. The

quantities Dk,TE are the dilution factors, and they weight the losses by the relative
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amounts of energy in them,

Dk,TE =
Estored,total,k

Estored,total,‖ + Estored,total,⊥
. (2.144)

The reader should be aware that all previous quantities and equations of this sec-

tion are all related solely to thermoelastic loss, though not all of them are specifically

designated as such.

Total Thermoelastic Loss of an AlGaAs-coated Silicon Resonator

Due to the fact that the substrate thickness, h − l, is in practice much larger than

the film thickness l, equation 2.142 makes it clear that the vast majority of energy

is stored in the substrate. Therefore, total energy can be increased by raising the

thickness of the substrate. Conversely, the equations of 2.141 demonstrate a smaller

increase in dissipated energy due to an increasing substrate [20]. Therefore, with the

denominator of equations 2.143 getting larger with substrate thickness, the loss due

to thermoelastic dissipation will decrease. This was proven by the work of Somiya

and Yamamoto, who found that φ decreases with substrate thickness to a point, then

plateaus [101].

Using Zhou’s coating thermoelastic loss model (equation 2.143) [20] supplemented

by Cagnoli’s model (equation 2.121) [19] for substrate thermoelastic loss, it is possible

to calculate the total thermoelastic loss of the AlGaAs-coated silicon resonator. Loss

angles of different mechanisms within a system add linearly, so the total TED is

a simple addition of the substrate and coating thermoelastic losses. Values of the

various physical parameters needed to calculate coating thermoelastic loss are listed

in table 2; continuous curves were created by interpolating between these values.

Although the thermoelastic loss described by equation 2.143 is derived for a single

layer coating, it was decided to use this model over the multilayer model described

later in Zhou’s work. Justification for this decision lies in the behavior of the thermal

properties of an AlGaAs-GaAs multilayer stack, especially the thermal conductivity.

The thermal conductivity, one of the constants that determine at which frequency

the thermoelastic loss peak occurs [100], has been demonstrated to be significantly

lower for an AlGaAs-GaAs multilayer stack than for single layer GaAs and AlGaAs

[103, 104]. Additionally, the specific heat and thermal expansion properties cited
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Table 2 : A table detailing all the constants used for the AlGaAs-GaAs multilayer coating at a given

temperature for the TE loss analysis. The value of Young’s Modulus E and Poisson ratio σ were

held fixed at 83.6 GPa and 0.40 respectively [12]. For the heat capacity, additional data at 30 K

and 40 K were included to increase the accuracy of the interpolation. The same was done at 150 K,

175 K, and 250 K for the thermal conductivity.

Thermal Constant Temperature
12 K 20 K 50 K 100 K 122 K 200 K 300 K

α[K−1] [102] -1e-9 -1e-8 -1.3e-7 8.0e-7 1.4e-6 3.7e-6 5.0e-6
κ[W/m/K] [103] 350 250 75 25 20 15 10.
cV[J/kg/K] [103] 27 51 120 210 250 390 570

from literature in Table 2 were measured on a multilayer coating. Furthermore, finite

element analyses used to model a multilayer coated system also use a single layer

approximation due to computational restrictions of simulating a multilayer.

Figure 15 shows the results of this modeling compared to the measured loss for

eight different modes. See Chapters 3 and 5 for information on how the loss of

the AlGaAs-coated silicon resonator was measured. Although the curves are solely

showing loss due to TED, the measured total loss is also influenced by mechanical

loss of the AlGaAs coating.

Mechanical loss is the φ of equation 2.76, the sources of which are explored in the

beginning of this chapter. Mechanical loss of the coatings is the dominate source of

thermal noise in gravitational wave detector test masses, due to the ability to push

TED down by optimizing test mass geometry, temperature, and material properties

[105].

Figure 15 shows that for all modes TED is not a significant source of noise below

40 K; for some modes TED doesn’t become relevant until above 140 K. Interestingly,

the thermoelastic loss of the substrate dominates as the source of TED at almost all

temperatures, except just below 125 K where the coefficient of thermal expansion of

silicon crosses a zero point and for high frequency modes near room temperature.

Using Figure 15 as a guide, it is possible to determine for each mode at what

temperatures the measured loss is not solely influenced by thermoelastic dissipation.

This is critical, since TED can be mitigated in gravitational wave detectors. At the

temperatures where TED is the predominant source of all loss, mechanical loss of the

coating cannot be accurately determined. However, at temperatures and frequencies

where the total loss is determined equally or more by coating mechanical loss, the
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(a) Mode 1: 390 Hz (b) Mode 3: 994 Hz

(c) Mode 5: 1736 Hz (d) Mode 7: 2554 Hz

Figure 15 : Modeled thermoelastic loss from 12 K to 300 K for the first four modes. Overlaid in red

is experimentally determined data for the total loss of the AlGaAs-coated silicon resonators. The

red points were measured in the Cryogenic Gentle Nodal Suspension by the author, see chapters 3, 4,

and 5 for details on the experiment and coated sample measurement process. The green curve is the

same curve from Figure 12. The yellow curve is the modeled TED of the coating due to the coating-

substrate interface from Zhou [20] via the equations of 2.143. The blue curve is the total loss from

the substrate (green curve) and coating (yellow curve). The grey curve is the total thermoelastic

dissipation (blue curve) plus the lowest mechanical loss measured for that mode. Therefore, the grey

curve can be considered a loose minimum.
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(e) Mode 12: 4993 Hz (f) Mode 14: 6159 Hz

(g) Mode 15: 6400 Hz (h) Mode 20: 8100 Hz

Figure 15 : Modeled thermoelastic loss from 12 K to 300 K for the last four modes. Overlaid in red

is experimentally determined data for the total loss of the AlGaAs-coated silicon resonators. The

red points were measured in the Cryogenic Gentle Nodal Suspension by the author, see chapters 3, 4,

and 5 for details on the experiment and coated sample measurement process. The green curve is the

same curve from Figure 12. The yellow curve is the modeled TED of the coating due to the coating-

substrate interface from Zhou [20] via the equations of 2.143. The blue curve is the total loss from

the substrate (green curve) and coating (yellow curve). The grey curve is the total thermoelastic

dissipation (blue curve) plus the lowest mechanical loss measured for that mode. Therefore, the grey

curve can be considered a loose minimum.
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TED will not prohibit accurate measurement of coating mechanical loss. Evidence to

support this statement is presented in section 3.3.

2.1.4 Thermo-Refractive Noise

Statistical fluctuations in the temperature of the HR stack couple to the index of

refraction of the coatings. Since the coatings operate as Bragg reflectors, the optical

path and phase of the incident light determines the phase of the reflected light. There-

fore, these fluctuations in temperature, however small, will couple into the phase of

the light reflected. This effect is referred to as thermo-refractive noise.

This phenomenon can be quantized through a material’s thermo-optic coefficient,

given by

β =
dn

dT
. (2.145)

Braginsky [106], who’s work the remainder of this section shall follow, calculates the

phase shift produced from temperature fluctuations in a HR coating stack,

δφ = 4πβeff ū. (2.146)

The average temperature fluctuation is given by ū, while βeff is an effective thermo-

optic coefficient of the alternating coating layers,

βeff =
n2

LβH + n2
HβL

4(n2
H − n2

L)
. (2.147)

The subscripts, H and L, represent material properties of the high and low index

layers respectively.

The phase noise caused by this effect can be expressed as a power spectral density,

such that it can be compared to other noise sources. The spectral density of thermo-

refractive noise is

Sx(ω) =

√
2β2

effλ
2κT 2

πr2
0

√
ωρCλ∗

(2.148)

where λ is the wavelength of the incident light, κ is the thermal conductivity, T is the

temperature, r0 is the radius of the beam spot of the laser, ω is the angular frequency,

ρ is the density, C is the specific heat capacity, and λ∗ is the effective wavelength of

the light inside the coating layers.
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2.1.5 Thermo-Optic Noise

Thermoelastic dissipation and thermo-refractive noise are linked, as temperature fluc-

tuations in the coating are responsible for both sources of noise. These temperature

fluctuations drive both the expansion/contraction of the coatings, while also altering

their indices of refraction. Evans et al [105] developed a formalism for handling both

noise sources at once, herein referred to as thermo-optic noise.

Using the same formalism developed by Zener [91], they found the power spectral

density of a Gaussian beam incident on the HR coating stack to be

S∆T
TO (f) =

2
√

2kBT
2

πr2
0

√
κCω

. (2.149)

The quantities here are the same as in equation 2.148, with the addition of Boltz-

mann’s constant, kB. From this point, Evans et al move on to derive the power

spectral density along the direction the incident light is moving, z,

S∆z
TO(f) ' S∆T

TO (f)
(
ᾱcd− βeffλ− ᾱsd

Cc
Cs

)2

. (2.150)

There are a number of new quantities in equation 2.150. Starting with the simple

ones, d is the thickness of the total coating, while the subscripts s and c represent

material properties of the substrate and coating respectively. Evans et al took from

the work of Fejer et al [100] to define the quantities that follow. Cc is a simple volume

average of the heat capacities of each layer, similar to βeff given by equation 2.147.

ᾱc expresses an effective coefficient of thermal expansion for the coating stack, given

by

ᾱc =
N∑
k=1

ᾱk
dk
d

(2.151)

where dk is the thickness of the kth coating layer. Moving one step deeper, ᾱk is an

effective coefficient of thermal expansion for the kth coating layer,

ᾱk = αk
1 + σs
1− σk

[
1 + σk
1 + σs

+ (1− 2σs)
Ek
Es

]
. (2.152)

Knowing equation 2.150 encodes both TED and thermo-refractive noise, it might

be surprising to see the effects of thermo-refractive noise are negative with respect
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to TED. It is therefore possible to select materials such that the thermoelastic and

thermo-refractive partially cancel out, producing an overall effect that is smaller.

2.2 Coating the Test Masses

This chapter has focused heavily on deriving coating thermal noise sources, mechan-

ical loss and thermoelastic dissipation (TED), from first principles, but has yet to

discuss in detail why it is relevant to gravitational wave detectors.

There is no single material that can feasibly meet all the optical requirements and

provide low thermal noise. Specifically, the test mass substrate, fused silica, meets

all the requirements of absorption and scatter, but it is not practical to create a

multilayer coating out of just fused silica that can provide the reflectivity necessary

to sustain the high finesse Fabry-Pérot cavity. Therefore, the test mass substrate is

made from fused-silica, a very low noise material that fulfills the requirements for

thermal noise. The required reflection and transmission properties of the input and

end test masses are handled by coating the fused silica substrate in alternating high

and low index of refraction materials. Since fused silica is such a low loss material

with high optical performance, it comprises the low index of refraction layers of the

coating, while the high index layer is titania-doped tantala [56, 107].

2.2.1 Optical Demands on the Test Masses

The test masses of the detectors are under strict requirements of reflectivity, R >

99.999%, and absorption, 0.5 ppm, in order to maintain the finesse required of such

an optical cavity. In order to achieve the reflectivity needed to reach these high

levels of finesse for the 4 km Fabry-Pérot cavity, the test masses are currently coated

in alternating layers of amorphous silica and titania-doped tantala (TiO2:Ta2O5).

The titania doping of the high loss tantala pentoxide was a procedure done to lower

thermal noise of the HR stack, developed by Harry et al and then optimized by the

LMA [108–110].

These layers serve as Bragg reflectors, and thus the layer thickness, dk from section

2.1.5, is chosen to be λ/4, or 266 nm. The loss of this stack is dominated by the high

index tantala layers, despite the great improvement when doped with titania. The

silica layers have φ . 5 × 10−5, while the tantala layers are roughly ten times higher
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at φ ≈ 4 × 10−4 [88, 111]. To create the Bragg reflecting layers, the layers of titania

doped tantala and silica are stacked alternating layer-by-layer. The tantala, with an

index of refraction of nhigh = 2.12, fulfills the role of the high index material, while

the silica, with an index of nlow = 1.44, serves as the low index material.

In order to improve upon the current detector levels of coating thermal noise,

any future coating would need to alter one of two properties, mechanical (thermal)

or optical. A coating that has the same optical properties as TiO2:Ta2O5 but lower

thermal noise would of course lower the overall noise of the entire HR stack. Alter-

natively, a new coating that has the same or even slightly worse thermal noise but

higher index of refraction would reduce the number of total layers necessary to achieve

the desired reflectivity. Fewer thermally noisy higher index layers could work just as

well as a greater number of less noisy lower index layers. Ideally, a future coating

would improve both the mechanical and optical properties, leading to a much larger

improvement in thermal noise levels.

2.2.2 Strain Sensitivities of Present Detectors and Coating Noise

As of the end of 2022, there are five operating gravitational wave interferometers

with another planned to be built in India. Two are located in the United States,

the twin 4 km aLIGO detectors of Hanford, Washington and Livingston, Louisiana.

Two more are located in Europe; 600 m GEO600 in Sarstedt, Germany and 3 km

AdVIRGO operating from Santo Stefano a Macerata, Italy. Lastly, there is the

cryogenic interferometer KAGRA, with the test masses held at 20 K [8], located in

the Gifu prefecture of Japan.

The twin Advanced LIGO detectors are so called due to their goal of joint noise

reduction. Each is designed such that their components are shared between both

detectors. The design laser power circulating in the arms is 750 kW, but only a third

of that power has been realized due to point absorbers on the faces of the test masses

[112]. The purple lines, dashed and solid, of Figure 16 show the strain sensitivity of

these detectors. The dashed line represents the goals for the A+ upgrade, which is

the set of improvements made for the next observing runs, O4 and O5. The majority

of the upgrade is slated for the O5 observing run, assuming new coatings are installed

for that run. The test masses of the twin detectors are currently coated in an HR

stack of alternating layers of titania doped tantala and silica, as discussed in section
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Figure 16 : Strain sensitivities of present (GEO, VIRGO, aLIGO, LIGO A+, KAGRA) and next

generation detectors (LIGO Voyager, Cosmic Explorer, Einstein Telescope). Note that all curves

except GEO600, AdVirgo, and aLIGO are all theoretical desired goals of these detectors. Image

credit to Robie [21].
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2.2.1.

Although they have yet to meet their design sensitivities, the aLIGO detector was

more than 10 times as sensitive as initial LIGO. In a recent observing run O3a, the

detectors were operational for over 150 days. LIGO Hanford was observing for 71.2%

of the run, called its duty cycle, with an average inspiral detection range of 113 Mpc,

while LIGO Livingston had a duty cycle of 75.8% with a range of 134 Mpc. Over

40 candidate gravitational wave events were detected in this time [113]. The most

recent observing run, O3b, had the detectors operating for almost 150 days, from 1

November 2019 to 27 March 2020. Hanford and Livingston were both observing for

79% of this time, while their respective inspiral detection ranges were 115 Mpc and

133 Mpc. Over the second half of O3, 35 candidate gravitational wave events were

detected [114].

GEO600 is a joint operation between the Max Planck Institute for Astrophysics

of Garching, Germany and the Institute for Gravitational Research of Glasgow, Scot-

land. Although it is not competitive today with other gravitational wave detectors

due to its shorter arm length, it has served as a critical testing ground and proof-of-

concept since its completion in 2001. No gravitational wave events have been observed

by GEO600.

Figure 17 : Strain sensitivity evolution of GEO600 from 2009 to 2013. Notice the large improvement

at frequencies above 500 Hz, where implementation of quantum squeezing of light has pushed down

quantum shot noise. Plot credit to Dooley [22].
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Many of the upgrades and improved technologies used in detectors that have mea-

sured gravitational wave events, LIGO and AdVirgo, were prototyped and tested first

within GEO600. The monolithic silica fibre suspension systems of the test masses

that are now used in the American and European detectors were first implemented

in GEO600. Additionally, GEO600 was the first gravitational wave detector to in-

ject squeezed states of light into the interferometer [115]. For more information on

quantum squeezing, see the previous reference and this paper by the LIGO Scientific

Collaboration [116].

The most recent upgrades to GEO600 have focused on improving its high fre-

quency sensitivity above 500 Hz. At these frequencies, quantum shot noise is the

dominant noise source limiting sensitivity. By injecting squeezed states of light, this

noise can be pushed down by sacrificing sensitivity at lower frequencies where radia-

tion pressure dominates [22, 117].

Advanced Virgo (AdVirgo) is the third version of the 3 km gravitational wave

detector in Italy. It is operated in collaboration by institutions across Europe, and

has gone through many upgrades since its initial construction. AdVirgo has been

contributing to detecting gravitational wave events since it joined the twin LIGO

detectors in the second observing run O2. The detector is pictured in Figure 18.

Although not depicted in Figure 16, at low frequencies AdVirgo has higher sen-

sitivity than the twin LIGO detectors [60]. This is due to AdVirgo’s unique seismic

isolation system, known as the Virgo Superattenuator. It is composed of multiple

stages of passive isolation, suppressing seismic noise down to 4 Hz [118].

During the O2 observing run, AdVirgo maintained a remarkable observation per-

centage of 86% [119]. The detector was key in triangulating the position of GW170817,

which was the first detection of merging neutron stars and the first astronomical

event measured by neutrino detectors, gravitational wave observatories, and tradi-

tional telescopes [120]. During the most recent observing run O3, AdVirgo had the

highest duty cycle and contributed to more than 70% of the gravitational wave events

detected [59, 121].

The last of the currently operating gravitational wave detectors is the Kamioka

Gravitational Wave Detector, KAGRA. Depicted in Figure 19, KAGRA is a 3 km

long detector located in the Gifu prefecture of Japan, built 200 m underground to

minimize seismic and gravitational gradient noise impacting low frequency sensitivity.
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Figure 18 : An aerial view of AdVirgo, located in Santo Stefano a Macerata, Italy. Image credit to

the VIRGO collaboration [23].

KAGRA is unique in that it utilizes sapphire test masses, contrasted with the fused

silica of the LIGO and Virgo detectors. This is due to sapphire’s lower levels of

thermal noise at cryogenic temperatures. KAGRA is the first detector to cool its

optics [122].

To minimize thermal noise from the test mass coatings and substrates, KAGRA

cools them to roughly 20 K. In order to reach similar levels of strain sensitivity as

LIGO and AdVirgo, the suspension fibers and the main optics are all composed of

crystalline sapphire, which has lower mechanical loss (thermal noise) than fused silica

at temperatures below approximately 150 K.

Figure 16 shows KAGRA’s design sensitivity, but to-date it has only reached

a percentage of this detection range. During a joint run with GEO600, KAGRA

averaged a BNS inspiral detection range of just 660 kpc, with a peak of 1 Mpc [123].

This is less than 1% of the inspiral range of the LIGO and AdVirgo detectors, which

the design sensitivity seeks to match. Work is ongoing at the KAGRA detector to

push down noise sources, maintain stability, and build power in the arms of the

interferometer in order to achieve design sensitivity.

Comparing Figure 8 and Figure 16, one can see where coating thermal noise is

limiting detector sensitivity in the LIGO detectors today. In recent years, quantum

squeezing techniques have matured and pushed down the quantum sensitivity limit

in the critical region around 100 Hz. Once squeezing is fully implemented into the

detectors to reduce both shot noise and radiation pressure noise, the detector sensi-

tivity will be limited at frequencies roughly between 30 Hz and 120 Hz by coating

thermal noise alone [124].

The performances of the previously discussed detectors are all expected to improve
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Figure 19 : A picture of the KAGRA detector situated beneath the mountains it sits 200 m beneath.

Photo courtesy: KAGRA Observatory, ICRR, The University of Tokyo [24].

for the next observing runs, O4 and O5. As was previously discussed, KAGRA has

only reached one percent of its design sensitivity. However, the twin aLIGO and

AdVirgo detectors both need significant improvements in order to reach their design

sensitivities as well. The strain sensitivity goals for aLIGO and AdVirgo have the

overall noise levels in the detection frequency band about 2-4 times lower noise than

what was achieved in O3 [25–27].

Figures 20 and 21 demonstrate the problem clearly, especially when considering

the nature of the (coating) thermal noise curve of Figure 8. If the design sensitivities

for O4 and O5 are to be met, the current coatings need to be improved. See section

2.2.4 for more information on how this is being done.

2.2.3 Strain Sensitivities Required of Third Generation Detectors

In addition to upgrades required to meet design sensitivities of the current detectors,

there are plans to build completely new, better performing gravitational wave inter-

ferometers. The largest and most sensitive of these will be the Einstein Telescope of

Europe and Cosmic Explorer of North America. However, there are also designs for

an intermediate detector that will be the initial third generation detector constructed,

bridging the gap between the current second generation and third generation. These

plans have oscillated in scope and convention; the current most popular plan is a

room-temperature upgrade called A]. There were prior plans for a detector called
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Figure 20 : A+ LIGO strain sensitivity for O3 and design curves for O4 and O5 [25]. The O5 curve

is the design sensitivity of A+ [26]. Notice the O5 curve is roughly three times as sensitive as the

O3 curve at 100 Hz. Coating thermal noise is the dominate noise source in this frequency regime.

Figure 21 : AdVirgo strain sensitivity for O3 and design curves for O4 and O5. [27]. Notice that the

O5 high curve, the least amount of sensitivity acceptable to meet the design goal, is roughly twice

as sensitive as the O3 curve at 100 Hz. Coating thermal noise is the dominate noise source in this

frequency regime.
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LIGO Voyager, but that has fallen out of favor. While A] and Voyager are expected

to achieve the same sensitivity, A] is planned to use room temperature test masses

while LIGO Voyager was exploring cryogenic test masses.

This next upgrade, whether LIGO Voyager or A], is designed to improve detector

sensitivity by a factor of four as compared to current aLIGO sensitivity goals, without

any major changes to detector design. It will incorporate work done by GEO600 to

inject squeezed light into the interferometer, increasing its sensitivity at high frequen-

cies. Additionally, the test mass is getting a large upgrade and will weigh 200 kg, an

improvement over the 40 kg of current test masses [125].

LIGO Voyager was planned to operate at cryogenic temperatures at the first zero

crossing point of crystalline silicon’s coefficient of thermal expansion, around 123 K.

This means the test mass substrate would be made of crystalline silicon instead of

the fused silica used in current room temperature detectors or the sapphire used

in KAGRA. Although the substrate will be different materials, the techniques and

lessons learned from KAGRA would be critical in building LIGO Voyager to design

specifications [125]. As of the writing of this thesis, the LIGO Scientific Collaboration

has chosen to pursue the A] design for its next major upgrade.

Cosmic Explorer is the largest next generation detector, with plans to make the

interferometer arms a full 40 km long, possibly complemented by an additional de-

tector with 20 km arms. With a planned sensitivity of ten times that of Advanced

LIGO, Cosmic Explorer would be able to observe gravitational wave events from the

edge of the observable universe. Thanks to its advanced sensitivity, Cosmic Explorer

is expected to see millions of mergers, enabling astronomers and physicists to map

the populations of compact objects across nearly all of time since the Big Bang [10].

As can be seen in Figures 16 and 22, Cosmic Explorer will have remarkable sen-

sitivity in lower frequencies between 10 and 300 Hz. This will give it unparalleled

ability to see high mass mergers, a difficult to penetrate blind spot in current gen-

eration detectors at the lowest frequencies. There will also be additional frequency

dependent squeezing, as compared to current detectors. Lastly, Cosmic Explorer is

also considering the possibility of operating at cryogenic temperatures, if it is found

to sufficiently lower thermal noise [10]. Due to the lessons learned from KAGRA, this

seems unlikely to be pursued, but has yet to be ruled out.

Last of the next generation detectors is the Einstein Telescope (ET). It is planned
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Figure 22 : The noise budget for Cosmic Explorer. Although all noise sources are significantly

reduced as compared to their current generation counterparts, notice the order of magnitude drop

in coating thermal noise (red line) from the A+ total curve (dashed light blue line). Image credit

to Evans et al [10].

to be comprised of six independent 10 km detectors arrayed within one another in

a triangle pattern. These six detectors will be housed 100-300 meters below ground,

and at least some will be operated at cryogenic temperatures at or below 123 K. The

detectors will be tuned to a different bandwidth of frequency space, with half being

optimized for high frequency and the other half at low frequency. This allows ET to

be sensitive in a wide range between 2 Hz and 10 kHz [9].

In order to achieve such high sensitivity, coating thermal noise will need to be

reduced by an order of magnitude. This can be seen by comparing Figures 8 and 22.

After dividing the plot of thermal noise in Figure 8 by the 4000 meter arm length

to make the units agree, it still sits roughly ten times higher than what is required

of Cosmic Explorer. A new multilayer coating stack, along with new layer materials,

will have to be designed and tested in order to achieve this level of detector sensitivity.

Though, if CE is able to be built at its largest possible arm length, it may be possible

to achieve the low loss levels using the current coatings [10].
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2.2.4 Improving the Coatings

Although the following discussion will focus on amorphous coatings, of which AlGaAs

is not, it is prudent to explore the techniques by which the coatings have improved

in the last two decades.

In amorphous coatings, as with crystalline coatings, the internal atomic structure

determines the coating loss and absorption. However, unlike crystalline coatings,

amorphous internal structure is isotropic. The differences in local internal structure

of amorphous coatings can be modeled as a system of potential energy states with

differing positions and magnitude of stability. Heat treatment via annealing provides

additional thermal energy to the system, and can alter the potential energy landscape

such that the new bond orientations are, in general, more stable. This creates an

amorphous coating that has lower internal mechanical loss [84, 126].

Annealing can be better understood via the application of a Two Level System

(TLS) model. These models were first used to explain and characterize the thermal

properties and internal friction (mechanical loss) of materials below 1 K [127–129].

Amorphous oxides have had their mechanical losses modeled by an ensemble of TLSs,

where each TLS is coupled to the mechanical field. This coupling causes excitations

in the TLS and the ensuing relaxation [130]. Once one has the TLS distribution, the

coupling to the mechanical field, and the relaxation time, it is possible to replicate

experimental low-temperature behavior. The model, which was developed with a

focus on mimicking low temperature tunneling, was expanded to explain phenomena

at warmer temperatures by incorporating thermal hopping between the TLSs [130,

131]. The cold temperature experiment described in chapter 3 was built in large

part to obtain cold temperature data to constrain these TLSs and understand loss

mechanisms in possible test mass coatings.

This principle has been applied to the process of building the coating itself. Re-

cent experimental measurements suggest that high temperature deposition can signif-

icantly impact mechanical loss, it is believed by lowering the density of TLSs in the

system [132–134]. By depositing the coating at elevated temperature, the thermal

energy and therefore the mobility of atoms in the coating layer is increased. This

leads the molecules to settle into a lower energy quantum state, which means they
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are less likely to jump between states given the greater energy gap between lower en-

ergy states [126, 132]. Unfortunately for gravitational wave detectors, the annealing

process and high temperature deposition increases the risk that the sample will crack

or crystallize when heated, leading to unacceptable levels of optical scatter [59].

Where heat treatment has failed or led to crystallization, doping has been used

to attempt to fill the void. By doping an amorphous material with metals, such

as titania or zirconia, the temperature at which crystallization occurs can be raised

and mechanical loss can be lowered. Via higher temperature annealing and lower

base mechanical loss, such doping achieved roughly 40% lower loss as compared to

the undoped coating. The current gravitational wave test mass high-index coating,

titania (TiO2) doped tantala (Ta2O5), was chosen for these reasons. These layers of

Ti:Ta2O5 have loss levels of φmech ≈ 2× 10−4 [90, 109]. Additional dopants that have

been explored besides tantala include halfnia, zirconia, niobia, alumina, and germania.

These have all been tested in conjunction with different doping percentages, annealing

temperatures, and deposition parameters.

Alternative high index of refraction materials are the next logical step beyond

annealing and doping. Amorphous silicon and amorphous germanium are both of

interest due to their low levels of mechanical loss, but they are inhibited by levels of

absorption more than a thousand times worse than required. However, by operating

at lower temperatures and with longer wavelength lasers, the absorption of these

materials is altered to acceptable levels. As such, these materials are of interest as

possible coatings for third generation detectors [125, 135].

Such incremental improvements led to the exploration of AlGaAs-GaAs coatings

as a possible solution to the coating noise problem, for both current and future gen-

erations of gravitational wave detectors [5, 6, 136–139]. The goal of this thesis is

to determine the mechanical loss of such a coating at cryogenic temperatures. This

work will help inform the experimental gravitational wave community whether Al-

GaAs coatings are suitable for both current and third generation gravitational wave

detectors.

Before that question can be answered, another one must be addressed. Data

showing measured mechanical loss was presented in earlier sections of this chapter,

but an explanation for how that data was collected was absent. Although sections

2.1.1 and 2.1.2 discussed the theory behind Brownian noise, that was all applied in
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the context of a beam hitting a test mass. The astute reader may have already asked

themselves, how is an abstract quantity such as mechanical loss of a test mass coating

measured before it is installed in a gravitational wave detector?
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Chapter 3

Multi-Modal Gentle Nodal

Suspension

The importance of mitigating loss in the LIGO test masses due to coating thermal

noise has been rigorously explored, though the process by which thermal noise is

measured has not. This chapter will rectify that problem, discussing briefly the

multiple ways in which mechanical loss can be measured. However, the main focus

of this chapter will be on the system known as the Gentle Nodal Suspension (GeNS).

Its general history in the field of test mass mechanical loss research will be discussed,

along with the specific cryogenic system at Syracuse University that forms the bedrock

of this thesis.

The reader will first be familiarized with the multiple ways loss was measured in

the early years of measurement; at least one of these methods, the welded suspension,

is still used today. After that brief lesson, the history and operation of the experiment

known as the GeNS, a form of which was used to collect all the experimental data

presented in this thesis, will be explored. The process of extracting coating loss from

a total coating-substrate loss will be analyzed, and the reader will be left with the

knowledge of how to measure coating mechanical loss. Lastly, the specifics of the

Cryogenic GeNS system (Cryo-GeNS) at Syracuse University will be presented to

prepare the reader for the subsequent chapters detailing the loss results obtained

from the Cryo-GeNS.
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3.1 Measuring Thermal Noise

Some of the first measurements of internal mechanical loss within the gravitational

wave community were carried out not on coating materials, but that of the substrate.

Although fused silica was widely known as a good candidate to comprise the test mass

bulk in the late 1990s, thermal noise from the bulk was still expected to have a large

influence on the noise budget of the as yet constructed gravitational wave detectors

[140].

One of the ways this open question about fused silica internal loss was being

explored was through a direct measurement of the anelastic aftereffect observed via

the photoelastic effect when a stress is suddenly applied or removed from a fused silica

sample. By shining a laser directly through a succession of components, a linear

polarizer, a photoelastic modulator, the fused silica sample, and then another 90o

rotated linear polarizer, birefringence is measured. The sample, under applied stress,

will create stress induced birefringence. However, this method lacked the sensitivity

to measure the very low loss in high purity fused silica [140, 141]. It never yielded

confident measurements of internal loss.

In addition to the anelastic measurements, an early form of a nodal suspension

was used on large fused silica substrates by Numata et al [142]. In this system,

the vibrational modes of the cylinder are excited via PZT and the loss is measured

by observing the ringdown of these modes, contained within the amplitude of the

displacement readout. The details of such a ringdown displacement measurement

will be explored later in this section. Numata’s system was different from the current

generation GeNS because their cylindrical fused silica sample was clamped at both

faces by ruby balls, a level of constraint not present in a GeNS apparatus. When the

loss is measured via resonant mode ringdowns, sometimes the samples are referred to

as “resonators.” This work uses these terms interchangeably unless otherwise noted.

Although these methods produced loss measurements, successfully for Numata,

the community shifted for the next decade to predominantly measure loss by sus-

pending lower thickness silica samples from welded wires with diameters on the order

of 100s of micrometers [88, 97, 143–145]. The clamped method of Numata introduced

additional losses due to the clamp, while the welded fused silica suspensions, when

properly engineered, did not introduce additional loss from the suspension. Although
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less popular, loss was also measured by welding cantilever blades to a clamping block

of the same material [146].

Welded suspension experiments all operate roughly the same way. The sample

to be measured, whether simple fused silica or a coating on a silica substrate, would

be welded to fine suspension fibers and suspended in vacuum. The weld would be

attached at the top of the sample. A comb exciter is placed as close to the sample

as possible. When an oscillating high voltage is passed through the exciter, the

vibrational modes of the sample are excited. The amplitude of the modes over time

can then be tracked via either a shadow sensor for suspension measurements, or

birefringence sensors for coating experiments [88, 143–145].

3.1.1 Vibrational Mode Ringdowns and Coating Thermal Noise

Many of the above methods as well as the GeNS system used in this work all employ

the technique of observing vibrational mode ringdowns to determine the loss of a

desired system. However, it is not obvious how the ringdown of a vibrational mode

relates to the loss angle derived in chapter 2.

Recall from equation 2.69 that loss angle, the same loss angle used to characterize

anelasticity and internal friction of a material, is directly related to the energy lost

per cycle of dissipative process. For a more intuitive understanding of what kind

of information the loss angle encodes, imagine a single damped harmonic oscillator.

Whether the damping is from one source or multiple, the loss angle is defined as the

energy dissipated per cycle [59],

φ =
Ediss

2πEstored

. (3.153)

For a system that is oscillating back and forth according to its resonant modes, the

amplitude of the oscillation is a direct measurement of the amount of energy in that

mode. Therefore, if one knows the frequency of the oscillation, it becomes possible

to directly measure the loss angle of the nth mode [88],

φn(fn) ≡ 1

Qn

=
1

πfnτn
. (3.154)

Equation 3.154 allows one to measure loss without having to know the energy in
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the system or how much energy is lost. τ represents the characteristic time of decay,

or how long it takes the amplitude of the oscillation to fall by a factor of e. Qn is the

quality factor of the nth mode, a quantity that scales directly with decay time and

mode frequency.

For further intuition, this can be derived from first principles. Consider a transfer

function for a mechanical oscillator with damping [42],

G(f) =
k

k −m(2πf)2 + i2πfb′
. (3.155)

This can be rearranged to make its dimensionality, or lack thereof, more obvious and

the last term of the denominator can be replaced with a generic function of frequency

gd(f),

G(f) =
f 2

0

f 2
0 − f 2 + igd(f)

. (3.156)

Q can be defined as the ratio of the maximum amplitude at the resonance peak in

the transfer function to the value of the transfer function well below the resonance,

Q =
f 2

0

gd(f0)
. (3.157)

Since damping is proportional to velocity, this implies

Q =
2πf0m

b
. (3.158)

The time domain definition of Q can also be illuminating. The oscillator has an

impulse response of

g(τ) = e−τ/τ0
f 2

0

fd
sin(2π/fdτ). (3.159)

In this case, Q is the number of radians of oscillation it takes for the amplitude of

the oscillation to fall by 1/
√
e,

Q = πf0τ0. (3.160)

By exciting the vibrational modes of the system and observing the decay in the

sample’s oscillation amplitude, one can measure the time of decay τn. Furthermore,

by Fourier transforming the time-series measurement of position, the mode frequency

is also obtained. With this information, using equation 3.154, one has all the tools
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necessary to determine the loss of the mode. Using the loss of many modes, one can

attempt to rigorously characterize the expected thermal noise of the material were it

to be used as a test mass coating; more details of this process are discussed in sections

2.1.2 and 5.3.

3.2 Gentle Nodal Suspension

All of the previously discussed methods of measuring mechanical loss have their own

drawbacks. The method of Numata, where two ruby balls are pressed into the center

nodes of each face, requires a strict clamp of the sample, which can cause loss due

to friction. If the sample is coated, this unavoidably damages the coating. For the

welded suspended samples, the user must take great care to avoid damaging the

sample during the welding process.

When a cantilever blade is welded to a thick clamp, energy is invariably lost to the

clamp even though the size difference between clamp and blade is selected to minimize

this energy transfer. This decouples the motion of the blade from the relatively huge

clamp [147]. In other similar weld solutions, sample geometry must be chosen to

create vibrating modes as independent from the clamp as possible [148].

In these cantilever blade experiments, it could be difficult, sometimes impossible,

to determine what portion of the measured loss is due to excess damping of the system

holding the resonator. This problem is especially difficult for very low loss materials,

when φ is on the order of 10−6 or lower. Each parameter of the experiment must be

altered one by one, and loss measured again and again, in order to characterize the

impact of the experiment on the loss. Additionally, each mode must be measured

one-by-one. Altogether, this was a time-consuming process.

A Gentle Nodal Suspension (GeNS) gets around this issue by minimizing the

damping experienced by the resonator. A thin disk resonator, generally on the order

of 1 mm thick, is balanced in equilibrium on top of a spherical surface. This surface

is selected to be an ultra low loss material such as fused silica, sapphire, or silicon.

This sample suspension technique to determine its mechanical loss was pioneered by

Cesarini et al [4]. A picture of the suspension in action is provided in Figure 23.

Once the resonator is balanced, the GeNS works exactly the same way a welded

suspension or a clamped suspension does. First, the vibrational modes of the balanced
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Figure 23 : The Syracuse University Cryo-GeNS nodal support. Pictured is a 3 inch fused silica test

sample balanced on a 25mm diameter × 30mm focal length silicon plano-convex lens, provided by

Edmund Optics. The black glass is used to dump any light that transmits fully through the sample.

For bare silicon and AlGaAs-coated silicon samples, essentially zero light is transmitted, so the black

glass is only necessary when testing the fused silica samples.

sample are excited via a comb exciter. The subsequent ringdown of these modes are

measured over time by an OpLev. The laser of this OpLev is reflected off a spot

on the sample close to the edge, and is then directed onto a Quadrant Photodiode

(QPD). The time series position of the laser on the QPD can be Fourier transformed,

revealing the resonant mode peaks in frequency, where the ringdown can be observed.

A diagram of this process is depicted in Figure 24. One downside of using a GeNS

is that any modes with movement at the nodal support are strongly damped by

friction with the support, and are unable to be measured [4, 149]. Additionally,

GeNS measurements often record higher loss than welded suspensions, but are an

attractive option due to their repeatability and minimal risk of damaging the sample.

At Syracuse, the Cryo-GeNS has one additional instrument before the OpLev to

increase the sensitivity. Prior to making contact with the excited sample, the laser is

passed through two lenses that act as a telescope, enabling minimization of the beam

width at the QPD. This increases the sensitivity of the GeNS, since a perturbation

to a beam of smaller width will manifest as a comparatively greater change in power

on the QPD quadrants as compared to the same perturbation on a large beam width

[149].

The stability of a thin disk balanced on a sphere can be determined analytically.



81

Figure 24 : A diagram depicting the sample excitement and observation using an optical lever. First,

a comb exciter rings up the resonant modes of sample. Next, a laser is reflected off the surface of

the resonating sample. Lastly, the laser is passed through an optical lever into a QPD, where the

Fourier Transform of the laser position will show the mode amplitudes decaying over time.

Assuming the coefficient of static friction is strong enough to prevent slipping, that

supporting sphere diameter (D) is larger than disk thickness (t), and defining θ as

the angular position of the disk with respect to the horizontal plane, the expression

for potential energy is given by

V (θ) = Mg
[D

2
cosθ +

Dθ

2
sinθ +

t

2
cosθ

]
(3.161)

where M is the mass of the disk and g is the local gravitational field of Earth. The

range of stability for θ in such a potential is

θ ≈ ±
√

3
D − t
t

. (3.162)

This light contact at a single point, combined with a complete lack of restraints

holding the sample in place, is where the “gentle” part of Gentle Nodal Suspension

(GeNS) gets its name from. The spherical structure, generally a lens, supporting the

sample at its central node explains the rest of the name. In Cesarini’s GeNS, the

sample is placed onto the support by hand; the region of stability is large enough for

this to be done without much trouble [4].

The surface roughness of the only support point can be investigated beyond just

by eye or microscope. When the support is damaged, it was found that the rolling

mode of the sample does not oscillate with the same frequency on the measured

orthogonal axes and the laser spot creates open Lissajous’ figures. No such behavior
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was observed on the easily procured highly polished optical sapphire hemispheres [4].

Figure 25 : Differences in measured Q for the first butterfly mode of their fused silica sample. Each

bar respresents a different centering point of the sample on the nodal support. The x and y axes

are in units of µm, while the z axis is the unitless Q. Image credit Cesarini et al [4].

It was found through a combination of finite element analysis and through tests of

samples with known low φ (high Q) that the resonance of the support structure and

differences in centering of the sample on the support did not impact the measured

loss. A fused silica disk, 3 mm thick and 75 mm in diameter, was annealed in a way

that mirrored the anneal process on another fused silica rod, previously annealed and

loss measured by Penn [150]. Cesarini’s GeNS produced loss results that agreed with

Penn’s findings, and that the measured loss was not dependent on the centering of

the disk, as is shown in Figure 25 [4].

Since Cesarini et al ’s ingenious invention of the GeNS, many other labs within

the LVK collaboration have used the system to measure loss of various materials

[59, 82, 149, 151]. Today, the GeNS is known to be one of the best methods to

reliably measure loss while minimizing damping due to the environment.
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3.3 Extracting Coating Mechanical Loss From Substrate-Coating

System Loss

Although previous discussion on the origin of the GeNS discussed measurements on

uncoated fused silica disks, the focus of both this thesis and the physicists working on

improving the test masses recently have been on the test mass coatings [59, 82, 149,

151]. Specifically, the high index of refraction coating has been the most important

subject of recent work due to it being the most significant source of thermal noise in

the detector today [16].

This begs the question, how is the loss of the coating disentangled from the loss

of the coating-substrate system? Readers might additionally recall the derivation of

bulk and shear loss that led to equation 2.116, the power spectrum of the thermal

noise in a coated substrate. How are these two loss angles measured via an experiment

that can only measure a single total loss?

3.3.1 The Dilution Factor

Earlier in this chapter, there was a discussion on the relationship between the loss

angle φ and the energy dissipated in a single cycle of an oscillatory process. That

section concluded by stating that to find the loss of a system it was unnecessary to

know the total energy of the system or the energy lost provided the amplitude of the

oscillation could be measured over time. The ratio of energy lost to total energy was

all that was necessary, their total values were irrelevant.

A very similar trick can be used to extract coating and substrate loss from the total

measured loss. Since loss mechanisms add linearly weighted by the energy contained

within that mechanism, the total loss can be written as

φtotal,n = Ds,nφs,n +Dc,nφc,n (3.163)

where the Di,n are known as the dilution factors of the nth mode of the substrate and

coating, subscripts s and c respectively. These dilution factors are defined as simply

the ratio between coating/substrate elastic energy and total system elastic energy

[152], and are dependent on the mode-shape [153], hence the subscript n to denote a
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specific mode,

Di,n ≡
Ei,n
Etotal,n

Ds,n +Dc,n = 1.

(3.164)

These dilution factors can be determined analytically via elasticity theory or through

finite element (FE) analysis. Li [154] found an interesting relationship between the

dilution factor of the coating and the frequency shifts of the resonant modes after a

sample is coated on both sides,

Dc,n = 1−
( fs,n
ftotal,n

)2 ms

mtotal

. (3.165)

Due to the fact that the samples analyzed in this work are only coated on one side,

the FE model was employed to calculate the dilution factors. Using COMSOL [13],

the strain energies inside the coating and substrate are calculated. Since COMSOL

is an expensive software tool that also requires training to use effectively, the FE

modeling was carried out by collaborators, Simon Tait of the University of Glasgow

and Steve Penn of Hobart and William Smith Colleges. By equation 3.164, this yields

the dilution factors of equation 3.163.

This leaves just two unknowns in equation 3.163, the substrate loss and the desired

coating loss. By measuring the silicon samples prior to coating, substrate loss can be

determined [82, 144], enabling coating loss to be determined. Rearranging equation

3.163 makes this abundantly clear,

φc,n =
φtotal,n − (1−Dc,n)φs,n

Dc,n

. (3.166)

Armed with the numerically simulated value of Dc,n and the measured losses of φtotal,n

and φs,n, one can determine the loss of a coating material independent of the substrate

or system it is bonded to.

3.4 Building the Cryogenic Gentle Nodal Suspension

Before any data could be measured, the Cryo-GeNS had to be built. It was the

author’s responsibility to turn a new, completely empty lab into a productive one,

which included a laundry list of various tasks, construction, and purchasing. In order
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to illustrate the rigor that was taken to ensure the high data quality of the Cryo-GeNS,

it is relevant to highlight the step-by-step process taken to build such a system.

Although the ultimate goal of this project is to measure loss over a wide range

of temperatures below 300 K, the work to do so can broadly be classified into two

categories: room temperature and cold temperature. As will be explored in the

coming sections, installing a room temperature GeNS system is not trivial. Keeping

the functionality of the GeNS at 12 K is an added challenge that can only be addressed

once one has a working room temperature GeNS system.

3.4.1 Before Cryostat Delivery

Prior to any operation, cryogenic or not, there was a large amount of infrastructure

that needed to be installed. Additionally, in the lead up to the cryogenic vacuum

chamber delivery in the summer of 2021, a number of problems were identified when

it came to migrating a room temperature GeNS to a cold temperature environment.

But before anything else could be done, there needed to be a table to put the chamber

on.

The first order of business was to procure a floating optical table and a wall

mount for the Cryo-GeNS system. The chamber holding the sample and the nodal

support would sit on the table, while the coldhead, where compressed helium would

be cycled in and out of the system for cooling, would sit directly next to the table on

a wall mount. This is pictured in Figure 26. Critically, the bellows connecting the

coldhead and the sample chamber cannot be disconnected and had to be installed

simultaneously. Therefore, even though the liquid helium cooling system was not

necessary for room temperature operation, the wall mount holding it needed to be

installed before the vacuum chamber holding the GeNS could be delivered.

Once the table was installed and hooked up to building air for seismic isolation, a

steel frame ISO 6 cleanroom was installed around the optical table, with an air filter

and light installed in the ceiling of the enclosure. The legs of this frame are the large

vertical bars at the corners of the table in Figure 26. Additionally, a floating platform

was placed inside the cleanroom to hold the laser power and other optics, resonators,

and cleaning supplies above the optical table.

Once the table and wall mount were in place, the ambient ground noise traveling

through them was measured by placing a seismometer on the table and mount. The
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Figure 26 : A view of the Cryo-GeNS from the lab entrance. Central to the picture is the coldhead,

where compressed helium is pumped in and cycled through the system. Other important equipment

is also labeled.

noise of the floor itself was also measured, and compared with previous data from 2010

taken on the same seismometer, to ensure that the results of seismometer calibration

and data analysis were reasonable. The amplitude spectral densities are shown in

Figures 27 and 28. See section 1.3 for an explanation on the units of the y-axis.

A shrewd reader might notice the similar magnitude of ambient noise from seismic

motion between the optical table and the wall mount; there are two reasons for this.

First, the optical table itself is designed to mitigate noise at the lower frequencies

where seismic motion is more significant. Second, it was determined after installation

and testing that the mechanism used by the table to maintain a level float was not

properly judging the tables position. This was fixed before loss data was recorded.

Importantly, even when operating in a faulty manner, the noise of the optical table

and wall mount is completely insignificant at relevant frequencies. These frequencies

would span the range of resonant frequencies of the samples to be measured. The

frequency range we wish to be sensitive to is between 390 Hz and 30 kHz. As can be

seen in Figures 27 and 28, the seismic motion at these frequencies peaks at roughly
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(a) Optical Table Seismic Data

(b) Wall Mount Seismic Data

Figure 27 : Ambient ground motion of the top of the optics table (a) and the wall mount (b).

Although they differ little in magnitude, this is unsurprising since the table is designed to mitigate

noise at lower frequencies. Additionally, when the seismic noise of the table was measured, the table

was not configured for optimal mitigation. This error was fixed before loss data was recorded.
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Figure 28 : Comparison of seismic noise of the lab floor. The green line was taken by David Kelley

in 2010, while the purple was recorded by the author in 2021. Discrepancies can be explained by

the fact that these were taken in two separate labs a decade apart, though they do share a wall and

are on the same floor (sub-basement) of the physics building.
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5 × 10−5 µm/
√

Hz. This peak occurs at the lowest frequencies of concern, and as

frequency increases, the level of seismic noise drops precipitously. At the highest

frequency resonant modes, the seismic motion is lower than 1 × 10−7 µm/
√

Hz.

Since the loss is measured via ringdown by a laser beam, perhaps the most relevant

experimental parameter to compare to the seismic motion would be the beam spot

size. Ground motion is much too small to impart noise directly into the resonator or

alter the OpLev behavior, which is dependent on the angle of the resonator where the

beam hits it and is not nearly as sensitive to length changes due to vertical ground

motion. The beam spot size on the QPD was tailored to be as small as possible to

maximize accuracy of the OpLev; two lenses were installed in the path of the input

beam to ensure a beam width of 300 – 400 µm at contact with the QPD.

The next installation project was the Data Acquisition (DAQ) system. A PCIe-

6363 X Series DAQ was procured from NI, along with a desktop to run LabVIEW

[155], the software that sends and receives signals through the DAQ. The 6363 DAQ

has a sampling rate of 2 MS/s (mega samples per second), sufficient sampling to

characterize the highest resonant frequencies of the sample.

Simultaneously, a 2 mW power linearly polarized HeNe laser from ThorLABS was

bought, along with the optics needed to get the 632.8 nm wavelength light from the

laser to the sample and out to the QPD. Additionally, the noise coming from the

QPD and the corresponding electronics boards needed to be measured. There are

two circuit boards necessary to operate the QPD; one to house the QPD itself and

another to carry out the necessary math on the four outputs of the QPD to return

an X and Y position. This was done using an SR-785 to obtain a transfer function

for the QPD boards. Using the transfer function, the voltage change of the powered

QPD boards were measured across a relevant frequency range, both with the QPD

installed and without. When the QPD was installed, the board was sealed in darkness

such that the QPD was in a zero signal state.

With the voltage noise in hand, the trans impedance function of the board was

used to convert voltage coming out of the board to current coming out of the QPD

IQPD =
Vout

(43kΩ)Tm
(3.167)

where Tm is the magnitude of the transfer function. Lastly, the spectral response of
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Figure 29 : QPD noise depicted as an equivalent power fluctuation on the diode. The voltage

noise measurement discussed has been converted to an equivalent power change on the QPD using

equations 3.167 and 3.167, hence the y-axis units of W/
√

Hz.

the QPD at 632 nm enabled us to convert the current noise coming out of the QPD to

an equivalent power change by a laser on the face of the QPD. The spectral response

of the Hamamatsu QPD used is 0.45 A/W at 632 nm. With this knowledge, the

conversion to equivalent power change from the laser on the QPD face is trivial,

Pnoise =
IQPD

0.45W/A
. (3.168)

The results of this test are shown in Figure 29 and they match the noise levels

achieved by prior GeNS experiments [149]. At first glance, this plot depicting an

equivalent power change on the QPD from the electronics noise of nano-Watts or

lower feels guaranteed to be low enough to measure the length changes of the laser

on the QPD from the OpLev. Although this could not be tested definitively until

samples were installed, it is prudent to calculate how much disk angular motion this

level of noise corresponds to.

One can assess the equivalent radial motion of the disk that the electronics noise

of Figure 29 will mimic, and therefore mask. To determine the power change on the

QPD caused by an angular shift, one must calculate linear distance r traversed by

the center of the laser on the QPD. Due to the small angle involved, this is given by
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the simple formula r = dOpLevθ, where dOpLev = 2 meters is the distance of the optical

lever and θ is the angular change due to disk surface motion.

Figure 30 : The optical lever of the Cryo-GeNS. The telescope is composed of the two lenses on the

table between the laser and the QPD, and is used to minimize beam width on the QPD.

Armed with the knowledge of how much the laser position shifts based on the

angular change and an assumption of the direction of the shift, one can calculate

roughly how much position change such a level of power noise will simulate in an

individual photodiode of the QPD. For this calculation, it is assumed that the distance

traversed by the center of the laser is directly away from the photodiode of interest,

towards the center of the diode diagonally opposite. Additionally, the beam width of

the laser is taken as w0 = 300 µm, the low end of the laser spot size in the experiment.

The beam power is also taken from the parameters of the experiment; the amount of

power hitting the QPD is roughly 100 µW.

With these assumptions and parameters, the power change can be reasonably

estimated by calculating the laser power on the QPD before and after the position

shift. Assuming a circular Gaussian beam and perfect centering, the power on the

QPD before the shift is simply a quarter of the total power on the QPD, 25 µW.



92

After the laser position shift, the calculation becomes a little more involved. How-

ever, a lower limit on the power change can be found by solving a simple Gaussian

integral. The expression for power at a radial point from the center of a Gaussian

beam is given by

I(r) = I0e
−2r2/w2

0 , (3.169)

where I0 is the intensity at the beam center and w0 is the beam width. By integrating

the above equation over r from 0 to infinity and dividing by four, one recovers the 25

µW power on the singular quadrant of the QPD prior to the shift.

Such an expression can be used as a lower limit to estimate the minimum laser

position shift from the noise by simply altering the limits of integration to be from

r = dOpLevθ to infinity. This simplification is a lower limit because it neglects the

narrow bands of laser power on the boundaries between the photodiode of interest

and the two neighbors it shares a border with that are completely lost when the laser

changes position. Therefore, the exact angular change simulated by the noise will be

lower in magnitude than this calculation.

However, if this upper bound of laser position shift due to power fluctuations

is found to be below the anticipated laser position shift needed to resolve a low

amplitude mode, then it is possible to progress without knowing exactly how the

power will evolve as the laser position is altered. The knowledge that the anticipated

laser position change sits above that simulated by the noise is sufficient to instill

confidence in the electronics.

Carrying out the integral for the centered laser yields Pc =
√
π

16
I0w0 where Pc is

the power when the laser beam is centered. For the off-center integral, one finds the

following result for off-center power Poc,

Poc =

∫ ∞
dOpLevθ

I(r)dr = Pc

(
1− w0erf

(√2(dOpLevθ)

w0

))
. (3.170)

Note that erf is the error function. Since the error function is intractable with vari-

ables, one can plug-in a minimum angular change detectable from prior GeNS exper-

iments [156], θ ≈ 10−7rad/
√

Hz. In this case, we have the following for the value of

Poc,

Poc = Pc(1− 0.127w0) = 24.9990 µW. (3.171)
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The difference between Pc and Poc, 1 × 10−9 W, is the power change that must

be resolved. At 8 kHz, where this lowest limit on the lowest amplitude mode is

calculated, this power change sits about ten times above the noise of the electronics.

Therefore, the sensitivity of the QPD is sufficient to sense the power change from the

smallest expected angular motion of the disk; indeed this was found to be true once

the Cryo-GeNS was operational.

With the optical table, wall mount, optics, and electronics all ready, the coldhead

and sample chamber were ready for delivery. This is relevant to a room temperature

operation of the Cryo-GeNS since even operation at room temperature was to be

conducted inside the sample chamber using the same apparatus that would eventually

be cooled down. Before delivery could be completed, there was more work to be done

in conjunction with Cryomech [157], the designer and manufacturer of the helium

compressor system and the sample chamber, pertaining to the vertical stage that

captures and balances the sample.

Although there were a number of minor modifications as compared to a room

temperature GeNS, the largest and most complex was that pertaining to the raising

and lowering of the sample. Having the ability to capture and replace the sample

without breaking vacuum has a couple benefits, but for the Cryo-GeNS the most

benefit comes from the ability to rapidly achieve thermal equilibrium in the sample

when changing temperature.

Room temperature GeNS operation at Syracuse was previously conducted with

a DC motor driving a vertical stage [156], however such a motor would not operate

below roughly 250 K. Therefore, a new method of raising and lowering the sample

had to be found. It was decided that the only solution that could provide the range

of motion necessary was a stepper motor through Empire Magnetics [158], a company

that has designed motors for satellites and rovers. The sample chamber, when fully

cooled, is a similar environment to the freezing vacuum of space, leading to the

conclusion that Empire’s stepper motor would suffice.

However, the only available motors were rotary stepper motors, meaning the an-

gular motion of the motor would have to be converted to linear vertical motion of

the stage, and the steps of the motor would have to be translated to minimal linear

motion per step. To accomplish this, a number of designs were proposed. Ultimately,

it was decided to go with a rotary chain design proposed by Brent Zerkle of Cryomech
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Figure 31 : The inside of the sample chamber. Various important components are labeled. The chain

that is driven by the motor can be seen underneath the thermal straps and stage on the bottom and

right side of the apparatus. The stage, sample holder insets, and thermal straps are all composed

of 101 oxygen free copper. These pieces were also baked at 480o C in a vacuum furnace to increase

their thermal conductivity.

[157]. The stage along with the motor is pictured in Figure 31.

In order to minimize the noise from the discrete steps of the motor, the stage was

designed to move as little as possible per step, providing smooth placement of the

sample onto the nodal support. It takes the motor 200 steps to rotate through a full

2π rotation, meaning each step is π/100 radians or 1.8◦. In one rotation, the stage

was designed and found through testing to move 0.9 mm, corresponding to a step

size of just 4.535 µm. This was deemed sufficiently small to damp whatever noise

might arise from the discontinuous movement of the motor. Later testing would show

that the sample is placed in a relaxed state, and noise from the motor is completely

eliminated by cutting off power to it.
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3.4.2 Achieving Room Temperature Operation of the Cryo-GeNS

With the stage built, the motor installed, and everything tested at Cryomech, the

coldhead and sample chamber were finally delivered and installed. It was deemed

prudent to first assess the performance of the Cryo-GeNS at room temperature, where

any noise from the helium compression system attached to the sample chamber would

be absent.

Before such room temperature assessment could be done, a number of additional

components of the GeNS experiment needed to be built. Chief among them was

the vacuum system. In order to minimize the effect of gas damping on the lowest

loss modes, it is necessary to reduce the atmosphere inside the chamber well below

10−4 torr [4, 149]. This process took some months of work, and initially had a more

complex design with multiple pneumatic valves, but was finally completed. At room

temperature, the chamber vacuum reaches levels of roughly 2× 10−5 torr.

While the vacuum work was ongoing, two important components of the nodal

suspension were being designed and constructed. First, sample holder insets, pictured

in Figures 31 and 32, were built to accommodate the roughly half a millimeter or less

difference in diameter that can arise from imprecise construction of the substrates.

With these mounted on the stage, a slight decrease in sample diameter would not

stop the sample from being consistently placed onto the nodal support, while a slight

increase of diameter would not restrict a sample from fitting on the stage whatsoever.

The second important component of the suspension system was the nodal support

itself. An uncoated, silicon plano-convex lens was procured from Edmund Optics

[159], to be mounted on a pedestal below the sample. The lowest and highest vertical

positions of the stage with the sample holder inset were calibrated, and a pedestal

for the nodal support was built centered between the two vertical positions. A clamp

was constructed for the lens at the top of the pedestal, and the pedestal itself was

mounted below the center of the sample holder inset.

Upon testing, it was found that the motor reliably placed and captured the sample.

Each capture and replacement is consistent enough that the laser, after bouncing off

the edge of the sample and propagating through the 2 meter optical lever, usually

needs to be adjusted very slightly to reestablish centering on the QPD.

In order to excite the resonant modes of the sample, a comb exciter had to be
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Figure 32 : Four of the sample holder insets along with other Cryo-GeNS equipment. Three insets

were made for each sample target diameter of 3 inches and 4 inches, totaling six sample holder insets.

One inset had a diameter 30 thousandths of an inch larger than the sample target diameter, another

had 30 thousandths of an inch smaller, while the last was exactly the sample target diameter.

machined and connected to a high voltage (HV) source. The comb exciter is pictured

in Figure 31 above the sample. The exciter operates by passing a HV white noise

spectrum through one side of the exciter, while holding the other at ground. The

induced dipoles in the sample interact with the electromagnetic field created by the

rapidly oscillating voltage. This effectively imparts a stress onto the sample across

the whole white noise frequency spectrum, the energy of which gets pushed into the

resonant modes of the sample.

While this work was going on, a complete overhaul of the data analysis software

was being performed by Elenna Capote. Additionally, the data collection LabVIEW

software written by Steve Penn, called MultiQ, had to be converted to a Windows

environment from a Unix one. Using the converted MultiQ, the signals from the

QPD are sampled at 22 kHz. The obtained data are then analyzed by a time-domain

analysis method which applies a digital lock-in amplifier and filtering to isolate each

excitation peak. A finite element analysis (FEA) simulation provides a list of modes

and frequencies based on the geometry of the sample. Each measured mode is iden-

tified by matching it to the FEA. Due to the symmetry of the disk around the sus-

pension point, each mode is quasi-degenerate. To clearly capture each mode in the

lock-in analysis, the degenerate peak is removed via notch filtering. After removing
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the secondary peaks, the digital lock-in method applies a 2 Hz bandpass filter and

heterodyne method to each mode. This analysis method yields the quality factor of

each resonant mode (1/φn) [160].

The finite element analysis for the fused silica and silicon substrates, and later

the AlGaAs coated systems, were first created in ANSYS [161] by the author and

Satoshi Tanioka. This gave relatively accurate frequencies for the resonant modes,

and allowed identification of modes for data analysis yielding the loss of the substrate

and the coated system. Later, more accurate COMSOL [13] models were created

by Simon Tait and Steve Penn to calculate the dilution factors, which were used to

disentangle the loss of the coating from the loss of the coated system via equation

3.166.

Finally, with the nodal suspension, HV comb exciter, stage, QPD, DAQ, vacuum

system, and data analysis software suite all operational, room temperature operation

of the Cryo-GeNS could commence. The results of these initial tests are demonstrated

in Chapter 4, but it is sufficient here to state that room temperature loss measure-

ments on fused silica were consistent with that of previous measurements in literature

and at Syracuse [4, 88, 145].

3.4.3 Achieving Cold Temperature Operation of the Cryo-GeNS

With room temperature operation successful, focus was then shifted onto cold tem-

perature operation. Much of the work needed to get the helium compression system

from Cryomech [157] up and running was being done in conjunction with the projects

to achieve room temperature operation, beginning with infrastructure for the helium

compressor.

The helium compressor, which drives the cooling process, requires both a high

voltage source and plumbing for water cooling. Additionally, high and low pressure

hoses had to be connected to the coldhead, its motor, the compressor, and the buffer

tank, which holds excess helium in case of leaks. Furthermore, the compressor was

located in another room due to the huge amount of noise, scientific and actual, created

by it. Therefore, the high and low pressure lines had to be ran through the walls and

over a distance of roughly 50 meters.

Once that was completed, a CTC 100 temperature controller [162] was integrated

into the system by connecting to three temperature probes and two heaters. The
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CTC displays and records the temperatures of the pulse tube, where the compressed

4 K helium meets the copper plate that runs into the sample chamber, the sample

chamber floor, and the sample holder inset on top of the stage. Additionally, it

operates two 5 W heaters located on the pulse tube and on the sample chamber floor.

With the cryostat and CTC now operational, testing of the cooling levels could

commence. Prior tests had been carried out at Cryomech, finding that the chamber

floor reached a temperature of 6.39 K. Our tests found that it did not get quite

so low in the chamber, and further improvements were made to bring down the

temperature. These include replacing the fused silica windows into the chamber

with better heat conducting sapphire ones, covering the windows with copper tape,

and adding additional thermal straps connected directly to the sample holder insets

(pictured in Figure 31).

An initial test was conducted to determine the temperature of a fused silica sample

on the sample holder inset. The sample chamber floor temperature probe was stuck

to the center of the fused silica disk via an adhesive indium foil, and the system was

turned on. Due to the low thermal conduction of the fused silica and the lack of

thermal conduction to the sample holder inset, the fused silica sample only reached a

minimum temperature of roughly 60 K. It was also determined that the thick copper

wires carrying the high voltage signal for the comb exciter into the sample chamber

were conducting too much heat, and these were replaced with much smaller and less

conducting manganin wire.

The high temperature of the fused silica sample was assumed to be due solely

to its thermal properties, so a subsequent test was conducted when the crystalline

silicon substrates arrived. Disappointingly, it was discovered that the silicon samples

only reached a minimum temperature of 30 K.

This is when the previously discussed improvements to the sample chamber were

made. The critical addition was the incorporation of the thermal straps onto the

top of the sample holder inset. Prior to this upgrade, the sample holder inset had

minimal thermal contact with the stage, and subsequently the sample chamber floor.

With this fixed, the silicon samples nearly perfectly mirrored the temperature of the

chamber floor until the coolest temperatures. At the lowest temperature achieved,

the floor sat around 11.3 K, while the sample was 12.1 K. By 20 K, the sample and

chamber returned to within tens of mK of one another.
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Furthermore, testing of motor operation of the stage at these coldest temperatures

were successful. The samples were placed onto the nodal support and recaptured

reliably. Centering of the laser onto the QPD after reflecting off the sample was

also reproduced consistently after each placement onto the nodal support. It was in

these tests at temperatures below 20 K that it was discovered that the motor dumps

a noticeable amount of heat into the system, though this is quickly dissipated by

cutting power to the motor.

With the knowledge that the samples were reaching the desired minimum temper-

ature, that the motor could drive the stage at the coldest temperatures, and that the

Cryo-GeNS could reproduce room temperature loss measurements, data collection on

the crystalline silicon substrates and the AlGaAs coatings could commence.
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Chapter 4

Cryogenic Multi-Modal GeNS:

Data Replication

As a definitive test of the cryogenic gentle nodal suspension’s (Cryo-GeNS) efficacy,

it was deemed prudent to replicate previous loss measurements across the whole

temperature range. Data was initially taken at room temperature on fused silica

substrates, a material that has had its loss extensively studied by the coatings research

group at Syracuse and in the wider community [4, 141, 145, 163, 164]. Data from

the Cryo-GeNS on this substrate could be easily compared, to both Syracuse room

temperature GeNS results and that of other loss experiments. Once accuracy at

room temperature was verified, the same test of fused silica could be done at cold

temperatures. This chapter begins by detailing the results of these successful tests of

the Cryo-GeNS.

Following these assessments, the next step was to measure the crystalline sili-

con substrate that would hold the AlGaAs-GaAs multilayer coating. By measuring

the silicon substrate across the whole temperature range, one simultaneously verifies

the cold temperature performance of the Cryo-GeNS by comparing to previous data

[82] while also recording data necessary to decouple the coating loss from that of

the coating-substrate system via equation 3.166. Once substrate data is recorded,

analyzed, and found to agree with literature, loss measurements of AlGaAs at cold

temperature can commence. This chapter closes with a presentation of the crystalline

silicon substrate loss data.
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4.1 Room Temperature Replication: Fused Silica

As was discussed in Chapter 3, the Cryo-GeNS performance was first tested at room

temperature. Fused silica was deemed the best material for this initial examination,

as it was readily available and had been measured extensively both at Syracuse and by

the wider community [4, 141, 145, 163, 164]. The planned substrate for the coating,

crystalline silicon, is known to have extremely high levels of loss at room temperature

due to thermoelastic loss, and so was not selected for testing at this time. Thermoe-

lastic loss, in general and as pertains to the crystalline silicon substrate, is explored

in detail in section 2.1.3.

The room temperature test was a resounding success, producing loss measure-

ments with quality factors in the tens of millions, as expected from previous work. The

most striking comparison can be made with the room temperature GeNS at Syracuse.

Figure 33 shows a direct comparison between ringdowns made in the two systems.

As a reminder, loss angle and quality factor are very simply related, φ = 1/Q.

Figure 33 : A comparison of a ringdown of mode 3 (m = 0, n = 3) measured in the room temperature

GeNS (left) and the Cryo-GeNS (right). Surprisingly, the residuals (red lines) between the fit and

recorded ringdown appear significantly lower in the Cryo-GeNS, suggesting this mode has a cleaner

ringdown in the Cryo-GeNS. This is probably due to a higher amplitude of oscillation by the mode

in the Cryo-GeNS.

Although the loss measurements, Q = 32 million in the room temperature GeNS

and Q = 25 million in the Cryo-GeNS, aren’t in perfect agreement, this type of spread

is consistent between individual measurements. These findings reflect those of all the

other measured modes for this test; the Cryo-GeNS and room temperature GeNS
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measured quality factors were always close to each other.

Unexpectedly, the residuals in the Cryo-GeNS appear to be lower than that of

the room temperature GeNS, implying a more perfect ringdown unaffected by noise

imparted from the environment. This can be seen in Figure 33 by comparing the

magnitude of the residual, plotted as the red line, between the room temperature and

Cryo-GeNS. The most likely explanation is that the excited amplitude of oscillation

by the resonant mode is higher in the Cryo-GeNS, and so a similar level of noise would

show up as a relatively lower residual on a plot, when in reality the absolute value of

the residuals are the same. This hypothesis is supported by comparing the scale of

the y-axes of the two plots; the Cryo-GeNS reaches much larger voltages, implying

greater oscillation amplitude.

These loss measurements match the level of loss and its variability observed in the

first test of fused silica in a GeNS experiment, carried out by Cesarini et al [4]. With

the comparison to a second GeNS measurement and aggreement with cantilever and

welded suspension experiments [141, 145, 163, 164], the room temperature operation

of the Cryo-GeNS was considered to be accurate. Testing at cold temperature could

now commence.

4.2 Replication of Cold Temperature Data: Fused Silica and

Silicon

Cold temperature measurements in the Cryo-GeNS were first taken on fused silica

thin disks, similar to the room temperature measurements. There are two reasons for

this. First, they were on hand while the crystalline silicon substrates had yet to be

delivered. Second, there was also literature at cold temperature for fused silica that

could provide a direct comparison [164].

In these early tests, there were two restrictions on how low a temperature that

measurable data could be found. First, the sample chamber was not yet upgraded to

the form as pictured in Figure 31. Most significantly, the thermal straps connected to

the sample holder inset had not yet been installed. This meant that the silica sample

could not be cooled below 60 K.

However, this was inconsequential due to the second restriction, an inability of

the Cryo-GeNS to measure extremely high loss ringdowns. Indeed, this is reflected
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in the data of Figure 34, where below 110 K it is impossible to record the ringdowns,

they damp out too quickly. As such, there is no data below this temperature.

Figure 34 : Two measurements of the quality factor Q of fused silica from 110 K to 300 K for the

first mode. The larger relative spread in the data at low Q, or high mechanical loss φ, reflects the

greater uncertainty that comes with measuring short ringdowns.

Comparing this result to the more complete data set published by Schroeter et al

[164], one finds that they are in a reasonable level of agreement. Most importantly,

the data recorded at 110 K matches that found by Schroeter.

With this rough verification of cold temperature operation, the 3 inch diameter,

1 mm thick fused silica substrate was replaced by a 4 inch diameter, 500 µm thick,

double side polished, high-purity silicon wafer procured through Ultrasil LLC [165].

These wafers would become the sample substrates for the coating we wished to mea-

sure the cold temperature mechanical loss of. The crystal orientation of the samples

are 〈100〉, and their resistivity is more than 10 kΩ cm. One of these silicon samples is

pictured in Figure 31 being held by the sample holder inset. Crystalline silicon was

chosen as a substrate material for its very low loss at cold temperatures between 12

K and 140 K.

When recording ringdown observations, multiple modes were followed through

the temperature range, and two silicon substrates were measured. No significant

difference was found in the loss between modes, though their resonant frequencies did

differ by approximately 2-3%. This is most likely due to slight differences in their

diameters and the exact size and location of the flat cut in them by which the crystal
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axes are oriented. The combined losses of the two samples are reported in Figure

35. Since they were relevant for determining the accuracy of the thermoelastic loss

models, this data is reported mode-by-mode in Figure 12 of Chapter 2, where it is

directly compared to a modeled thermoelastic loss curve.

Figure 35 : Loss angle over temperature for eight different resonant modes of a bare, 4 inch diameter,

500 µm thick, crystalline silicon substrate. The shape of each mode is given in table 3.

The results of this full temperature range measurement of loss on the silicon

substrates were compared to the same observations made in another cold temperature

GeNS by Granata et al [82]. This data was in stark agreement, even though our

sample was an inch larger in diameter and was about 10% thicker than Granata’s

460 µm thick silicon samples. Thankfully, the slight differences in geometry did not

significantly alter the levels of thermoelastic loss in the samples, allowing for direct

comparison. See section 2.1.3 for more detail about thermoelastic loss.

Further lending confidence to the data is the level of agreement between the mea-

sured loss and the modeled thermoelastic loss, as can be seen for all the modes in

Figure 12. The most relevant parts of these plots for this argument are the areas



105

where the thermoelastic loss is the dominant noise source, such as the TE loss peak

around 80 K and at all temperatures above 150 K. Although there are some outliers,

the vast majority of the points follow the thermoelastic loss trends closely.

The astute reader may ask why the loss of the substrate seems to plateau below

roughly 30 K. If thermoelastic loss is the only dominate loss source, loss should

continue to fall as temperature does. Similar behavior has been observed before in

silicon at cold temperature, and is attributed to surface losses due to impurities, either

in the crystal structure or through materials that have fallen onto the sample and

been frozen on [97–99]. Due to the reasonably similar levels of loss observed, it can be

stated with moderate confidence that surface losses on the substrates are responsible

for the plateau in loss below 30 K.

After comparing the loss measured in the Cryo-GeNS to those found by Granata et

al [82], confidence in the accuracy of the data being extracted by the Cryo-GeNS was

high enough to send out the substrates for coating. Specifically, the substrates were

to be coated with a material that has shown great promise for the gravitational wave

community in addressing coating thermal noise, AlGaAs. The performance of this

material at cold temperatures is an open question; understanding it the driving goal

of this thesis. Answering this question is of critical importance for achieving the low

coating thermal noise demands of current (KAGRA) and next-generation detectors.

Furthermore, as was discussed in section 2.2.4, one requires cold temperature data to

understand the loss mechanisms of these materials, substrate or coating.
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Chapter 5

Cryogenic Multi-Modal GeNS:

AlGaAs

With the completion of loss measurements on the bare silicon substrates across the

temperature range from 12 K to room temperature, it was time to send them out

for coating by Garrett Cole and Thorlabs Crystalline Solutions [166]. As will be

discussed in the beginning of this chapter, AlGaAs is a relatively novel material in

the gravitational wave community. As such, demand for large area AlGaAs coatings

has not existed for longer than a decade. Not only is this work expanding the breadth

of available data on AlGaAs mechanical loss at cold temperature, but it also is the

first test of 4 inch (10 cm) diameter optical coatings. These are the largest area

AlGaAs coatings yet produced [167]. Such assessments of size are critical, as the

gravitational wave detectors (GWDs) will require coatings with diameters between

34 cm and a meter [9, 56, 168].

Although the coating has previously been referred to as AlGaAs, this is a slight

misnomer. In reality, the coating is composed of multiple layers of alternating gallium

arsenide (GaAs) and aluminum-alloyed gallium arsenide (AlxGa1−xAs). The x in

the subscript of the AlGaAs nano-layers denotes the doping percentage of Al; for

this work x = 0.92. For the rest of this thesis, unless otherwise noted, whenever

AlGaAs is mentioned it is referring to this specific doping percentage of the material.

Additionally, it should be noted that the loss of the coating is the loss of this multilayer

stack of GaAs and AlGaAs; neither material is being measured independently. The

AlGaAs coatings measured in this experiment were 6.78 µm thick, with 26 alternating
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layers of GaAs and AlGaAs comprising the total coating thickness.

The presence of GaAs layers is a necessity, as AlGaAs exposed to open air will

corrode, but not an unwelcome one. The GaAs layers have a high index of refraction,

approximately 3.38 at 1530 nm [169], while the AlGaAs layers have a lower index of

refraction of 2.93 at 1530 nm [169]. This means that AlGaAs could potentially make

up both the high and low index of refraction components of an HR stack on a test

mass.

This chapter will begin by outlining the brief history of AlGaAs coatings as per-

tains to the GWD community. Although it will start with work done by those within

the LIGO-VIRGO-KAGRA (LVK) collaboration, there is also relevant research that

has been done by the precision metrology community in an effort to build maximally

precise atomic clocks. Once the backstory is established, the loss of the AlGaAs

coating as measured in the Cryo-GeNS will be reported. There will also be some

discussion about the implications of the results to close the chapter.

Lastly, a note about terminology moving forward. There are three loss terms that

are discussed. The first is the measured loss of the substrate which is dominated by

thermoelastic loss, referred to as substrate loss. The second is the measured loss of

the coated sample, which is referred to as coated sample loss or coated system loss.

The last and most important is the loss of the coating itself, calculated from 3.166

using the two measured losses of the substrate and the coated system. This is called

coating loss, and is referred to as such in the proceeding sections.

5.1 GaAs-AlGaAs Multilayer Coating: A Brief History

Monocrystalline multilayers, consisting of alternating GaAs and AlGaAs layers, began

being explored as one of the coating candidates for future GWDs about a decade ago

[5]. Interest has only grown since then, inspiring further research [6, 136, 137, 139].

AlGaAs coatings have been found to have remarkably low mechanical loss at room

temperature, sitting at around φc . 2.5× 10−5, one order of magnitude smaller than

state-of-the-art amorphous coatings used in GWDs [5, 170]. Due to their extremely

low levels of loss, AlGaAs coatings can improve the performance of GWDs by reducing

the level of coating thermal noise. By lowering both the loss of the coating and

the temperature of the test masses, one reduces the values of T and φ in equation
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2.117, improving the sensitivity of GWDs. In reality, as of the publication of this

thesis, it is most likely that next generation detectors will not cool their test masses,

though the option has not been totally dismissed. Improved sensitivity of the GWDs

yields a higher detection rate of gravitational-wave events, providing more data to

the astronomers and physicists that rely on it to test and constrain their theories.

In addition to its room temperature investigation by the gravitational wave com-

munity, AlGaAs coatings have also been researched by precision metrology physicists

at temperatures as low as 4 K [138, 171]. Low thermal noise, as is demonstrated by

AlGaAs coatings, is just as important in the operation of atomic clocks as it is in

GWDs. These experiments offer a rare opportunity to measure the thermal noise of

AlGaAs coatings directly. Whereas in the Cryo-GeNS the thermal noise is measured

indirectly by measuring the loss angle of the modes, these direct measurements are

conducted within ultra-stable centimeter scale silicon Fabry-Pérot cavities.

Recent measurements of fixed cavities with AlGaAs mirrors saw excess birefringent

noise above the expected Brownian thermal noise. By simultaneously probing the

two polarization eigenmodes with two independent lasers, Yu et al [138] effectively

subtracted the birefringent noise. This was done by polarization averaging; the noise

in the two lasers is anticorrelated, so polarization averaging sufficiently suppresses the

birefringent noise. The excess noise could not be reduced, but it was determined to

have spatial correlation lengths larger than the sizes of the HG00 and HG01 modes of

the locked beam. This is why it is referred to as “global” excess noise in the literature.

It is possible that Yu et al have made a direct measurement of a new non-local noise

source [138]. This is the first time a measurement like this has been made in this

frequency regime, and it is possible the expectations of birefringent noise and thermal

noise does not match the reality of the system.

Although they are very valuable measurements, these direct measurements were

only conducted at specific temperatures, 4 K, 16 K, and 124 K. Additionally, these

measurements were impeded by the unknown excess global noise, which masked the

thermal noise contribution except within a narrow frequency band at 124 K. Further-

more, these direct measurements are taken at frequencies roughly 1000 times lower

than the frequency band that is relevant to GWDs. However, those direct measure-

ments that could be made did agree with the room temperature loss as measured

previously, φ . 2.5× 10−5 [5, 138].
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In order to better understand the cold temperature behavior, especially at the

exact temperatures anticipated to be the operating temperatures of detectors such

as KAGRA and ET [8, 9], it is necessary to fill in the gap below 124 K previously

measured in centimeter scale Fabry-Pérot cavities but masked by an unknown noise

source, or sources. As was discussed in chapter 3 and demonstrated in chapter 4, this

is exactly what the Cryo-GeNS was built to do.

5.2 AlGaAs Cold Temperature Mechanical Loss: Results

Once the substrates were returned from the Molecular Beam Epitaxy (MBE) coating

process at Thorlabs [5, 166], the coated samples were placed into the Cryo-GeNS for

comprehensive ringdown measurements. One of the coated samples is pictured in

Figure 36. Data was collected as follows; the first sample was placed and ringdowns

were recorded at each temperature twice. It was then removed, and the same pro-

cess was followed for the second sample. Lastly, the initial sample was placed back

into the Cryo-GeNS and data was recorded once more at all temperatures and two

additional times at the important temperatures of 12 K and 122 K. The tempera-

tures chosen reflect previous measurements on the substrate, which were chosen to

evenly fill out a log scale of temperature from 12 K to 300 K. The uncertainties of the

measured losses, such as in Figures 35 and 37, are taken from the standard deviation

of the measurements. This uncertainty is carried through when the coating loss was

calculated using equation 3.166.

The results of these measurements on the coated samples were already reported for

each mode in Figure 15. One can see all the modes overlaid on top of one another in

Figure 37. The magnitude of the loss peak around 80 K scales upwards with frequency

and is influenced by mode shape, as it was for the substrate. The obvious conclusion

is that substrate thermoelastic dissipation (TED) is still a significant source of loss

at certain temperatures for certain modes, such as 80 K for mode 7. However, the

total mechanical loss of the coated sample is increased due to the presence of the

coating, such that the level of impact the substrate thermoelastic loss has on the

coated sample loss varies mode by mode.

The importance of understanding the nature of the thermoelastic dissipation from

the substrate cannot be understated. In the parameter space of mode frequency and
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Figure 36 : One of the AlGaAs coated silicon samples. The white bar across the sample is an

artificat of the picture, and is a reflection of the wall behind the coating. The slight bumps on the

face of the sample are defects from impurities on the silicon substrate surface, and do not have a

measurable impact on coating mechanical loss measurements [6].
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Figure 37 : Loss angle of the coated sample over the temperature range from 12 K to 295 K for all

the modes. The presence of a loss peak around 80 K signals influence from substrate thermoelastic

dissipation; the magnitude of the peak indicates the how severe this influence is.
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temperature where substrate TED dominates the loss of the coated system, such

as at 80 K of modes 7 or 14, the additional loss from the coating is insignificant

compared to the thermoelastic dissipation due to the substrate. In this scenario, the

variance of the individual ringdown loss measurements on the substrate is as large

or larger than the loss from the coating itself. This means that when equation 3.166

is used in an attempt to decouple the coating loss from that of the coated system,

the resulting coating loss has very high uncertainty. As a result, only measurements

where substrate loss is not more than roughly 33% of the measured coated sample

loss are considered viable for calculating coating loss. For this reason, Figure 15

is invaluable when understanding at a glance where the coating loss of the AlGaAs

multilayer can be trusted.

From Figures 15 and 37, it is apparent that substrate loss becomes problematic

at certain temperatures. Due to the large amount of substrate TED, all data above

142 K cannot reliably have the coating loss disentangled from them. However, the

substrate thermoelastic loss is insignificant at the coldest temperatures and at 122 K

across all modes. At the coldest temperatures, from 12 K to 30 K, the loss of the

coated sample is overwhelmingly determined by the coating mechanical loss for all

modes. This happens again at 122 K due to a zero crossing point in crystalline silicon’s

coefficient of thermal expansion that occurs near this temperature, minimizing TE

loss. Additionally, at these colder temperatures the TE loss of the coating and coating-

substrate interface is found to be insignificant, as can be seen by the low value of the

orange curves of Figure 15 at these lower temperatures.

With these important restrictions on coating loss in mind, equation 3.166 was

used to calculate the mechanical loss due to solely the AlGaAs coating. Recall from

sections 2.1.1 and 2.1.2, specifically equations 2.64 and 2.117, that it is this coating

loss that is the most significant component in the test masses of gravitational wave

detectors, since the material properties and geometries of the bulk of the test masses

lower their losses orders of magnitude below that of the coating. The results of the

analysis that extracted coating loss from the coated system loss are presented in

Figure 38.

Before discussing the results, it is important to discuss how the dilution factors of

equation 3.166 were obtained. As was discussed in section 3.3.1, these dilution factors

can be found via finite element analysis (FEA). Two such analyses were carried out
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in COMSOL [13] by Steve Penn and Simon Tait [59]. Although both analyses had

similar values for the dilution factors, those determined by Tait’s FEA were reported

here since the simulated modes of his analysis more closely match the measured modes

observed in the Cryo-GeNS.

Another important fact about the results to consider is the interplay between sub-

strate and coating loss. Although Figure 37 incorporates loss from both coating and

substrate, the loss of the substrate factors more heavily due to the fact that it contains

much more energy. This can be seen in equation 3.163, where Ds,n, representing the

percentage of energy in the substrate, will be four to twenty times larger than Dc,n.

Therefore, it is expected that the loss of the coating will be significantly higher than

the coated system loss of Figure 37.

Figure 38 : Mechanical loss of the AlGaAs coating over the temperature range from 12 K to 142 K

for all the modes. The points where measured substrate loss approaches the measured loss of the

coated system have been removed, as the coating loss cannot be reliably calculated when the coated

sample loss is not at least twice as large as the substrate loss. Perhaps the most noticeable trait of

this data is the large spread in loss between the modes, with about a factor of 50 difference between

the lowest and highest loss modes.
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The first thing one tends to notice in Figure 38 is the large gap in data exhibited

by modes 7 and 14 above 50 K. Accurate measurements of the coating loss for these

modes above 50 K is impossible due to the coated system loss being dominated by

the substrate at these temperatures. This can be seen in the plots for these modes in

Figure 15.

Additionally, mode 12 shows a relatively large variation in loss over the temper-

ature range as compared to the other modes. The evolution of this mode data over

temperature does appear to be following a slight upward trend along with the rest of

the modes. However, the relatively large spread in the data for mode 12 is a behavior

also shown by the inaccurate data of modes 7 and 14 at temperatures where sub-

strate thermoelastic loss was too large to confidently measure coating loss. However,

unlike modes 7 and 14, mode 12 did not have the theoretical TE dissipation or the

measured substrate loss pass the 33% of measured coated sample loss threshold for

all temperatures around the 80 K substrate loss peak, so its data has been included.

The reason for this behavior unique to mode 12 has not been determined.

The inaccuracy in the measured loss above 122 K becomes intolerable for all modes

with the exceptions of modes 1, 3, and 5; these exceptions lose all accuracy above 142

K. For that reason, no coating loss data above this temperature has been reported.

To a trained eye, the large difference in loss between the highest loss modes (3,

5, 12, 15, and 20) and the lowest loss mode (1) is striking. Some level of difference

between the loss of the modes was expected [6], but never has a difference greater

than a factor of 10 been observed. Another crystalline multilayer material, gallium

phosphide (GaP) and aluminum gallium phosphide (AlGaP), exhibited only a factor

of 3 difference between the modes [172]. However, the loss exhibited by the highest

loss modes is still lower than what would be expected of them at room temperature

[6], even with the large variation in loss between modes.

Table 3 displays the mode shapes, frequencies, and dilution factors for each of the

reported mode numbers. The mode numbers were chosen from a COMSOL model,

where the mode number signifies the order of the modes by frequency. The listed

dilution factors were those used in equation 3.166.

The mode shapes were determined from a combination of COMSOL modeling and

fitting the substrate data to the thermoelastic loss model. As is shown in equation

2.121, the TE loss model is influenced by a geometric factor D [19], which in turn
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Table 3 : A table mapping the mode numbers onto frequencies and mode shapes, where the mode

shapes are described as (m, n). The mode shape number m denotes the amount of radial nodes or

circles, while the number n denotes the amount of angular nodes or lines. The associated dilution

factors, determined from FEA in COMSOL [13] are also listed. Note that mode number is just an

easy way to keep track of which mode is being referenced, instead of stating a shape or frequency.

The mode number is chosen by simply numbering all non-degenerate modes by increasing frequency.

Mode Number Mode Frequency [Hz] Mode Shape Dilution Factor (Dc)
1 390 (0, 2) 0.0712
3 994 (0, 3) 0.0620
5 1736 (0, 4) 0.0627
7 2554 (1, 2) 0.0727
12 4993 (0, 7) 0.0622
14 6159 (2, 2) 0.0713
15 6400 (0, 8) 0.0626
20 8100 (1, 7) 0.0618

is determined by the mode shape. When two different mode shapes are very close

in frequency, whichever mode shape geometric factor better fits the TE loss model

to the substrate data was determined to be the correct shape. This was the case for

mode 7, which was either the (1, 2) or (0, 5) mode shapes. (1, 2) was determined to

be the correct shape for the observed mode.

Upon comparison of the mode shape to a mode’s coating loss behavior, one can

notice that the 3 lowest loss modes, 1, 7, and 14, all have just two angular nodal

lines. Another way of saying this is that they have a mode shape of (m,n = 2).

This behavior has not been observed before by GeNS experiments, for crystalline or

amorphous coatings.

It is hypothesized that the mode dependent loss could be caused by the compar-

ative orientations of the mode shapes and the crystal axes. If these low loss modes,

relative to the other modes, apply their stresses more along the direction of the lowest

loss crystal axis, this could explain the wide range of coating loss values observed.

However, this is just considered a hypothesis and cannot be stated with confidence,

as there is as yet no explanation why the loss associated with one crystal axis loss

would evolve significantly differently than the other two as the temperature of the

AlGaAs coating is lowered.

Another hypothesis is that interactions with the the flat of the sample, that was
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cut into the substrate to indicate orientation of the crystal axes, is causing this mode-

dependent loss. Although the split in mode-dependent losses is not as large for the

substrate, it is still substantial. This could be evidence in favor of this explanation.

Measuring loss data on samples without a flat would definitively affirm or reject this

hypothesis.

5.3 AlGaAs Cold Temperature Mechanical Loss: Thermal

Noise in Gravitational Wave Detectors

Recall from section 2.1.2 that the loss angle of an amorphous coating can be decom-

posed into bulk and shear components. This yields a better prediction of the power

spectral density of the coating thermal noise for the coating in a gravitational wave

detector [17]. Until now, the loss angles that have been reported have all been at-

tached to individual modes. The bulk and shear decomposition seeks to explain the

coating loss of all modes by just two unchanging loss angles, φBulk
c and φShear

c . After

discussing such a decomposition of the data presented in section 5.2, the possible

performance of an AlGaAs coating in a gravitational wave detector, such as those

referenced in sections 2.2.2 and 2.2.3 will be considered.

5.3.1 Search for Bulk and Shear Loss Angles

A bulk and shear analysis can be attempted on the AlGaAs coating, even though

it is neither amorphous nor isotropic. The three crystal axes of the AlGaAs-GaAs

multilayer means that there exists three loss angles, φ11, φ12, and φ44 [173]. However,

a bulk/shear decomposition has been successfully carried out previously [6]; it is

believed to work due to the similar values and energy distributions of the 11 and 12

principle directions.

In order to carry out such a decomposition, one must determine the relative

amounts of energy associated with the bulk and shear strains [6, 90]. One can see

this in the equation that is fit in order to find the bulk and shear loss angles,

φc,n = DBulk
c,n φBulk

c +DShear
c,n φShear

c . (5.172)

By finding data at many modes, one effectively has a system of equations, n = 8 in
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this case for the eight modes measured, that can be fit for values of φBulk
c and φShear

c .

The new dilution factors, DBulk
c and DShear

c , are the ratios of the energies due to bulk

and shear strains as compared to the total energy in the coating,

DBulk
c,n =

EBulk
c,n

Ec,n

DShear
c,n =

EShear
c,n

Ec,n
.

(5.173)

As was the case with the dilution factors that enabled disentanglement of coating loss

from the coated sample loss, these dilution factors were found through FEA. Such an

analysis was carried out by Simon Tait in COMSOL at the request of the author.

This process was conducted at each temperature, however only the data at 21 K

is presented in Figure 39. Presenting more data would be redundant, as the behavior

of the fit did not change with temperature. Specifically, the fit was found to be non-

physical, either in its ascribed values to the shear loss angle or its failure to properly

fit the data, or both.

Figure 39 : A fit of bulk and shear loss angles of the AlGaAs coating loss at 21 K. Since it is given

a negative value by the fit, shear loss is not pictured. The shape and inaccuracy of the fit is found

across all temperatures and if bulk loss is allowed to vary linearly with frequency. The fit becomes

intolerably inaccurate when shear loss is restricted to positive values. When the shear fit is forced

to be positive, it is found to be a very low value φShearc < 1× 10−7.

Although the levels of bulk and shear loss roughly match what is expected based on
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room temperature bulk and shear decomposition of AlGaAs coatings [6], the resulting

coating loss as calculated by fitting equation 5.172 does not match the measured

coating loss. Additionally, although the shear loss was expected to be vanishingly

small, it cannot be negative. When shear loss was forced to be positive, the resulting

fit got significantly worse. With such massive residuals between the measured loss

and the fit and a negative shear loss, the calculated bulk and shear loss angles cannot

be considered a proper reflection of the material loss.

This inability to fit a bulk and shear approximation might be further evidence

of a divergence in behavior between the crystal axes when cooled, as discussed at

the end of section 5.2. If two of the axes had similar associated losses at room

temperature but not at cold temperature, that could explain the inability to properly

fit a bulk and shear model to cold temperature data when it previously worked for

room temperature data. Therefore, a new model must be used in order to properly

characterize the mechanical loss as rigorously as prior experiments.

The crystalline model needs to be a modified version of the bulk/shear model,

one that includes three loss angles and dilution factors, one for each of the crystal

axes. The process to decompose these three loss angles from the measured mode

losses would be carried out similarly to the bulk and shear decomposition. At room

temperature, it has proven difficult to disentangle two of the loss angles, φ11 and φ12,

for the same reason that the bulk and shear simplification worked. The two dilution

factors display very similar behavior as the modes change, which makes finding their

associated loss angles challenging [6]. It was hoped that a model at cold temperature

would not encounter this problem if the φ11 and φ12 loss angles diverged in their

behavior.

Such a model was created by Simon Tait and a decomposition by crystal axes was

attempted. Although it fit the data relatively well, it unfortunately also yielded non-

physical negative loss angles as well as negative energies along certain axes. Such a

result cannot be considered accurate whatsoever. Therefore, it is up to future research

by the coating optics community to properly decompose the coating loss angles of cold

temperature AlGaAs. The models used in this work have proven insufficient.
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5.3.2 AlGaAs and Gravitational Wave Detectors

Although it would have been better to have a bulk and shear or crystal axis decom-

position of the mode loss angles, one can still make predictions about the coating

thermal noise levels of an AlGaAs coating in a gravitational wave detector without

them [83, 174]. This can be done by direct comparison to the measured loss angle

of the current coatings or a direct calculation of the power spectral density via the

following equation [6, 88]

Sx(f) = 2kBT
(1− σ2)

π3/2wY f
φeff (5.174)

where φeff is defined by

φeff = φs + φc
2d− 4dσ√
πw(1− σ)

. (5.175)

In the above equations, d is the coating thickness and w is the beam width.

Since the AlGaAs coating loss data was masked at warmer temperatures, the most

direct application of the results can be made to cryogenic GWDs. Currently, KAGRA

(see section 2.2.2) is the only such operating detector. KAGRA uses sapphire mirrors

cooled to 20 K in order to reduce thermal noise [8]. Currently, KAGRA’s test masses

use titania doped tantala as the high index material of the HR coating stack. This

material has a mechanical loss of φKAGRA
c ≈ 5 × 10−4, and the resulting coating

thermal noise could be a limitation on KAGRA’s sensitivity [8, 174].

As was reported in section 5.2, the AlGaAs coating mechanical loss measured using

the Cryo-GeNS had a large spread in the loss angle between the modes. However,

even the highest loss mode outperforms the current KAGRA coating mechanical loss,

with the highest loss mode displaying a loss angle of ∼ 5×10−5 at 20 K. With such a

result, it would be reasonable to state that AlGaAs coatings could potentially reduce

KAGRA’s coating thermal noise by a factor of three in amplitude spectral density

([m/
√

Hz]).

The optical properties of an AlGaAs coating have also been explored. The scatter-

ing and absorption of AlGaAs coatings are low [175, 176], which increases sensitivity

via reduction in optical losses. Unfortunately, AlGaAs is not transparent at 532 nm,

meaning the green laser used for lock acquisition would need to be replaced and a new

lock acquisition scheme formulated [177]. A possible new lock acquisition approach
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has been proposed by the community of AlGaAs researchers [167].

In addition to the current KAGRA detector, there are also possible future GWDs

that have been considering cooling their test masses. These include LIGO Voyager,

Einstein Telescope (ET), and Cosmic Explorer (CE) [10, 125, 178]. LIGO Voyager

and ET have discussed operation at 123 K and 10 K, respectively [125, 178]. If it is

assumed that the highest measured loss at 12 K reflects the behavior of an AlGaAs

coating at 10 K, the estimated ASD of coating thermal noise at 10 Hz is ≈ 2.5×10−21

m/
√

Hz. The coating thermal noise goal of ET, 3.6 × 10−21 m/
√

Hz at 10 Hz, sits

roughly 50% higher than the approximate level of coating thermal noise of the AlGaAs

coating under the assumption that the thermal noise is reflected by the highest loss

mode measured.

The desired magnitude of coating mechanical loss in a theoretical LIGO Voyager

is about five times lower than that presently found in current generation detectors

φVoyager
c ≈ 5.5×10−5 [125]. From Figure 38, one can see that some mode loss angles at

123 K exceed the Voyager loss goals, while other mode loss angles sit below it. Mode

1 is especially notable, with φc ∼ 1× 10−6, having loss levels 50 times lower than the

mechanical loss goal of LIGO Voyager. Whether or not an AlGaAs coating would

meet the desired loss value cannot be determined without a direct measurement or a

model that quantifies the relationship between the mechanical loss of each mode and

the coating thermal noise of a test mass.

Cosmic Explorer, which has a coating thermal noise goal about equal to ET at 10

Hz but about five times lower at 20 Hz, see Figure 16, has referenced AlGaAs as a

possible coating for its test masses [10]. Like LIGO Voyager, it is impossible to say

without further work whether or not a test mass with an AlGaAs coating, at any

temperature, will provide such low coating thermal noise levels. However, it can be

mentioned that there are measured loss angles, especially mode 1, that would suggest

an AlGaAs coated test mass would be satisfactory assuming the loss mimics that of

the desired low loss mode.

As has been emphasized for LIGO Voyager and CE, further research is necessary

in order to have sufficient confidence in the successful implementation of AlGaAs

coatings in cryogenic GWDs, even with the promising results displayed in Figure 38.

There are also other problems besides coating thermal noise that must be rectified,

such as the ability to realize the necessary coating diameter of the AlGaAs coating.
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As of publication of this thesis, the largest manufactured AlGaAs coating diameter

has been 10 cm; this is much smaller than the 34 cm to one meter range required by

current and future generation GWDs [9, 56, 168]. All of these challenges and open

questions as pertaining to an AlGaAs coated test mass are currently being tackled

by the wider community of physicists who require greater precision in their laser

measurements [167].
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Chapter 6

Conclusion

Gravitational wave detectors (GWDs) are entering an era that will be defined by

how well the critical noise sources can be mitigated. Quantum squeezing is leading to

levels of quantum noise previously considered unattainable. With these improvements

to the quantum noise sources, the thermal noise of the high-reflectivity coatings will

be the dominant noise source through much of the frequency band considered most

important for observation of merging compact binaries. A cryogenic GeNS that can

cool a coating sample as low as 12 K was constructed to assess the mechanical loss

of AlGaAs coatings across a wide temperature range, with further application of the

experiment to any coating that can be bonded to a 3 inch or 4 inch substrate. AlGaAs

coatings, at cold temperature and at room temperature, have the possibility to push

down coating noise and provide a significant improvement to the sensitivity of the

detectors. It has been shown that the loss of AlGaAs coatings at cold temperatures

yields remarkable results, both in its magnitude of loss and the behavioral difference

between the modes. Although this mode-dependent loss could not be fully explained,

even in a worst case scenario where the highest loss modes are most indicative of

AlGaAs thermal noise on a GWD, the anticipated coating thermal noise reaches

levels that nearly attain or do attain those desired for next generation detectors.

Not to mention the significant improvement they would provide current generation

detectors. The research and development that needs to be conducted in addition to

what was done in this work is summarized below:

• Mode-dependent Loss
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– Further research should be conducted on AlGaAs coatings across the tem-

perature range from 10 K to room temperature with an emphasis on track-

ing mode-dependent losses. At some temperature the loss between the

modes must come to resemble that found at room temperature [6], how-

ever that was not found in this work due to an inability to measure coating

loss above 142 K.

– There is speculation that the mode orientation to the crystal axes is re-

sponsible for this behavior, but that cannot be stated with any certainty

without more data taken to address this specific hypothesis.

– Another hypothesis states that interactions with the flat of the sample

causes these mode dependent losses. A follow up measurement on samples

without a flat would corroborate or invalidate this possible explanation.

• Crystal Axis Decomposition

– There was an attempt to decompose the mode loss angles into bulk and

shear loss angles as well as crystal axis loss angles. Both analyses yielded

non-physical results.

– Decomposition along the crystal axes has been proposed and attempted

by the wider community, but there is as yet no standard model for finding

it in the way that currently exists for bulk and shear decomposition.

∗ Perhaps this is because finding the dilution factors associated with the

crystal axes through finite element analysis is more difficult than the

bulk and shear dilution factors.

∗ Another explanation is the one proposed by Penn et al [6] as to why

their bulk and shear decomposition worked for room temperature crys-

talline AlGaAs. If two of the crystal axes’ loss angles and dilution fac-

tors behave similarly, then modeling the two axes separately becomes

extremely difficult.

• Relationship between Mode Loss Angles and Coating Thermal Noise of a Test

Mass
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– There is a physical connection between the loss angles of the modes mea-

sured in any experiment that tracks ringdowns, such as a GeNS, and the

coating thermal noise arising in such a coating on a GWD test mass. It

is known that understanding the bulk and shear loss angles of amorphous

coatings yields an acceptably accurate quantitative model for coating ther-

mal noise [17], however there is not yet such a model for crystalline coat-

ings, or their three loss angles.

– Perhaps there is a universal relationship that can constrain the possible

thermal noise range if one is restricted to only knowing the loss angles

of the individual modes rather than the three loss angles of the principle

crystal axes. A direct measurment in a centimeter scale cavity that is not

limited by global excess noise [138] would go a long way in answering this

question.

• Other Materials Measurable in the Cryo-GeNS

– Although this work has focused on AlGaAs coatings, there are a multitude

of coating candidates being considered by the Optics Working Group of

the LIGO-VIRGO-KAGRA collaboration. The Cryo-GeNS stands ready

to collect information on any substrate-coating material combination that

could be of interest.

– Operation at warmer temperatures for substrates such as fused silica is

possible, and perhaps this would be a way to fully cover the temperature

range up to room temperature for a single coating. If a coating was de-

posited on both crystalline silicon and fused silica substrates, the silicon

could handle temperatures up to about 140 K, while the fused silica is still

acceptably low loss to around 200 K, conservatively.

∗ In reference to AlGaAs, this would serve as an interesting follow-up

to this work for two reasons. First, if the mode-dependent loss is due

to an interaction between the crystal axes of the silicon and AlGaAs,

the greater variance in loss between modes would not appear on a

fused silica sample at any temperature. Second, if the large mode-

dependent loss does appear when coated on the silica sample, a clue
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as to the cause of the loss could be learned by determining at what

temperature the room temperature behavior is recovered [6].
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[102] SA Loureno, IFL Dias, José Leonil Duarte, Edson Laureto, LC Poças,

DO Toginho Filho, and JR Leite. Thermal expansion contribution to the tem-

perature dependence of excitonic transitions in gaas and algaas. Brazilian jour-

nal of physics, 34:517–525, 2004. 57

[103] AJ Borak, CC Phillips, and C Sirtori. Temperature transients and ther-

mal properties of gaas/algaas quantum-cascade lasers. Applied physics letters,

82(23):4020–4022, 2003. 56, 57

[104] J Piprek, T Troger, B Schroter, JAKJ Kolodzey, and CS Ih. Thermal con-

ductivity reduction in gaas-alas distributed bragg reflectors. IEEE Photonics

Technology Letters, 10(1):81–83, 1998. 56

[105] M. Evans, S. Ballmer, M. Fejer, P. Fritschel, G. Harry, and G. Ogin. Thermo-

optic noise in coated mirrors for high-precision optical measurements. Phys.

Rev. D, 78:102003, Nov 2008. 57, 61

[106] VB Braginsky, ML Gorodetsky, and SP Vyatchanin. Thermo-refractive noise

in gravitational wave antennae. Physics Letters A, 271(5-6):303–307, 2000. 60

[107] Junaid Aasi, BP Abbott, Richard Abbott, Thomas Abbott, MR Abernathy,

Kendall Ackley, Carl Adams, Thomas Adams, Paolo Addesso, RX Adhikari,

et al. Advanced ligo. Classical and quantum gravity, 32(7):074001, 2015. 62

[108] C. Comtet, D. Forest, P. Ganau, G.M. Harry, J.-M. Mackowski, Christine

Michel, J.-L. Montorio, N. Morgado, V. Pierro, L. Pinard, I. Pinto, and

A. Remillieux. Reduction of tantala mechanical losses in Ta2O5/SiO2 coat-

ings for the next generation of VIRGO and LIGO interferometric gravitational

waves detectors. In 42th Rencontres de Moriond - Gravitational Waves and

Experimental Gravity, La Thuile, Italy, March 2007. 62

[109] Gregory M Harry, Matthew R Abernathy, Andres E Becerra-Toledo, Helena

Armandula, Eric Black, Kate Dooley, Matt Eichenfield, Chinyere Nwabugwu,

Akira Villar, D R M Crooks, Gianpietro Cagnoli, Jim Hough, Colin R How,

Ian MacLaren, Peter Murray, Stuart Reid, Sheila Rowan, Peter H Sneddon,

Martin M Fejer, Roger Route, Steven D Penn, Patrick Ganau, Jean-Marie



138

Mackowski, Christophe Michel, Laurent Pinard, and Alban Remillieux. Titania-

doped tantala/silica coatings for gravitational-wave detection. Classical and

Quantum Gravity, 24(2):405, dec 2006. 73

[110] R Flaminio, J Franc, C Michel, N Morgado, L Pinard, and B Sassolas. A study

of coating mechanical and optical losses in view of reducing mirror thermal noise

in gravitational wave detectors. Classical and Quantum Gravity, 27(8):084030,

apr 2010. 62

[111] Massimo Granata. Coating research and development at lma. 2017

Gravitational-Wave Advanced Detector Workshop, 2017. 63

[112] Wenxuan Jia, Hiroaki Yamamoto, Kevin Kuns, Anamaria Effler, Matthew

Evans, Peter Fritschel, R Abbott, C Adams, RX Adhikari, A Ananyeva, et al.

Point absorber limits to future gravitational-wave detectors. Physical Review

Letters, 127(24):241102, 2021. 63

[113] R Abbott, TD Abbott, S Abraham, F Acernese, K Ackley, A Adams, C Adams,

RX Adhikari, VB Adya, Christoph Affeldt, et al. Gwtc-2: compact binary coa-

lescences observed by ligo and virgo during the first half of the third observing

run. Physical Review X, 11(2):021053, 2021. 65

[114] R Abbott, TD Abbott, F Acernese, K Ackley, C Adams, N Adhikari, RX Ad-

hikari, VB Adya, C Affeldt, D Agarwal, et al. Gwtc-3: compact binary coales-

cences observed by ligo and virgo during the second part of the third observing

run. arXiv preprint arXiv:2111.03606, 2021. 65

[115] A gravitational wave observatory operating beyond the quantum shot-noise

limit. Nature Physics, 7(12):962–965, 2011. 66

[116] Junaid Aasi, Joan Abadie, BP Abbott, Richard Abbott, TD Abbott, MR Aber-

nathy, Carl Adams, Thomas Adams, Paolo Addesso, RX Adhikari, et al. En-

hanced sensitivity of the ligo gravitational wave detector by using squeezed

states of light. Nature Photonics, 7(8):613–619, 2013. 66

[117] Hartmut Grote, LIGO Scientific Collaboration, et al. The geo 600 status. Clas-

sical and Quantum Gravity, 27(8):084003, 2010. 66



139

[118] G Losurdo, G Calamai, E Cuoco, L Fabbroni, G Guidi, M Mazzoni, R Stanga,

F Vetrano, L Holloway, D Passuello, et al. Inertial control of the mirror sus-

pensions of the virgo interferometer for gravitational wave detection. Review of

Scientific Instruments, 72(9):3653–3661, 2001. 66

[119] F Acernese, T Adams, K Agatsuma, L Aiello, A Allocca, A Amato, S Antier,

N Arnaud, S Ascenzi, P Astone, et al. Advanced virgo status. In Journal of

Physics: Conference Series, volume 1342, page 012010. IOP Publishing, 2020.

66

[120] Benjamin P Abbott. Multi-messenger observations of a binary neutron star

merger. 2017. 66

[121] Fulvio Ricci. Gravitational waves detectors. In Journal of Physics: Conference

Series, volume 1468, page 012224. IOP Publishing, 2020. 66

[122] Benjamin P Abbott, R Abbott, TD Abbott, S Abraham, F Acernese, K Ackley,

C Adams, VB Adya, C Affeldt, M Agathos, et al. Prospects for observing and

localizing gravitational-wave transients with advanced ligo, advanced virgo and

kagra. Living reviews in relativity, 23(1):1–69, 2020. 67

[123] Homare Abe, Tomotada Akutsu, Masaki Ando, Akito Araya, Naoki Aritomi,

Hideki Asada, Yoichi Aso, Sangwook Bae, Rishabh Bajpai, Kipp Cannon, et al.

The current status and future prospects of kagra, the large-scale cryogenic grav-

itational wave telescope built in the kamioka underground. Galaxies, 10(3):63,

2022. 67

[124] John Miller, Lisa Barsotti, Salvatore Vitale, Peter Fritschel, Matthew Evans,

and Daniel Sigg. Prospects for doubling the range of advanced ligo. Physical

Review D, 91(6):062005, 2015. 67

[125] Rana X Adhikari, Koji Arai, AF Brooks, C Wipf, O Aguiar, Paul Altin, B Barr,

L Barsotti, R Bassiri, A Bell, et al. A cryogenic silicon interferometer for

gravitational-wave detection. Classical and Quantum Gravity, 37(16):165003,

2020. 70, 73, 120



140

[126] Giorgio Parisi and Francesco Zamponi. The ideal glass transition of hard

spheres. The Journal of chemical physics, 123(14):144501, 2005. 72, 73

[127] William A Phillips. Tunneling states in amorphous solids. Journal of low

temperature physics, 7:351–360, 1972. 72

[128] P W Anderson, Bertrand I Halperin, and C M Varma. Anomalous low-

temperature thermal properties of glasses and spin glasses. Philosophical Mag-

azine, 25(1):1–9, 1972.
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