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#### Abstract

Voter model perturbations can be viewed as voter model (neutral competition) plus a small perturbation rate. Cox [C17] showed that the biased voter model, viewed as a voter model perturbation, converges to Feller's branching diffusion under mild mixing condition. We extend this result to a general class of perturbation functions on the setting of rregular random graphs where the nearest-neighbor voting kernel has a strong mixing property, and prove a low-density diffusive limit of which the convergence of biased voter model is considered as a special case. The other special case considered is the $q$-voter model whose high-density ODE limit on torus for $q \approx 1$ has been proved by Agarwal, Simper and Durrett [ASD21]. We will introduce the low-density approach we use and show that a meanfield simplification occurs.
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## List of Notation

| $V_{N}$ | set of $N$ vertices |
| :--- | :--- |
| $V^{t r}$ | set of vertices of the infinite tree |
| $R$ | interaction range, fixed |
| $d(x, y)$ | graph distance |
| $\mathcal{N}(x)$ | $\{y: 1 \leq d(x, y) \leq R\}, x \in V_{N}$ |
| $\mathcal{N}_{l}(x)$ | $\{y: d(x, y)=l\}$ |
| $\overline{\mathcal{N}(x)}$ | $\mathcal{N}(x) \cup\{x\}$ |
| $\overline{\mathcal{N}_{l}(x)}$ | $\mathcal{N}_{l}(x) \cup\{x\}$ |
| $n_{l}^{i}(x, \xi)$ | $\sum_{y \in \mathcal{N}_{l}(x)} 1_{\{\xi(y)=i\}}$, number of type $i$ in $\mathcal{N}_{l}(x)$ in $\xi$ |
| $S_{l, k}(x)$ | $\left\{A \subseteq \mathcal{N}_{l}(x):\|A\|=k\right\}$ |
| $\widehat{B}_{t}^{N, x}$ | $\operatorname{rate} 1$ coalescing random walk starting from $x \in V_{N}$ |
| $\widehat{B}_{t}^{e}$ | $\operatorname{rate} 1$ coalescing random walk starting from $e \in V^{t r}$ |
| $\widehat{B}_{t}^{N, A}$ | $\left\{\widehat{B}_{t}^{N, x}: x \in A\right\}$ for $A \subseteq V_{N}$ |
| $\widehat{B}_{t}^{A}$ | $\left\{\widehat{B}_{t}^{e}: e \in A\right\}$ for finite $A \subset V^{t r}$ |
| $\tau^{N}(x, y)$ | $\inf \left\{t \geq 0: \widehat{B}_{t}^{N, x}=\widehat{B}_{t}^{N, y}\right\}$ |
| $\tau^{t r}(\rho, e)$ | $\inf \left\{t \geq 0: \widehat{B}_{t}^{\rho}=\widehat{B}_{t}^{e}\right\}$ |
| $\tau^{N}(A, B)$ | $\inf \left\{t \geq 0: \widehat{B}_{t}^{N, A} \cap \widehat{B}_{t}^{N, B} \neq \varnothing\right\}$ |

$$
\begin{array}{ll}
\tau^{\operatorname{tr}}(A, B) & \inf \left\{t \geq 0: \widehat{B}_{t}^{A} \cap \widehat{B}_{t}^{B} \neq \varnothing\right\} \\
\sigma^{N}(A) & \inf \left\{t \geq 0:\left|\widehat{B}_{t}^{N, A}\right|=1\right\} \\
\sigma^{\operatorname{tr}}(A) & \inf \left\{t \geq 0:\left|\widehat{B}_{t}^{A}\right|=1\right\}
\end{array}
$$

## Chapter 1

## Assumptions and main result

In [C17], Cox showed that rescaled density processes of biased voter models on large finite sets converge to Feller's branching diffusion, under the low initial density condition: the initial number of particles has a smaller order than the size of the space. In their work, the biased voter model is viewed as a voter model perturbation and voting kernels are assumed to have minimum mixing property: no particular site can be visited significantly more often than others, and that $t_{m e e t}^{N}$, the expected meeting time of two walks starting from stationary, has a larger order than the separation time $t_{s e p}^{N}$. The time and mass scale are assumed to be between $t_{\text {sep }}^{N}$ and $t_{m e e t}^{N}$.

We extend the result in Cox [C17] to a class of generalized voter model perturbations and prove a convergence for rescaled density processes to branching diffusion for the asymptotics on r-regular random graphs. The existence of the scale for getting this diffusive limit is implied by that the mixing time $t_{m i x}^{N}$ has a smaller order than $t_{m e e t}^{N}$ on these graphs. Walks with this property meet either quickly, or do not meet until they "realize" that the space is finite. This property also implies that macroscopic independence will happen under suitable large time scale depending on initial number of particles.

Our introduction is structured as follows. In Section 1.1, we give the definition of voter model perturbations and state its generator. We define the rescaled density processes on r-
regular graphs and state the low initial density assumption and perturbation assumptions. In Section 1.2, we define the collection of "good" r-regular graphs and show that with high probability, a simple, connected r-regular random graphs is a good graph. In particular, these graphs have strong bound on the transition probabilities. Our assumption on the time scale will be that its order is between $t_{m i x}^{N}$ and $t_{\text {meet }}^{N}$. We are able to relax the lower bound $t_{\text {sep }}^{N}$ used in [C17] to $t_{m i x}^{N}$ as the mixing time for good r-regular random graphs is sufficient for providing the control on the separation distance defined in (1.5). This fact will be used frequently in later proofs.

We state the main result in Section 1.3 by using the martingale characterization of the branching diffusion with a description of the limiting drift and branching term using coalescing random walk probabilities. We will explain the implicit "double-layer" randomness in this result, and the fundamental reason for getting the branching limit.

We will describe two examples of the main result in Section 1.4. The first is the biased voter model considered in Cox [C17] and was first introduced by Williams and Bjerknes [WB79] as a model of tumor growth. This model has been studied in many literatures such as Durrett, Foo and Leder [DFL16] in which they studied the spatial Moran model that is considered as a generalization of biased voter models, and Bramson, Griffeath [BG81] where they gave an estimation on the size of the cluster of the biased voter model starting from a single particle on lattices.

The second example is the $q$-voter model which was introduced in Nettle [N99] as a model of language change in social networks, and in Abraams and Strogatz [AS03] as a model of language death. Under high initial density condition that initial number of particles is equal to the order of size of the space, Agarwal, Simper and Durrett [ASD21], the first paper related to the study of this model in mathematics, proved an ODE limit on torus under homogeneous mixing condition in Theorem 1.1 and 1.2 in their work. The idea followed Cox, Durrett [CD16]: as shown in Theorem 6 in Section 7.2 of [CD16], the reaction function in the limiting ODE is given by the expectation of perturbations un-
der voter stationarity. We will give the low density diffusive limit of the $q$-voter model for $q<1$ close to 1 as a corollary of our main result. The connection between our low density diffusive limit and the high density ODE limit is the following: when under low initial density, the local density of 0 at a site is very close to 1 . Thus, the limiting drift in the low density diffusive limit is exactly equal to the derivative at 0 of the reaction function in the high density ODE. For complete details, see Section 1.8 in Cox, Durrett and Perkins [CDP13].

In Section 1.5, we make a comparison between the low density branching limit theorem and the Wright-Fisher limit theorem for voter models that is proved in Chen, Choi and Cox [CCC16] where a mean-field approximation for this model is used and $t_{\text {meet }}^{N}$ serves as the time scale. And finally, we give an outline of the low density approach we use in Section 1.6.

### 1.1 Voter model perturbations

Let us begin with some definitions. Let $V_{N}$ be a set of $N$ vertices and $[N]=\{1, . ., N\}$ be a numbering on it. We will assume that $V_{N}=[N]$. Suppose that $G_{N}$ is an r-regular graph built on $V_{N}$ with $r \geq 3$. Let $d$ be the graph distance and denote $y \sim x$ if $d(x, y)=1$. Define the nearest neighbor transition kernel $q^{N}$ by

$$
q^{N}(x, y)=1 / r \cdot 1_{\{y \sim x\}}, \quad x, y \in V_{N} .
$$

For $\xi \in\{0,1\}^{V_{N}}$, define the local densities $f_{i}^{N}=f_{i}^{N}(x, \xi)$ by

$$
f_{i}^{N}(x, \xi)=\sum_{y \in V_{N}} q^{N}(x, y) \cdot 1_{\{\xi(y)=i\}}, \quad i=0,1 .
$$

For $x \in V_{N}$ and $l \in \mathbb{N}$, denote $\mathcal{N}_{l}(x)=\{y: d(x, y)=l\}$ and define

$$
n_{l}^{i}(x, \xi)=\sum_{y \in \mathcal{N}_{l}(x)} 1\{\xi(y)=i\}, i=0,1
$$

so that $n_{l}^{i}(x, \xi)$ is the count of type $i$ in the boundary of distance- $l$ neighborhood of $x$ in $\xi$.

Let $|A|$ denote the cardinality of subset $A$. To simplify the story, we consider only finite interaction range which is enough for exhibition of the phenomena. Let the interaction range $R \geq 1$ be fixed. Define

$$
N_{R}=r(r-1)^{R-1}
$$

so that for any $x \in V_{N}, N_{R}$ satisfies

$$
\max _{l=1, . ., R}\left|\mathcal{N}_{l}(x)\right| \leq N_{R}
$$

Let $\theta^{N, i}$ be functions on $\left\{(l, k): 1 \leq l \leq R, 1 \leq k \leq N_{R}\right\}$ for each $N \in \mathbb{N}$ and $i=0,1$. Define the perturbation functions

$$
F_{i}^{N}(x, \xi)=\sum_{l=1}^{R} \sum_{k=1}^{N_{R}} \theta^{N, i}(l, k) 1_{\left\{n_{i}^{i}(x, \xi)=k\right\}}, \quad i=0,1
$$

Let $\tau_{N} \rightarrow \infty$ be a positive sequence. Define $\xi_{t}^{G_{N}}$ as the $\{0,1\}^{V_{N}}$-valued Markov process with rates that at each event time at site $x, \xi(x)$ makes transitions

$$
\begin{array}{ll}
0 \rightarrow 1 & \text { at rate } \tau_{N} f_{1}^{N}+F_{1}^{N}  \tag{1.1}\\
1 \rightarrow 0 & \text { at rate } \tau_{N} f_{0}^{N}+F_{0}^{N}
\end{array}
$$

We will denote $\widehat{\xi}(x)=1-\xi(x)$ for convenience. Let $\xi^{x}$ be the configuration

$$
\xi^{x}(y)= \begin{cases}\xi(y), & y \neq x \\ \widehat{\xi}(x), & y=x\end{cases}
$$

and define rate functions

$$
\begin{aligned}
c_{N}^{v}(x, \xi) & =\widehat{\xi}(x) f_{1}^{N}(x, \xi)+\xi(x) f_{0}^{N}(x, \xi) \\
c_{N}^{*}(x, \xi) & =\widehat{\xi}(x) F_{1}^{N}(x, \xi)+\xi(x) F_{0}^{N}(x, \xi)
\end{aligned}
$$

We consider the asymptotic behavior of systems $\xi_{t}^{G_{N}}$ with time scale $\tau_{N}$. Let $c_{N}(x, \xi)$ be the rate function of the spin-flip system $\xi_{t}^{G_{N}}$ that is defined as

$$
c_{N}(x, \xi)=\tau_{N} \cdot c_{N}^{v}(x, \xi)+c_{N}^{*}(x, \xi)
$$

so that the generator $\mathcal{L}_{N}$ of $\xi_{t}^{G_{N}}$ is

$$
\mathcal{L}_{N} f(\xi)=\sum_{x \in V_{N}} c_{N}(x, \xi)\left(f\left(\xi^{x}\right)-f(\xi)\right)
$$

for functions $f:\{0,1\}^{V_{N}} \rightarrow \mathbb{R}$.
Consider the density processes

$$
Z_{t}^{N}=\frac{\left|\xi_{t}^{G_{N}}\right|}{\tau_{N}}=\frac{1}{\tau_{N}} \sum_{x \in V_{N}} \xi_{t}^{G_{N}}(x), \quad \log N \ll \tau_{N} \ll N
$$

The following "low initial density" assumption is in force:

$$
\begin{equation*}
Z_{0}^{N}=\frac{\left|\xi_{0}^{G_{N}}\right|}{\tau_{N}} \rightarrow c \in[0, \infty) \tag{1.2}
\end{equation*}
$$

This condition implies that there exist a constant $C_{1.3}>0$ such that

$$
\begin{equation*}
Z_{0}^{N} \leq C_{1.3}, \quad \text { for all } N \tag{1.3}
\end{equation*}
$$

The fact (1.3) above will be applied frequently in later proofs.
The following perturbation assumptions will be assumed through out this work. For $i=0,1, N \in \mathbb{N}, 1 \leq l \leq R$ and $1 \leq k \leq N_{R}$,
(P1) $\quad \theta^{N, i}(l, k) \geq 0$,
(P2) $\quad \theta^{i}(l, k)=\lim _{N \rightarrow \infty} \theta^{N, i}(l, k)$ exists.
In particular, (P2) guarantees boundedness of the perturbation functions $F_{i}(x, \xi)$.

### 1.2 Bound on transition probabilities

Denote $B_{l}(x)=\left\{y \in V_{N}: d(x, y) \leq l\right\}$ as the distance- $l$ neighborhood of $x$. To have a quantitative description of whether $B_{l}(x)$ is locally a finite tree, we introduce the tree excess defined in Section 2.2 of [LS10], denoted as $t x\left(B_{l}(x)\right)$ :
$t x\left(B_{l}(x)\right)=$ the maximum number of edges that can be deleted from the induced subgraph on $B_{l}(x)$ while keeping it connected.

Heuristically, the tree excess represents how many loops are there in the neighborhood. In particular, $t x\left(B_{l}(x)\right)=1$ means that $B_{l}(x)$ contains one loop, and $t x\left(B_{l}(x)\right)=0$ means that $B_{l}(x)$ does not contain any loops, and hence is a finite tree.

Denote $l_{N}=(1 / 5) \log _{r-1} N$ and define

$$
\begin{aligned}
& \Gamma_{N}=\left\{x \in G_{N}: \operatorname{tx}\left(B_{l_{N}}(x)\right)=0\right\}, \\
& \Gamma_{N}^{\prime}=\left\{x \in G_{N}: \operatorname{tx}\left(B_{l_{N}}(x)\right)=1\right\} .
\end{aligned}
$$

Let $\alpha_{0}$ be the constant in Theorem 6.3.2 of Durrett [D07] and let $\gamma=\alpha_{0}^{2} / 2$. The transition function $p_{t}^{N}(x, y)$ is defined as the probability kernel of continuous time random walk with jump kernel $q^{N}$ :

$$
\begin{equation*}
p_{t}^{N}(x, y)=e^{-t} \sum_{k=0}^{\infty} \frac{t^{k}}{k!} q_{k}^{N}(x, y) \quad x, y \in V_{N} \tag{1.4}
\end{equation*}
$$

where $q_{k}^{N}$ is the $k$-th iteration of $q^{N}$. This implies that the stationary distribution $\pi^{N}$ of $p_{t}^{N}$ is the uniform distribution on $V_{N}$. Define

$$
\begin{equation*}
\Delta_{t}^{N}=\max _{x, y \in V_{N}}\left|\frac{p_{t}^{N}(x, y)}{\pi^{N}(x)}-1\right|=N \cdot \max _{x, y \in V_{N}}\left|p_{t}^{N}(x, y)-\frac{1}{N}\right| \tag{1.5}
\end{equation*}
$$

We call $G_{N}$ a good graph if it has the following properties:
(i) $G_{N}$ is connected,
(ii) $\operatorname{tx}\left(B_{l_{N}}(x)\right) \leq 1$ for all $x \in V_{N}$,
(iii) $\left|\left\{x: \operatorname{tx}\left(B_{l_{N}}(x)\right) \neq 0\right\}\right| \leq r^{2} N^{3 / 5}$,
(iv) $\Delta_{t}^{N}$ satisfies that

$$
\begin{equation*}
\Delta_{t}^{N} \leq N e^{-\gamma t}, \quad \text { for all } t>0 . \tag{1.6}
\end{equation*}
$$

In particular, (ii) and (iii) imply

$$
\begin{equation*}
V_{N}=\Gamma_{N} \cup \Gamma_{N}^{\prime} \quad \text { and } \quad\left|\Gamma_{N}^{\prime}\right| \leq r^{2} N^{3 / 5} \tag{1.7}
\end{equation*}
$$

and (iv) implies that for each $x, y \in V_{N}$ and $t \geq 0$,

$$
\begin{equation*}
\left|p_{t}^{N}(x, y)-1 / N\right| \leq e^{-\gamma t} \tag{1.8}
\end{equation*}
$$

Denote $\mathcal{G}_{N}(r)$ as the collection of all simple r-regular graphs on $V_{N}$, and endow $\mathcal{G}_{N}(r)$ with uniform measure. Define the sequence of events

$$
E_{N}=\left\{G \in \mathcal{G}_{N}(r): G \text { is good }\right\} .
$$

In the following definition and the next proposition, $P$ denotes the uniform measure on $\mathcal{G}_{N}(r)$. And we say that a sequence of events $A_{N} \subseteq \mathcal{G}_{N}(r)$ occurs with high probability, which we will abbreviate as w.h.p., if

$$
P\left(A_{N}\right)=\frac{\left|A_{N}\right|}{\left|\mathcal{G}_{N}(r)\right|} \rightarrow 1 \quad \text { as } \quad N \rightarrow \infty
$$

Proposition 1.1. Let $G$ be chosen uniformly at random from $\mathcal{G}_{N}(r)$. Then $G \in E_{N}$ w.h.p.

See Section A. 1 for the proof of this result.

### 1.3 Main result

We use the following martingale problem characterization of Feller's branching diffusion. An adapted a.s.-continuous non-negative real valued process $Z_{t}$ on a filtered probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right), P\right)$ is said to be a Feller's branching diffusion with drift $\theta$ and branching rate $\beta$ started at $Z_{0}$ if its law solves the martingale problem:
$(\mathrm{MP})_{Z_{0}}^{\beta, \theta}$

$$
\begin{aligned}
& M_{t}=Z_{t}-Z_{0}-\theta \int_{0}^{t} Z_{s} d s \text { is a continuous }\left(\mathcal{F}_{t}\right) \text {-martingale with predictable } \\
& \text { square function }\langle M\rangle_{t}=\beta \int_{0}^{t} Z_{s} d s
\end{aligned}
$$

Let $C_{0}[0, \infty)$ be the space of continuously differentiable functions vanishing at infinity.
The generator $\mathcal{L}$ of the solution of the above martingale problem is given by

$$
\mathcal{L} f(z)=(\theta z) f^{\prime}(z)+(\beta z) \frac{1}{2} f^{\prime \prime}(z)
$$

for $f \in C_{0}[0, \infty)$ such that $f^{\prime}, f^{\prime \prime} \in C_{0}[0, \infty)$.
Let $G^{t r}$ be the r-regular infinite tree with vertex set $V^{t r}$. Introduce a system of coa-
lescing random walks $\left\{\widehat{B}_{t}^{e}, e \in V^{t r}\right\}$. Each $\widehat{B_{t}^{e}}$ has rate 1 with step distribution $q^{t r}$ that is given by

$$
q^{\operatorname{tr}}\left(e, e^{\prime}\right)=1 / r \cdot 1_{\left\{e^{\prime} \sim e\right\}}, \quad e, e^{\prime} \in V^{t r} .
$$

For $A \subseteq V^{t r}$ finite, define $\widehat{B}_{t}^{A}=\left\{\widehat{B}_{t}^{e}, e \in A\right\}$. For finite disjoint $A, B \subseteq V^{t r}$, define the stopping times

$$
\begin{aligned}
& \sigma^{\operatorname{tr}}(A)=\inf \left\{t>0:\left|\widehat{B}_{t}^{A}\right|=1\right\} \\
& \tau^{\operatorname{tr}}(A, B)=\inf \left\{t>0: \widehat{B}_{t}^{A} \cap \widehat{B}_{t}^{B} \neq \varnothing\right\}
\end{aligned}
$$

Denote $\rho$ as the root of the infinite tree. Introduce the "escape probability":

$$
p^{t r, e}=\sum_{e} q^{t r}(\rho, e) P\left(\tau^{t r}(\rho, e)=\infty\right)
$$

$p^{t r, e}$ is the probability that a walk starting at $\rho$ never returns to $\rho$ after leaving. A good reference for it is Spitzer [S64]. Next, define

$$
\begin{aligned}
\mathcal{N}_{l}(\rho) & =\left\{e \in V^{t r}: d(\rho, e)=l\right\}, \\
S_{l, k}(\rho) & =\left\{A \subseteq \mathcal{N}_{l}(\rho):|A|=k\right\}, \\
\overline{\mathcal{N}_{l}(\rho)} & =\mathcal{N}_{l}(\rho) \cup\{\rho\} .
\end{aligned}
$$

and define the coalescing random walk probabilities

$$
\begin{aligned}
p^{t r, 1}(l, k) & =\sum_{\substack{A \in S_{l, k}(\rho) \\
B=\overline{\mathcal{N}_{l}(\rho) \cap A^{c}}}} P\left(\tau^{\operatorname{tr}}(A, B)=\infty, \sigma^{\operatorname{tr}}(A)<\infty\right), \\
p^{t r, 0}(l, k)= & \sum_{\substack{A \in S_{l, k}(\rho) \\
B=\overline{\mathcal{N}_{l}(\rho) \cap A^{c}}}} P\left(\tau^{t r}(A, B)=\infty, \sigma^{\operatorname{tr}}(B)<\infty\right) .
\end{aligned}
$$

We will use the notation $a_{N} \ll b_{N}$ to mean that $a_{N} / b_{N} \rightarrow 0$ as $N \rightarrow \infty$. Let $P_{Z_{0}}^{\beta, \theta}$ be the law of the solution of $(\mathrm{MP})_{Z_{0}}^{\beta, \theta}$ on $C\left([0, \infty), \mathbb{R}^{+}\right)$. Denote $P^{N}$ as the law of $Z^{N}$. Our main result is

Theorem 1.2. Assume (1.2), (P1)-(P2) and

$$
\begin{equation*}
\log N \ll \tau_{N} \ll N \tag{1.9}
\end{equation*}
$$

For any sequence of r-regular graphs $\left\{G_{N}\right\}$ such that $G_{N} \in E_{N}$ for each $N$,

$$
P^{N} \Rightarrow P_{Z_{0}}^{\beta, \theta}
$$

where

$$
\begin{aligned}
& \beta=2 p^{t r, e}, \\
& \theta=\sum_{l=1}^{R} \sum_{k=1}^{N_{R}}\left(\theta^{1}(l, k) p^{t r, 1}(l, k)-\theta^{0}(l, k) p^{t r, 0}(l, k)\right) .
\end{aligned}
$$

Here $\Rightarrow$ denotes weak convergence. The upper bound in (1.9) is the order of $t_{\text {meet }}^{N}$ of good r-regular random graphs which comes from the result of Oliveira [O11] who showed that $t_{\text {meet }}^{N}$ is equal to $O(N)$ for most graphs. This generalized the result in Cox [C89] who showed that the order of voter model consensus time on torus for $d \geq 3$ is equal to the size of the space. The lower bound comes from the main result of Lubetzky and Sly [LS10] who proved that $t_{m i x}^{N}$ for good r-regular random graphs has order $\log N$.

Implicitly, there is a double-layer randomness in the law $P^{N}$ : one comes from the random graph $G_{N}$, and the other is from the voter model perturbation $\xi^{N}$. Less formally, the theorem above says that the rescaled density processes converge to Feller's branching diffusion with high probability. Therefore, Proposition 1.1 is essential for getting the theorem above.

The key for obtaining the branching limit is low initial density. As the jump kernel $q^{t r}$ defines transient walks, the low initial density assumption implies the following consequence: as particles spread out quick and become far apart, only those at the boundary can involve in the time evolution. The occurrence of a transition from 1 to 0 at a site depends asymptotically on its local density of 0 . Therefore, at the large time scale $\tau_{N}$, this proportion can be approximated by the "escape" probability. This makes transitions at a
site alike a branching mechanism.

### 1.4 Applications of Theorem 1.2

We describe two examples of Theorem 1.2. In each case we will see that the perturbation conditions (P1)-(P2) hold.

Example 1.3.(Biased voter models). Suppose that $b_{N} \rightarrow b$ is a convergent non-negative sequence. Cox [C17] considered the biased voter model which has transitions

$$
\begin{aligned}
& 0 \rightarrow 1 \quad \text { at rate } \tau_{N} f_{1}^{N}+b_{N} f_{1}^{N}, \\
& 1 \rightarrow 0 \quad \text { at rate } \tau_{N} f_{0}^{N} .
\end{aligned}
$$

The perturbation assumption (P1) is satisfied by $b_{N} \geq 0$, and convergence of $b_{N}$ implies (P2). If $b_{N}=0$ for all $N$, then $\xi^{G_{N}}$ is the basic voter model and one has

$$
P^{N} \Rightarrow P_{Z_{0}}^{2 p^{t r e}, 0}
$$

If $b_{N} \rightarrow b \geq 0$, then

$$
P^{N} \Rightarrow P_{Z_{0}}^{2 p^{t r, e}, b p^{t r, e}} .
$$

Example 1.4. ( $q$-Voter models with $q<1$ close to 1 ). Let $\xi_{t}^{G_{N}}(x)$ make transitions

$$
i \rightarrow 1-i \quad \text { at rate } \quad \tau_{N} \cdot\left(f_{1-i}^{N}\right)^{q}, \quad i=0,1
$$

We consider $q=q_{N}<1$ close to 1 . Note that these rates imply that interaction range $R=1$ so that $l$ has only one value $l=1$. Thus, we will use $n_{i}(x, \xi)=|\{y \sim x: \xi(y)=i\}|$ instead of the notation $n_{l}^{i}(x, \xi)$ in the definition of perturbation functions.

Following Section 1.1 of Agarwal, Simper and Durrett [ASD21], we view $\xi_{t}^{G_{N}}$ as a voter model perturbation as follows. Let $q_{N}=1-\delta_{N}, \delta_{N} \in(0,1)$. For $i=0,1$, we can write

$$
\left(f_{i}^{N}\right)^{q_{N}}=f_{i}^{N}+\left(\left(f_{i}^{N}\right)^{q_{N}}-f_{i}^{N}\right)=f_{i}^{N}+\left(f_{i}^{N}\right) \cdot\left(\left(f_{i}^{N}\right)^{-\delta_{N}}-1\right) .
$$

This implies

$$
\begin{equation*}
\tau_{N} \cdot\left(f_{1-i}^{N}\right)^{q_{N}}=\tau_{N} f_{i}^{N}+\left(f_{i}^{N}\right) \cdot \frac{\left(f_{i}^{N}\right)^{-\delta_{N}}-1}{1 / \tau_{N}} \tag{1.10}
\end{equation*}
$$

Define

$$
c_{k}^{N}=\frac{k}{r} \cdot \frac{(r / k)^{\delta_{N}}-1}{1 / \tau_{N}}, \quad k=1, . ., r, \quad i=0,1 .
$$

It is clear that $c_{k}^{N} \geq 0$ for all $N \in \mathbb{N}$ and $k=1, . ., r$ so that (P1) is satisfied. Now (1.10) can be written as

$$
\tau_{N} f_{i}^{N}+\sum_{k=1}^{r} c_{k}^{N} \cdot 1_{\left\{n_{i}(x, \xi)=k\right\}}, \quad i=0,1
$$

Define

$$
c_{k}=\left\{\begin{array}{lll}
\frac{k}{r} \cdot \log \left(\frac{r}{k}\right), & & k=1, . ., r-1, \\
0, & & k=r .
\end{array}\right.
$$

Note that if $\delta_{N}=\tau_{N}^{-1}$, then for each $k=1, . ., r, c_{k}^{N} \rightarrow c_{k}$ as $N \rightarrow \infty$ : let $u=k / r$,

$$
\begin{aligned}
\lim _{N} c_{k}^{N} & =u \cdot \lim _{N} \frac{u^{-\delta_{N}}-1}{\delta_{N}} \\
& =u \cdot\left[-\left.\left(u^{\alpha}\right)^{\prime}\right|_{\alpha=0}\right] \\
& =u \cdot\left[u^{0} \cdot(-\log (u))\right]=c_{k}
\end{aligned}
$$

This implies that $c_{k}^{N}$ satisfies (P2).
Define $\mathcal{N}(\rho)=\left\{e \in V^{t r}: e \sim \rho\right\}$ as the nearest neighborhood of the root $\rho$ on the infinite tree, and $\overline{\mathcal{N}(\rho)}=\mathcal{N}(\rho) \cup\{\rho\}$.

Corollary 1.5. Let $\delta_{N} \sim \tau_{N}^{-1}$. Suppose that $\xi_{t}^{G_{N}}$ is the $q$-voter model defined in the example above and assume (1.2). If $\log N \ll \tau_{N} \ll N$, then $P^{N} \Rightarrow P_{Z_{0}}^{\beta, \theta}$ as $N \rightarrow \infty$ where

$$
\begin{aligned}
& \beta=2 p^{t r, e}, \\
& \theta=\sum_{k=1}^{r} c_{k} \cdot \sum_{\substack{A \subseteq \mathcal{N}(\rho),|A|=k \\
B=\overline{\mathcal{N}(\rho) \cap} A^{c}}}\left(P\left(\tau^{t r}(A, B)=\infty, \sigma^{\operatorname{tr}}(A)<\infty\right)\right.
\end{aligned}
$$

$$
\left.-P\left(\tau^{t r}(A, B)=\infty, \sigma^{t r}(B)<\infty\right)\right)
$$

### 1.5 Comparison with high density diffusive limit theorem

Chen, Choi and Cox [CCC16] proved that density processes of voter models with high initial density on large finite sets converge to Wright-Fisher diffusion, under mild mixing condition. Convergence to either Feller's branching diffusion or Wright-Fisher diffusion reflects that mean-field simplification occurs for the asymptotics. This is guaranteed by macroscopic independence between particles. We now discuss the effects of the choices for time scale $\tau_{N}$ and mass scale $m_{N}$ according to different initial density. To get a clear picture of the story, we will assume that models are defined on good r-regular random graphs $G_{N}$ which is a special case that satisfies the mixing conditions assumed in [CCC16] and [C17].

We will denote $\xi_{t}^{N}$ as the rate $\tau_{N}$ voter model on $V_{N}$ in this section: that is $\xi_{t}^{N}$ has rate $c_{N}(x, \xi)$ defined in Section 1.1 with $c_{N}^{*}(x, \xi)=0$. We will write the density process $Z_{t}^{N}$ defined in that section as $X_{t}^{N}$ below:

$$
X_{t}^{N}=\frac{1}{m_{N}} \sum_{x \in V_{N}} \xi_{t}^{N}(x)=\frac{N}{m_{N}} \sum_{x \in V_{N}} \pi^{N}(x) \xi_{t}^{N}(x)
$$

where $m_{N} \rightarrow \infty$ is the mass scale and $\pi^{N}$ is the uniform distribution on $V_{N}$

$$
\pi^{N}(x)=\frac{1}{N}, \quad \text { for } x \in V_{N}
$$

which is the stationary distribution of $p_{t}^{N}$ defined in (1.4). Define

$$
\begin{aligned}
p_{10}^{N}(\xi) & =\sum_{x} \pi^{N}(x) \xi(x)\left(\sum_{y} q^{N}(x, y) \widehat{\xi}(y)\right) \\
& =\sum_{x, y} \pi^{N}(x) q^{N}(x, y) \xi(x) \widehat{\xi}(y), \quad \xi \in\{0,1\}^{V_{N}}
\end{aligned}
$$

Let us recall a few definitions. The Feller's branching diffusion $Z_{t}$ with zero drift is a continuous martingale with quadratic variation

$$
\langle Z\rangle_{t}=\beta \int_{0}^{t} Z_{s} d s,
$$

and $Z_{t}$ has generator

$$
\mathcal{L} f(z)=(\beta z) \frac{1}{2} f^{\prime \prime}(z), \quad z \in[0, \infty)
$$

The Wright-Fisher diffusion $Y_{t}$ is a continuous martingale that has quadratic variation

$$
\langle Y\rangle_{t}=\int_{0}^{t} Y_{s}\left(1-Y_{s}\right) d s
$$

and $Y_{t}$ has generator

$$
\mathcal{G} f(z)=(z(1-z)) \frac{1}{2} f^{\prime \prime}(z), \quad \text { for } f \in C^{2}([0,1])
$$

where $C^{2}([0,1])$ denotes second order continuously differentiable functions on $[0,1]$.
Using the decomposition which we will introduce in Chapter 2, one obtains the quadratic variation process for $X_{t}^{N}$ as

$$
\left\langle X^{N}\right\rangle_{t}=\frac{1}{\tau_{N}} \int_{0}^{t} 2 p_{10}^{N}\left(\xi_{s}^{N}\right) d s
$$

Introduce

$$
\begin{aligned}
& P\left(U=x, V^{\prime}=y\right)=\pi^{N}(x) q^{N}(x, y), \\
& P\left(U=x, U^{\prime}=y\right)=\pi^{N}(x) \pi^{N}(y),
\end{aligned}
$$

and let $M_{x, y}$ be the first meeting time of two independent rate 1 random walks starting from $x, y \in V_{N}$ respectively. Recall that $t_{m i x}^{N}$ is the mixing time that has order

$$
t_{m i x}^{N} \sim \log N \text { as } N \rightarrow \infty,
$$

and $t_{\text {meet }}^{N}$ is the expected meeting time of two independent walks starting from stationary

$$
t_{m e e t}^{N}=E\left(M_{U, U^{\prime}}\right) \sim N \text { as } N \rightarrow \infty
$$

The crucial fact is that if $\tau_{N} \sim t_{m e e t}^{N}$, one gets the following exponential decay of the tail probability

$$
\begin{equation*}
P\left(M_{U, V^{\prime}}>\tau_{N} t\right) \approx \text { constant } \cdot e^{-t} \text { for } N \text { large } \tag{1.11}
\end{equation*}
$$

while if $t_{m i x}^{N} \ll \tau_{N} \ll t_{m e e t}^{N}$,

$$
\begin{equation*}
P\left(M_{U, V^{\prime}}>\tau_{N} t\right) \approx \text { constant independent of } t \text { for } N \text { large. } \tag{1.12}
\end{equation*}
$$

(1.11) is from Corollary 4.2 in [CCC16] and (1.12) is from Proposition 4.2 in [C17].

Under low initial density, $\tau_{N}$ and $m_{N}$ satisfy

$$
\begin{align*}
& t_{m i x}^{N} \ll \tau_{N}=m_{N} \ll t_{m e e t}^{N} \\
& X_{0}^{N}=\frac{\left|\xi_{0}^{N}\right|}{m_{N}} \rightarrow x \in[0, \infty) . \tag{1.13}
\end{align*}
$$

Note that $N / m_{N} \rightarrow \infty$. In fact, if $\xi_{t}^{N}$ is the voter model perturbation defined in (1.1) and, in addition, its drift term is positive, then $X_{t}^{N}$ has exponential growth asymptotically and hence is an unbounded process.

By the duality equation for voter models,

$$
E^{\xi_{0}^{N}}\left(p_{10}^{N}\left(\xi_{2 t}^{N}\right)\right)=E\left[\xi_{0}^{N}\left(\widehat{B}_{2 t \tau_{N}}^{U, N}\right) \widehat{\xi}_{0}^{N}\left(\widehat{B}_{2 t \tau_{N}}^{V^{\prime}, N}\right) ; M_{U, V^{\prime}}>2 t \tau_{N}\right] .
$$

The time and mass scale in (1.13) imply the following two kernel properties: first, for any $x, y \in V_{N}$,

$$
m_{N} p_{t \tau_{N}}^{N}(x, y) \leq \frac{2 m_{N}}{N} \rightarrow 0
$$

This implies that with large probability walks do not hit $\xi_{0}^{N}$ by time at the scale so that

$$
P\left(\widehat{B}_{2 t \tau_{N}}^{N, x} \in \xi_{0}^{N}, \widehat{B}_{2 t \tau_{N}}^{N, y} \notin \xi_{0}^{N}\right) \approx P\left(\widehat{B}_{2 t \tau_{N}}^{N, x} \in \xi_{0}^{N}, \tau^{N}(x, y)>t \tau_{N}\right) .
$$

We will prove the fact above in Chapter 4. This implies

$$
E^{\xi_{0}^{N}}\left(p_{10}^{N}\left(\xi_{2 t}^{N}\right)\right) \approx E\left(\xi_{0}^{N}\left(\widehat{B}_{2 t \tau_{N}}^{U, N}\right) ; M_{U, V^{\prime}}>t \tau_{N}\right)
$$

Secondly, as $\tau_{N} \gg t_{m i x}^{N}$, then macroscopic independence is implied by the bound

$$
\begin{equation*}
\left|N p_{t \tau_{N}}^{N}(x, y)-1\right| \leq N e^{-\gamma\left(t \tau_{N}\right)} \rightarrow 0 \tag{1.14}
\end{equation*}
$$

so that

$$
E\left(\xi_{0}^{N}\left(\widehat{B}_{2 t \tau_{N}}^{U, N}\right) ; M_{U, V^{\prime}}>t \tau_{N}\right) \approx E\left(\xi_{0}^{N}\left(\widehat{B}_{2 t \tau_{N}}^{U, N}\right)\right) \cdot P\left(M_{U, V^{\prime}}>t \tau_{N}\right)
$$

Together with (1.12) leads to the mean-field simplification

$$
\left\langle X^{N}\right\rangle_{t} \approx 2 P\left(M_{U, V^{\prime}}>\tau_{N} t\right) \int_{0}^{t} X_{s}^{N} d s
$$

Note that on $G_{N}$, the limit of the probabilities $P\left(M_{U, V^{\prime}}>\tau_{N} t\right)$ is exactly the escape probability $p^{t r, e}$ defined in Section 1.3.

Under high initial density, the time and mass scale are

$$
\begin{align*}
& \tau_{N}=m_{N} \sim t_{\text {meet }}^{N}, \\
& X_{0}^{N}=\frac{\left|\xi_{0}^{N}\right|}{m_{N}} \rightarrow x \in[0,1] . \tag{1.15}
\end{align*}
$$

Under (1.15),

$$
X_{.}^{N} \Rightarrow Y . \quad \text { as } N \rightarrow \infty
$$

according to the main result of [CCC16]. Note that $X^{N}$ is a bounded process.
For simplicity, let us assume $m_{N}=\tau_{N}=N$. For $u \in[0,1]$, let $\mu_{u}$ be the product measure on $\{0,1\}^{V_{N}}$,

$$
\mu_{u}(\xi=1 \text { on } A)=u^{|A|}
$$

for $A \subseteq V_{N}$ finite. The duality equation for voter models implies that for $x, y \in V_{N}$,

$$
P^{\mu_{u}}\left(\xi_{t}^{N}(x)=1, \xi_{t}^{N}(y)=0\right)=u(1-u) P\left(M_{x, y}>t \tau_{N}\right)
$$

so that

$$
E^{\mu_{u}}\left(p_{10}^{N}\left(\xi_{t}^{N}\right)\right)=u(1-u) P\left(M_{U, V^{\prime}}>t \tau_{N}\right)
$$

Furthermore, the duality equation also implies

$$
\begin{aligned}
E^{\mu_{u}}\left(X_{t}^{N}\left(1-X_{t}^{N}\right)\right) & =E^{\mu_{u}}\left(\frac{1}{N^{2}} \sum_{x, y} \xi_{t}^{N}(x) \widehat{\xi}_{t}^{N}(y)\right) \\
& =u(1-u) P\left(M_{U, U^{\prime}}>t \tau_{N}\right)
\end{aligned}
$$

As $\tau_{N}=N \gg t_{m i x}^{N}$, a bound similar to (1.14) can be obtained. This implies that particles must be separated apart by a macroscopic distance so that successive meetings are roughly independent. Also, note the fact that

$$
P\left(M_{U, U^{\prime}}>\tau_{N} t\right) \rightarrow e^{-t} \quad \text { as } N \rightarrow \infty
$$

which can be implied by [O11], and (1.11) says that the meeting time $M_{U, V^{\prime}}$ is almost exponential. In symbol, this mean that

$$
\left\langle X^{N}\right\rangle_{t} \approx \int_{0}^{t} X_{s}^{N}\left(1-X_{s}^{N}\right) d s .
$$

For details of the last line, see Lemma 6.2 in [CCC16].
We make a final remark. The Wright-Fisher diffusion originally can be viewed as the limiting average of allele densities. Thus, the macroscopic independence plays the major role for obtaining this diffusive limit. For details regarding this point, see the proof of (3.1), (6.6) and the discussion in Section 1 of Cox [C89] on Kingman's coalescent lurking behind under the large scale.

### 1.6 Outline

The low density approach we use is structured as follows. In Section 2 we obtain a semimartingale decomposition. In Section 3, we give an argument of a comparison with the biased voter model and derive some bounds on $Z_{t}^{N}$. In Chapter 4, we provide some technical estimates of the drift term and branching rate using duality for voter models. Convergence of these estimates to coalescing random walk probabilities on the infinite tree will be proved in Chapter 5. Finally in Chapter 6 we establish tightness by verifying Aldou's
criterion and identification of the limit is done by $L^{1}$-estimation.
From now on, $\left\{G_{N}\right\}$ is a sequence of good graphs. We will use the notation $\xi_{t}^{N}$ to denote the processes $\xi_{t}^{G_{N}}$. Until further notice, $\sum_{x}$ will denote $\sum_{x \in V_{N}}$.

## Chapter 2

## Semimartingale decomposition

Define

$$
\begin{aligned}
& \mathcal{L}_{N}^{v} f(\xi)=\tau_{N} \cdot \sum_{x} c_{N}^{v}(x, \xi)\left(f\left(\xi^{x}\right)-f(\xi)\right) \\
& \mathcal{L}_{N}^{*} f(\xi)=\sum_{x} c_{N}^{*}(x, \xi)\left(f\left(\xi^{x}\right)-f(\xi)\right)
\end{aligned}
$$

so that the generator $\mathcal{L}_{N}$ of $\xi_{t}^{N}$ can be written as

$$
\mathcal{L}_{N} f(\xi)=\left(\mathcal{L}_{N}^{v}+\mathcal{L}_{N}^{*}\right) f(\xi)
$$

For $\xi \in\{0,1\}^{V_{N}}$, define

$$
\begin{aligned}
v_{N}(\xi) & =\sum_{x}\left(\widehat{\xi}(x) f_{1}^{N}(x, \xi)+\xi(x) f_{0}^{N}(x, \xi)\right) \\
d^{N, 1}(\xi) & =\sum_{x} \widehat{\xi}(x) F_{1}^{N}(x, \xi) \\
d^{N, 0}(\xi) & =\sum_{x} \xi(x) F_{0}^{N}(x, \xi) .
\end{aligned}
$$

The next proposition provide the decomposition for $\left|\xi_{t}^{N}\right|$.
Proposition 2.1. For all $t \geq 0$,

$$
\left|\xi_{t}^{N}\right|=\left|\xi_{0}^{N}\right|+D_{t}^{N}+M_{t}^{N}
$$

where $M_{t}^{N}$ is a $P^{\xi_{0}^{N}}$-martingale with quadratic variation

$$
\left\langle M^{N}\right\rangle_{t}=\int_{0}^{t}\left[\tau_{N} v_{N}\left(\xi_{s}^{N}\right)+d^{N, 1}\left(\xi_{s}^{N}\right)+d^{N, 0}\left(\xi_{s}^{N}\right)\right] d s
$$

and

$$
D_{t}^{N}=\int_{0}^{t}\left[d^{N, 1}\left(\xi_{s}^{N}\right)-d^{N, 0}\left(\xi_{s}^{N}\right)\right] d s
$$

Denote

$$
\begin{aligned}
& m_{1}^{N}(\xi)=d^{N, 1}(\xi)-d^{N, 0}(\xi) \\
& m_{2}^{N}(\xi)=\tau_{N} v_{N}(\xi)+\left[d^{N, 1}(\xi)+d^{N, 0}(\xi)\right]
\end{aligned}
$$

An immediate consequence of Proposition 2.1 is the decomposition of $Z^{N}$ :
Corollary 2.2. Let $\mathcal{M}_{t}^{N}=\frac{1}{\tau_{N}} M_{t}^{N}$. Then $\mathcal{M}_{t}^{N}$ is a martingale with quadratic variation

$$
\left\langle\mathcal{M}^{N}\right\rangle_{t}=\frac{1}{\tau_{N}^{2}} \int_{0}^{t} m_{2}^{N}\left(\xi_{s}^{N}\right) d s
$$

Moreover, define

$$
\mathcal{D}_{t}^{N}=\frac{1}{\tau_{N}} \int_{0}^{t} m_{1}^{N}\left(\xi_{s}^{N}\right) d s
$$

Then for all $t \geq 0, Z_{t}^{N}$ has the semimartingale decomposition

$$
Z_{t}^{N}=Z_{0}^{N}+\mathcal{M}_{t}^{N}+\mathcal{D}_{t}^{N}
$$

To prove Proposition 2.1 we will need several preliminary results. In the next lemma we give some basic facts which will be frequently used in the proofs later. Define functions

$$
f(\xi)=|\xi|, \quad g(\xi)=|\xi|^{2}
$$

## Lemma 2.3.

(a) $f\left(\xi^{x}\right)-f(\xi)=\widehat{\xi}(x)-\xi(x)$.
(b) $g\left(\xi^{x}\right)-g(\xi)=1+2|\xi|(\widehat{\xi}(x)-\xi(x))$.
(c) $\sum_{x, y} q^{N}(x, y) \widehat{\xi}(x) \xi(y)=\sum_{x, y} q^{N}(x, y) \xi(x) \widehat{\xi}(y)$.

Proof. (a) is immediate by a simple calculation. For (b), we have

$$
\left|\xi^{x}\right|=\left(\sum_{y \neq x} \xi(y)\right)+\widehat{\xi}(x)=|\xi|+(\widehat{\xi}(x)-\xi(x))
$$

so that

$$
\begin{aligned}
g\left(\xi^{x}\right)-g(\xi) & =\left(\left|\xi^{x}\right|-|\xi|\right)\left(\left|\xi^{x}\right|+|\xi|\right) \\
& =(\widehat{\xi}(x)-\xi(x))(2|\xi|+(\widehat{\xi}(x)-\xi(x)) \\
& =2|\xi|(\widehat{\xi}(x)-\xi(x))+1
\end{aligned}
$$

And lastly, (c) is by symmetry of the kernel $q^{N}(x, y)$.

## Lemma 2.4.

(a) $\mathcal{L}_{N}^{v} f(\xi)=0$.
(b) $\mathcal{L}_{N}^{v} g(\xi)=\tau_{N} v_{N}(\xi)$.

Proof. For (a), by Lemma 2.3 (a), we have

$$
\begin{align*}
\mathcal{L}_{N}^{v} f(\xi)= & \sum_{x} \tau_{N} c_{N}^{v}(x, \xi)\left(f\left(\xi^{x}\right)-f(\xi)\right) \\
= & \tau_{N} \sum_{x, y} q^{N}(x, y)(\xi(x) \widehat{\xi}(y)+\widehat{\xi}(x) \xi(y)) \cdot(\widehat{\xi}(x)-\xi(x)) \\
= & \tau_{N}\left(\sum_{x, y} q^{N}(x, y)(\xi(x) \widehat{\xi}(x) \widehat{\xi}(y)-\widehat{\xi}(x) \xi(x) \xi(y))\right.  \tag{2.1}\\
& \left.+\sum_{x, y} q^{N}(x, y)(\widehat{\xi}(x) \xi(y)-\xi(x) \widehat{\xi}(y))\right) .
\end{align*}
$$

By the fact that $\xi(x) \widehat{\xi}(x)=0,(2.1)$ is equal to

$$
\tau_{N} \sum_{x, y} q^{N}(x, y)(\widehat{\xi}(x) \xi(y)-\xi(x) \widehat{\xi}(y))=0
$$

where the last equality is by Lemma 2.3 (c).
For (b), by Lemma 2.3 (a) and (b)

$$
\mathcal{L}_{N}^{v} g(\xi)=\sum_{x} \tau_{N} c_{N}^{v}(x, \xi)\left(g\left(\xi^{x}\right)-g(\xi)\right)
$$

$$
\begin{align*}
& =\sum_{x} \tau_{N} c_{N}^{v}(x, \xi)(1+2|\xi|(\widehat{\xi}(x)-\xi(x))) \\
& \left.=\tau_{N}\left[\sum_{x} c_{N}^{v}(x, \xi)+2|\xi| \sum_{x} c_{N}^{v}(x, \xi)(\widehat{\xi}(x)-\xi(x))\right)\right] \\
& =\tau_{N} \sum_{x} c_{N}^{v}(x, \xi)=\tau_{N} v_{N}(\xi) \tag{2.2}
\end{align*}
$$

where (2.2) is by part (a).
Lemma 2.5.
(a) $\mathcal{L}_{N}^{*} f(\xi)=d^{N, 1}(\xi)-d^{N, 0}(\xi)$.
(b) $\mathcal{L}_{N}^{*} g(\xi)=d^{N, 1}(\xi)+d^{N, 0}(\xi)+2|\xi| \cdot\left(d^{N, 1}(\xi)-d^{N, 0}(\xi)\right)$.

Proof. Direct calculations show that

$$
\begin{aligned}
\mathcal{L}_{N}^{*} f(\xi) & =\sum_{x} c_{N}^{*}(x, \xi)\left(f\left(\xi^{x}\right)-f(\xi)\right) \\
& =\sum_{x}\left(\widehat{\xi}(x) \cdot F_{1}^{N}(x, \xi)+\xi(x) \cdot F_{0}^{N}(x, \xi)\right) \cdot(\widehat{\xi}(x)-\xi(x)) \\
& =\sum_{x} \widehat{\xi}(x) F_{1}^{N}(x, \xi)-\sum_{x} \xi(x) F_{0}^{N}(x, \xi) \\
& =d^{N, 1}(\xi)-d^{N, 0}(\xi)
\end{aligned}
$$

and by Lemma 2.3 (b),

$$
\begin{aligned}
\mathcal{L}_{N}^{*} g(\xi) & =\sum_{x} c_{N}^{*}(x, \xi)\left(g\left(\xi^{x}\right)-g(\xi)\right) \\
& =\sum_{x} c_{N}^{*}(x, \xi)(1+2|\xi|(\widehat{\xi}(x)-\xi(x))) \\
& =\left(d^{N, 1}(\xi)+d^{N, 0}(\xi)\right)+2|\xi|\left(d^{N, 1}(\xi)-d^{N, 0}(\xi)\right)
\end{aligned}
$$

Proof of Proposition 2.1. Recall that $f(\xi)=|\xi|$, and $g(\xi)=|\xi|^{2}$. Define

$$
\begin{gathered}
M_{t}^{N}=f\left(\xi_{t}^{N}\right)-f\left(\xi_{0}^{N}\right)-\int_{0}^{t} \mathcal{L}_{N} f\left(\xi_{s}^{N}\right) d s \\
Q_{t}^{N}=g\left(\xi_{t}^{N}\right)-g\left(\xi_{0}^{N}\right)-\int_{0}^{t} \mathcal{L}_{N} g\left(\xi_{s}^{N}\right) d s
\end{gathered}
$$

By Theorem I.5.2 in [L85], $M_{t}^{N}$ and $Q_{t}^{N}$ are martingales. Combining Lemma 2.4 and 2.5, $M_{t}^{N}$ equals to

$$
\begin{align*}
M_{t}^{N} & =\left|\xi_{t}^{N}\right|-\left|\xi_{0}^{N}\right|-\int_{0}^{t}\left[d^{N, 1}\left(\xi_{s}^{N}\right)-d^{N, 0}\left(\xi_{s}^{N}\right)\right] d s  \tag{2.3}\\
& =\left|\xi_{t}^{N}\right|-\left|\xi_{0}^{N}\right|-D_{t}^{N}
\end{align*}
$$

and $Q_{t}^{N}$ equals to

$$
\begin{aligned}
& Q_{t}^{N}=\left|\xi_{t}^{N}\right|^{2}-\left|\xi_{0}^{N}\right|^{2}-\int_{0}^{t}\left[\tau_{N} v_{N}\left(\xi_{s}^{N}\right)+\left(d^{N, 1}\left(\xi_{s}^{N}\right)+d^{N, 0}\left(\xi_{s}^{N}\right)\right)\right. \\
&\left.+2|\xi|\left(d^{N, 1}\left(\xi_{s}^{N}\right)-d^{N, 0}\left(\xi_{s}^{N}\right)\right)\right] d s
\end{aligned}
$$

Apply Exercise 2.9.29 in [EK86] to $M_{t}^{N}$ and $Q_{t}^{N}$ so that one gets the martingale

$$
\left(M_{t}^{N}\right)^{2}-\int_{0}^{t}\left[\tau_{N} v_{N}\left(\xi_{s}^{N}\right)+d^{N, 1}\left(\xi_{s}^{N}\right)+d^{N, 0}\left(\xi_{s}^{N}\right)\right] d s
$$

Now the integral part of the last line gives $\left\langle M^{N}\right\rangle_{t}$.

## Chapter 3

## Comparison with biased voter model

In this chapter, we show that $\xi_{t}^{N}$ is close to the voter model over a short time period. This will be done by a comparison with the biased voter model $\xi_{t}^{N, b}$ which we define now.

For $\xi \in\{0,1\}^{V_{N}}$, recall the definition of local densities

$$
f_{i}^{N}=f_{i}^{N}(x, \xi)=\sum_{y} q^{N}(x, y) 1_{\{\xi(y)=i\}}, \quad i=0,1
$$

Define the bias parameter

$$
b=\sup _{N} \sum_{l=1}^{R} \sum_{k=1}^{N_{R}}\left(\theta^{N, 0}(l, k)+\theta^{N, 1}(l, k)\right) .
$$

For $x \in V_{N}$, define

$$
\begin{aligned}
& \mathcal{N}(x)=\left\{y \in V_{N}: 1 \leq d(x, y) \leq R\right\} \\
& \overline{\mathcal{N}(x)}=\mathcal{N}(x) \cup\{x\} \\
& \mathcal{K}=1+R \cdot N_{R}
\end{aligned}
$$

A few facts from the definitions above are

$$
\begin{aligned}
\mathcal{N}(x) & =\bigcup_{l=1}^{R} \mathcal{N}_{l}(x) \\
\mathcal{K} & \geq|\overline{\mathcal{N}(x)}| \geq\left(\sum_{y \in \mathcal{N}(x)} \xi(y)\right) \vee\left(\sum_{y \in \mathcal{N}(x)} \widehat{\xi}(y)\right) .
\end{aligned}
$$

Recall that $n_{l}^{i}(x, \xi)$ is the count in $\xi$ of type $i$ in $\mathcal{N}_{l}(x)$ :

$$
\begin{equation*}
n_{l}^{i}(x, \xi)=\sum_{y \in \mathcal{N}_{l}(x)} 1\{\xi(y)=i\}, i=0,1 \tag{3.1}
\end{equation*}
$$

and define the total count of type 1 in $\mathcal{N}(x)$

$$
n_{1}(x, \xi)=\sum_{l=1}^{R} n_{l}^{1}(x, \xi)
$$

The biased voter model $\xi_{t}^{N, b}$ has the following dynamics: at $x \in V_{N}, \xi_{t}^{N, b}(x)$ makes transitions

$$
\begin{aligned}
& 0 \rightarrow 1 \quad \text { at rate } \tau_{N} f_{1}^{N}+b \cdot n_{1}(x, \xi), \\
& 1 \rightarrow 0 \quad \text { at rate } \tau_{N} f_{0}^{N}
\end{aligned}
$$

so that the rate function for $\xi_{t}^{N, b}(x)$ is

$$
c_{N}^{b}(x, \xi)=\tau_{N} c_{N}^{v}(x, \xi)+\widehat{\xi}(x) \cdot\left(b \cdot n_{1}(x, \xi)\right)
$$

We first provide the bounds on biased voter models in the next proposition.
Proposition 3.1. For $t \geq 0$ and $\xi_{0}^{N} \in\{0,1\}^{V_{N}}$,
(a) $E^{\xi_{0}^{N}}\left|\xi_{t}^{N, b}\right| \leq\left|\xi_{0}^{N}\right| \cdot e^{(b \mathcal{K}) t}$.
(b) $E^{\xi_{0}^{N}}\left(\left|\xi_{t}^{N, b}\right|^{2}\right) \leq\left[\left|\xi_{0}^{N}\right|^{2}+\left|\xi_{0}^{N}\right|\left(2 \tau_{N}+b \mathcal{K}\right) \cdot t e^{t(b \mathcal{K})}\right] \cdot e^{(2 b \mathcal{K}) t}$.

Proof. We follow the idea of Corollary 2.1 in [C17]. Notice that

$$
\begin{align*}
\sum_{x} \widehat{\xi}(x) n_{1}(x, \xi) & =\sum_{x} \sum_{y \in \mathcal{N}(x)} \widehat{\xi}(x) \xi(y) \\
& =\sum_{y} \xi(y)\left(\sum_{x \in \mathcal{N}(y)} \widehat{\xi}(x)\right) \\
& \leq \mathcal{K}|\xi| . \tag{3.2}
\end{align*}
$$

By (3.2) and applying Proposition 2.1 to $\left|\xi_{t}^{N, b}\right|$, we have

$$
E^{\xi_{0}^{N}}\left|\xi_{t}^{N, b}\right|=\left|\xi_{0}^{N}\right|+\int_{0}^{t} b \cdot \sum_{x} E^{\xi_{0}^{N}}\left(\widehat{\xi}_{s}^{N, b}(x) \cdot n_{1}\left(x, \xi_{s}^{N, b}\right)\right) d s
$$

$$
\leq\left|\xi_{0}^{N}\right|+(b \mathcal{K}) \int_{0}^{t} E^{\xi_{0}^{N}}\left|\xi_{s}^{N, b}\right| d s
$$

Thus, apply Grownwall's inequality to the function $f(s)=E^{\xi_{0}^{N}}\left(\left|\xi_{s}^{N, b}\right|\right)$ and the proof of (a) is complete.

For (b), using Theorem I.5.2 in [L85] and Lemma 2.3(b), we get

$$
\begin{aligned}
& E^{\xi_{0}^{N}}\left(\left|\xi_{t}^{N, b}\right|^{2}\right)=\left|\xi_{0}^{N}\right|^{2}+\int_{0}^{t} \tau_{N} E^{\xi_{0}^{N}}\left[v_{N}\left(\xi_{s}^{N, b}\right)\right] \\
& \quad+b \cdot E^{\xi_{0}^{N}}\left[\sum_{x} \widehat{\xi}_{s}^{N, b}(x) n_{1}\left(x, \xi_{s}^{N, b}\right) \cdot\left(1+2\left|\xi_{s}^{N, b}\right| \cdot\left(\widehat{\xi}_{s}^{N, b}(x)-\xi_{s}^{N, b}(x)\right)\right)\right] d s
\end{aligned}
$$

By (3.2),

$$
\begin{aligned}
& \sum_{x} \widehat{\xi}(x) n_{1}(x, \xi) \cdot(1+2|\xi| \cdot(\widehat{\xi}(x)-\xi(x))) \\
& \quad=(1+2|\xi|) \sum_{x} n_{1}(x, \xi) \widehat{\xi}(x) \leq(1+2|\xi|) \cdot \mathcal{K}|\xi|
\end{aligned}
$$

This implies

$$
E^{\xi_{0}^{N}}\left(\left|\xi_{t}^{N, b}\right|^{2}\right) \leq\left|\xi_{0}^{N}\right|^{2}+\int_{0}^{t} 2 \tau_{N} E^{\xi_{0}^{N}}\left|\xi_{s}^{N, b}\right|+E^{\xi_{0}^{N}}\left[\left(1+2\left|\xi_{s}^{N, b}\right|\right)\left(b \mathcal{K} \cdot\left|\xi_{s}^{N, b}\right|\right)\right] d s
$$

Rearrange the terms and apply part (a), we obtain

$$
\begin{aligned}
E^{\xi_{0}^{N}}\left(\left|\xi_{t}^{N, b}\right|^{2}\right) & \leq\left|\xi_{0}^{N}\right|^{2}+\left(2 \tau_{N}+b \mathcal{K}\right) \int_{0}^{t} E^{\xi_{0}^{N}}\left|\xi_{s}^{N, b}\right| d s+2 b \mathcal{K} \int_{0}^{t} E^{\xi_{0}^{N}}\left(\left|\xi_{s}^{N, b}\right|^{2}\right) d s \\
& \leq\left[\left|\xi_{0}^{N}\right|^{2}+\left|\xi_{0}^{N}\right|\left(2 \tau_{N}+b \mathcal{K}\right) \cdot t e^{t(b \mathcal{K})}\right]+2 b \mathcal{K} \int_{0}^{t} E^{\xi_{0}^{N}}\left(\left|\xi_{s}^{N, b}\right|^{2}\right) d s
\end{aligned}
$$

The result follows by applying Gronwall's inequality to the function $g(s)=E^{\xi_{0}^{N}}\left(\left|\xi_{s}^{N, b}\right|^{2}\right)$.

We now construct two couplings which make a comparison between particle systems. The existence of both will be implied by Theorem III.1.5 in [L85].

We say that $\xi \leq \eta$ if $\xi(x) \leq \eta(x)$ for every $x \in V_{N}$. The first coupling is between the voter model perturbation and biased voter model. To verify the assumptions of Theorem III.1.5, suppose that $\xi \leq \eta$. If $\eta(x)=\xi(x)=0$, then

$$
c_{N}(x, \xi)=\tau_{N} f_{1}^{N}(x, \xi)+F_{1}^{N}(x, \xi)
$$

$$
\begin{aligned}
& =\tau_{N} f_{1}^{N}(x, \xi)+\sum_{l=1}^{R} \sum_{k=1}^{N_{R}} \theta^{N, i}(l, k) 1_{\left\{n_{l}^{1}(x, \xi)=k\right\}} \\
& \leq \tau_{N} f_{1}^{N}(x, \eta)+b \sum_{l=1}^{R} \sum_{k=1}^{N_{R}} 1_{\left\{n_{l}^{1}(x, \eta)=k\right\}} \\
& \leq \tau_{N} f_{1}^{N}(x, \eta)+b n_{1}(x, \eta)=c_{N}^{b}(x, \eta)
\end{aligned}
$$

and similarly, if $\eta(x)=\xi(x)=1$,

$$
\begin{aligned}
c_{N}(x, \xi) & =\tau_{N} f_{0}^{N}(x, \xi)+F_{0}^{N}(x, \xi) \\
& \geq \tau_{N} f_{0}^{N}(x, \eta)=c_{N}^{b}(x, \eta)
\end{aligned}
$$

Thus by Theorem III.1.5 in [L85], given that $\xi_{0}^{N}=\xi_{0}^{N, b}$, there is a common probability space such that with probability 1 ,

$$
\begin{equation*}
\xi_{t}^{N} \leq \xi_{t}^{N, b} \quad \text { for all } t \geq 0 \tag{3.3}
\end{equation*}
$$

The coupling between the voter model and the biased voter model is constructed in a similar way. Let $\xi_{t}^{N, v}$ be the voter model with generator $\mathcal{L}_{N}^{v}$ and suppose that $\xi \leq \eta$. If $\eta(x)=\xi(x)=0$,

$$
\tau_{N} f_{1}^{N}(x, \eta) \leq \tau_{N} f_{1}^{N}(x, \eta)+b n_{1}(x, \eta)=c_{N}^{b}(x, \eta)
$$

and if $\eta(x)=\xi(x)=1$,

$$
\tau_{N} f_{0}^{N}(x, \xi) \geq \tau_{N} f_{0}^{N}(x, \eta)=c_{N}^{b}(x, \eta)
$$

Thus, the assumptions of Theorem III.1.5 in [L85] are verified. Given that $\xi_{0}^{N, v}=\xi_{0}^{N}$, there is a common probability space such that with probability 1 ,

$$
\begin{equation*}
\xi_{t}^{N, v} \leq \xi_{t}^{N, b} \quad \text { for all } t \geq 0 \tag{3.4}
\end{equation*}
$$

By Corollary III.1.7 in [L85], (3.3) and (3.4) imply

$$
\begin{align*}
E^{\xi_{0}^{N}}\left(h\left(\xi_{t}^{N}\right)\right) \leq E^{\xi_{0}^{N}}\left(h\left(\xi_{t}^{N, b}\right)\right)  \tag{3.5}\\
E^{\xi_{0}^{N}}\left(h\left(\xi_{t}^{N, v}\right)\right) \leq E^{\xi_{0}^{N}}\left(h\left(\xi_{t}^{N, b}\right)\right) \tag{3.6}
\end{align*}
$$

for any function $h=h(\xi)$ such that $h(\xi) \leq h(\eta)$ given that $\xi \leq \eta$.
Corollary 3.2. For any $\xi_{0}^{N} \in\{0,1\}^{V_{N}}$ and $t \geq 0$,
(a) $E^{\xi_{0}^{N}}\left|\xi_{t}^{N}\right| \leq\left|\xi_{0}^{N}\right| \cdot e^{(b \mathcal{K}) t}$.
(b) $E^{\xi_{0}^{N}}\left[\left|\xi_{t}^{N}\right|^{2}\right] \leq\left[\left|\xi_{0}^{N}\right|^{2}+\left|\xi_{0}^{N}\right|\left(2 \tau_{N}+b \mathcal{K}\right) \cdot t e^{t(b \mathcal{K})}\right] \cdot e^{(2 b \mathcal{K}) t}$.

Proof. Part (a) is immediate by (3.5) by taking $h(\xi)=|\xi|$ so that

$$
E^{\xi_{0}^{N}}\left|\xi_{t}^{N}\right| \leq E^{\xi_{0}^{N}}\left|\xi_{t}^{N, b}\right|
$$

Similarly for part (b), take $h(\xi)=|\xi|^{2}$ and obtain

$$
E^{\zeta_{0}^{N}}\left(\left|\xi_{t}^{N}\right|^{2}\right) \leq E^{\xi_{0}^{N}}\left(\left|\xi_{t}^{N, b}\right|^{2}\right)
$$

Recall the definitions $v_{N}$ and $d^{N, i}$

$$
\begin{aligned}
v_{N}(\xi) & =\sum_{x}\left(\widehat{\xi}(x) f_{1}^{N}(x, \xi)+\xi(x) f_{0}^{N}(x, \xi)\right) \\
d^{N, 1}(\xi) & =\sum_{x} \widehat{\xi}(x) F_{1}^{N}(x, \xi) \\
d^{N, 0}(\xi) & =\sum_{x} \xi(x) F_{0}^{N}(x, \xi) .
\end{aligned}
$$

The next proposition will be used in Corollary 3.7 to show that the voter model perturbation is close to the voter model over a short time period.

Proposition 3.3. There exists a constant $C_{3.3}$ such that for all $t \geq 0$,
(a) $E^{\xi_{0}^{N}}\left|v_{N}\left(\xi_{t}^{N}\right)-v_{N}\left(\xi_{t}^{N, v}\right)\right| \leq 4\left(2 \vee\left(2 b C_{3.3}\right)\right) \cdot\left|\xi_{0}^{N}\right|\left[\left(e^{(b \mathcal{K}) t}-1\right)+t e^{(b \mathcal{K}) t}\right]$.
(b) $E^{\zeta_{0}^{N}}\left|d^{N, i}\left(\xi_{t}^{N}\right)-d^{N, i}\left(\xi_{t}^{N, v}\right)\right| \leq C_{3.3}\left(2 \vee\left(2 b C_{3.3}\right)\right) \cdot\left|\xi_{0}^{N}\right|\left[\left(e^{(b \mathcal{K}) t}-1\right)+t e^{(b \mathcal{K}) t}\right]$, for $i=0,1$.

To prepare for the proof, we first give some preliminary bounds. For $x \in V_{N}, \xi \in$ $\{0,1\}^{V_{N}}, A \subseteq V_{N}$, define

$$
\chi(x, \xi, A)=\prod_{a \in A} \xi(a)
$$

Lemma 3.4. For $\xi, \eta \in\{0,1\}^{V_{N}}$, and $A, B \subseteq V_{N}$ disjoint,

$$
|\chi(x, \xi, A) \chi(x, \widehat{\xi}, B)-\chi(x, \eta, A) \chi(x, \widehat{\eta}, B)| \leq \sum_{y \in A \cup B}|\xi(y)-\eta(y)|
$$

Proof. By twice using the fact that $\left|\prod z_{i}-\prod w_{i}\right| \leq \sum\left|z_{i}-w_{i}\right|$ for $z_{i}$, $w_{i}$ such that $\left|z_{i}\right|,\left|w_{i}\right| \leq 1$ (Lemma 3.4.3 in [D19]), we have

$$
\begin{aligned}
& |\chi(x, \xi, A) \chi(x, \widehat{\xi}, B)-\chi(x, \eta, A) \chi(x, \widehat{\eta}, B)| \\
& \quad \leq|\chi(x, \xi, A)-\chi(x, \eta, A)|+|\chi(x, \widehat{\xi}, B)-\chi(x, \widehat{\eta}, B)| \\
& \quad \leq \sum_{a \in A}|\xi(a)-\eta(a)|+\sum_{b \in B}|\widehat{\xi}(b)-\widehat{\eta}(b)| \\
& \quad=\sum_{y \in A \cup B}|\xi(y)-\eta(y)| .
\end{aligned}
$$

For $i=0,1$, define $d_{l, k}^{N, i}$

$$
\begin{aligned}
& d_{l, k}^{N, 1}(\xi)=\sum_{x} \widehat{\xi}(x) 1_{\left\{n_{l}^{1}(x, \xi)=k\right\}}, \\
& d_{l, k}^{N, 0}(\xi)=\sum_{x} \xi(x) 1_{\left\{n_{l}^{0}(x, \xi)=k\right\}},
\end{aligned}
$$

then we can write $d^{N, i}$ as

$$
\begin{aligned}
d^{N, 1}(\xi) & =\sum_{x} \widehat{\xi}(x) F_{1}^{N}(x, \xi) \\
& =\sum_{x} \widehat{\xi}(x)\left(\sum_{l=1}^{R} \sum_{k=1}^{N_{R}} \theta^{N, 1}(l, k) 1_{\left\{n_{l}^{1}(x, \xi)=k\right\}}\right) \\
& =\sum_{l=1}^{R} \sum_{k=1}^{N_{R}} \theta^{N, 1}(l, k)\left(\sum_{x} \widehat{\xi}(x) 1_{\left\{n_{l}^{1}(x, \xi)=k\right\}}\right) \\
& =\sum_{l=1}^{R} \sum_{k=1}^{N_{R}} \theta^{N, 1}(l, k) d_{l, k}^{N, 1}(\xi), \\
d^{N, 0}(\xi) & =\sum_{x} \xi(x) F_{0}^{N}(x, \xi)=\sum_{l=1}^{R} \sum_{k=1}^{N_{R}} \theta^{N, 0}(l, k) d_{l, k}^{N, 0}(\xi) .
\end{aligned}
$$

Lemma 3.5. For $\xi \in\{0,1\}^{V_{N}}$,
(a) $v_{N}(\xi) \leq 2|\xi|$.
(b) There is a constant $C_{3.5}$ such that $d_{l, k}^{N, i}(\xi) \leq C_{3.5} \cdot|\xi|$, for $i=0,1$ and $1 \leq l \leq R$, $1 \leq k \leq N_{R}$.

Proof. Part (a) is by

$$
\begin{aligned}
v_{N}(\xi) & =\sum_{x, y} q^{N}(x, y)(\widehat{\xi}(x) \xi(y)+\xi(x) \widehat{\xi}(y)) \\
& \leq \sum_{x, y} q^{N}(x, y)(\xi(x)+\xi(y))=2|\xi|
\end{aligned}
$$

For (b), for $i=1$, by definition we have

$$
\begin{align*}
d_{l, k}^{N, 1}(\xi) & =\sum_{x} \widehat{\xi}(x) 1_{\left\{n_{l}^{1}(x, \xi)=k\right\}}  \tag{3.7}\\
& =\sum_{x} \sum_{\substack{A \in S_{l, k}(x) \\
B=\overline{\mathcal{N}_{l}(x) \cap A^{c}}}} \chi(x, \xi, A) \cdot \chi(x, \widehat{\xi}, B) \\
& \leq \sum_{x} \sum_{A \in S_{l, k}(x)} \chi(x, \xi, A) \\
& \leq \sum_{x} \sum_{A \subseteq \mathcal{N}(x)} \sum_{a \in \mathcal{N}(x)} \xi(a) \leq \mathcal{K} 2^{\mathcal{K}} \cdot|\xi| \tag{3.8}
\end{align*}
$$

so that we could choose $C_{3.5}=\mathcal{K} 2^{\mathcal{K}}$.
Similarly for $i=0$,

$$
\begin{aligned}
d_{l, k}^{N, 0}(\xi) & =\sum_{x} \xi(x) 1_{\left\{n_{l}^{0}(x, \xi)=k\right\}} \\
& =\sum_{x} \sum_{\substack{A \in S_{l, k}(x) \\
B=\mathcal{N}_{l}(x) \cap A^{c}}} \chi(x, \widehat{\xi}, A) \cdot \chi(x, \xi, B) \\
& \leq \sum_{x} \sum_{B \subseteq \overline{\mathcal{N}(x)}} \chi(x, \xi, B) \\
& \leq \sum_{x} \sum_{B \subseteq \overline{\mathcal{N}(x)}} \sum_{b \in B} \xi(b) \leq \mathcal{K} 2^{\mathcal{K}}|\xi| .
\end{aligned}
$$

Lemma 3.6. For any $\eta, \xi \in\{0,1\}^{V_{N}}$ with $\xi \leq \eta$,
(a) $\left|v_{N}(\xi)-v_{N}(\eta)\right| \leq 4(|\eta|-|\xi|)$.
(b) $\left|d_{l, k}^{N, i}(\xi)-d_{l, k}^{N, i}(\eta)\right| \leq C_{3.5}(|\eta|-|\xi|), i=0,1$.

Proof. For (a), direct calculation with applying Lemma 3.4 gives

$$
\begin{aligned}
\mid v_{N}(\xi) & -v_{N}(\eta) \mid \\
& \leq \sum_{x, y} q^{N}(x, y)(|\widehat{\xi}(x) \xi(y)-\widehat{\eta}(x) \eta(y)|+|\xi(x) \widehat{\xi}(y)-\eta(x) \widehat{\eta}(y)|) \\
\leq & \sum_{x, y} q^{N}(x, y) \cdot 2\left(\sum_{a \in\{x, y\}}|\xi(a)-\eta(a)|\right) \\
\leq & \sum_{x, y} q^{N}(x, y) \cdot 2(|\xi(x)-\eta(x)|+|\xi(y)-\eta(y)|) \\
& =2\left(\sum_{x, y} q^{N}(x, y)(\eta(y)-\xi(y))+\sum_{x, y} q^{N}(x, y)(\eta(x)-\xi(x))\right) \\
& =4(|\eta|-|\xi|) .
\end{aligned}
$$

For (b), by Lemma 3.4 we have

$$
\begin{aligned}
& \left|d_{l, k}^{N, 1}(\xi)-d_{l, k}^{N, 1}(\eta)\right| \\
& \quad \leq \sum_{x} \sum_{\substack{A \in S_{l, k}(x) \\
B=\overline{\mathcal{N}_{l}(x) \cap} \cap A^{c}}}|\chi(x, \xi, A) \chi(x, \widehat{\xi}, B)-\chi(x, \eta, A) \chi(x, \widehat{\eta}, B)| \\
& \quad \leq \sum_{x} \sum_{\substack{A \in S_{l, k}(x) \\
B=\overline{\mathcal{N}_{l}(x) \cap A^{c}}}} \sum_{y \in A \cup B}|\xi(y)-\eta(y)| \\
& \quad \leq \sum_{x} \sum_{y \in \overline{\mathcal{N}(x)}}|\xi(y)-\eta(y)| \cdot \sum_{\substack{A \in S_{l, k}(x) \\
B=\overline{\mathcal{N}_{l}(x) \cap} A^{c}}} 1 .
\end{aligned}
$$

Since $\xi \leq \eta$, the last line is bounded by

$$
2^{\mathcal{K}} \cdot \sum_{x} \sum_{y \in \overline{\mathcal{N}}(x)}(\eta(y)-\xi(y))=2^{\mathcal{K}} \mathcal{K} \cdot(|\eta|-|\xi|)
$$

The calculation for $i=0$ is similar.
Now we prove Proposition 3.3.
Proof of Proposition 3.3. We first bound the difference of the total masses. By Lemma 2.4
(a) and Lemma A.1, $\left|\xi_{t}^{N, v}\right|$ is a martingale and $\left|\xi_{t}^{N, b}\right|$ is a submartingale. This implies

$$
\begin{align*}
& 0 \leq E^{\xi_{0}^{N}}\left|\xi_{t}^{N, b}\right|-E^{\xi_{0}^{N}}\left|\xi_{t}^{N}\right| \leq\left(E^{\xi_{0}^{N}}\left|\xi_{t}^{N, b}\right|-\left|\xi_{0}^{N}\right|\right)+\left|E^{\xi_{0}^{N}}\right| \xi_{t}^{N}\left|-\left|\xi_{0}^{N}\right|\right|  \tag{3.9}\\
& 0 \leq E^{\xi_{0}^{N}}\left|\xi_{t}^{N, b}\right|-E^{\xi_{0}^{N}}\left|\xi_{t}^{N, v}\right|=E^{\xi_{0}^{N}}\left|\xi_{t}^{N, b}\right|-\left|\xi_{0}^{N}\right| \tag{3.10}
\end{align*}
$$

Using Proposition 3.1(a),

$$
\begin{equation*}
E^{\xi_{0}^{N}}\left|\xi_{t}^{N, b}\right|-\left|\xi_{0}^{N}\right| \leq\left|\xi_{0}^{N}\right|\left(e^{(b K) t}-1\right) \tag{3.11}
\end{equation*}
$$

And by Proposition 2.1,

$$
\begin{aligned}
\left|E^{\xi_{0}^{N}}\right| \xi_{t}^{N}\left|-\left|\xi_{0}^{N}\right|\right| & =\left|E^{\xi_{0}^{N}}\left(M_{t}^{N}\right)+E^{\xi_{0}^{N}}\left(D_{t}^{N}\right)\right| \\
& =\left|E^{\xi_{0}^{N}}\left(D_{t}^{N}\right)\right| \leq \int_{0}^{t} E^{\xi_{0}^{N}}\left|m_{1}^{N}\left(\xi_{s}^{N}\right)\right| d s
\end{aligned}
$$

To bound $E^{\xi_{0}^{N}}\left|m_{1}^{N}\left(\xi_{s}^{N}\right)\right|$, we have

$$
\begin{align*}
\left|m_{1}^{N}(\xi)\right| & =\left|\sum_{l=1}^{R} \sum_{k=1}^{N_{R}}\left(\theta^{N, 1}(l, k) d_{l, k}^{N, 1}(\xi)-\theta^{N, 0}(l, k) d_{l, k}^{N, 0}(\xi)\right)\right| \\
& \leq b \cdot \sum_{l=1}^{R} \sum_{k=1}^{N_{R}}\left(\left|d_{l, k}^{N, 1}(\xi)\right|+\left|d_{l, k}^{N, 0}(\xi)\right|\right) . \tag{3.12}
\end{align*}
$$

Recall that $\mathcal{K}=1+R \cdot N_{R}$. By Lemma 3.5 (b), (3.12) is bounded by

$$
b \cdot 2 C_{3.5}|\xi| \cdot \sum_{l=1}^{R} \sum_{k=1}^{N_{R}} 1 \leq 2 b \mathcal{K} \cdot C_{3.5}|\xi| .
$$

Define $C_{3.3}=\mathcal{K} \cdot C_{3.5}$. Therefore, by Corollary 3.2(a),

$$
\begin{align*}
\left|E^{\xi_{0}^{N}}\right| \xi_{t}^{N}\left|-\left|\xi_{0}^{N}\right|\right| & \leq\left(2 b C_{3.3}\right) \cdot \int_{0}^{t} E^{\xi_{0}^{N}}\left|\xi_{s}^{N}\right| d s \\
& \leq\left(2 b C_{3.3}\right) \cdot\left|\xi_{0}^{N}\right| t e^{(b \mathcal{K}) t} \tag{3.13}
\end{align*}
$$

We now prove part (a). By Lemma 3.6(a), the coupling (3.3) and (3.4), (3.9) and (3.10),

$$
\begin{aligned}
& E^{\xi_{0}^{N}}\left|v_{N}\left(\xi_{t}^{N}\right)-v_{N}\left(\xi_{t}^{N, v}\right)\right| \\
& \quad \leq E^{\xi_{0}^{N}}\left|v_{N}\left(\xi_{t}^{N}\right)-v_{N}\left(\xi_{t}^{N, b}\right)\right|+E^{\xi_{0}^{N}}\left|v_{N}\left(\xi_{t}^{N, v}\right)-v_{N}\left(\xi_{t}^{N, b}\right)\right| \\
& \quad \leq 4\left(E^{\xi_{0}^{N}}| | \xi_{t}^{N}\left|-\left|\xi_{t}^{N, b}\right|\right|+E^{\xi_{0}^{N}}| | \xi_{t}^{N, v}\left|-\left|\xi_{t}^{N, b}\right|\right)\right.
\end{aligned}
$$

$$
\begin{aligned}
& =4\left(E^{\xi_{0}^{N}}\left(\left|\xi_{t}^{N, b}\right|-\left|\xi_{t}^{N}\right|\right)+E^{\xi_{0}^{N}}\left(\left|\xi_{t}^{N, b}\right|-\left|\xi_{t}^{N, v}\right|\right)\right) \\
& \leq 4\left[2\left(E^{\xi_{0}^{N}}\left(\left|\xi_{t}^{N, b}\right|-\left|\xi_{0}^{N}\right|\right)\right)+\left|E^{\xi_{0}^{N}}\left(\left|\xi_{t}^{N}\right|-\left|\xi_{0}^{N}\right|\right)\right|\right] .
\end{aligned}
$$

By (3.11) and (3.13), the last line is bounded by

$$
4\left[2\left|\xi_{0}^{N}\right|\left(e^{(b \mathcal{K}) t}-1\right)+\left(2 b C_{3.3}\right)\left|\xi_{0}^{N}\right| t e^{(b \mathcal{K}) t}\right] \leq 4\left(2 \vee\left(2 b C_{3.3}\right)\right)\left|\xi_{0}^{N}\right|\left[\left(e^{(b \mathcal{K}) t}-1\right)+t e^{(b \mathcal{K}) t}\right]
$$

For (b), we have that for $i=0,1$,

$$
\begin{aligned}
\left|d^{N, i}\left(\xi_{t}^{N}\right)-d^{N, i}\left(\xi_{t}^{N, v}\right)\right| & \leq\left|d^{N, i}\left(\xi_{t}^{N}\right)-d^{N, i}\left(\xi_{t}^{N, b}\right)\right|+\left|d^{N, i}\left(\xi_{t}^{N, v}\right)-d^{N, i}\left(\xi_{t}^{N, b}\right)\right| \\
& \leq \sum_{l=1}^{R} \sum_{k=1}^{N_{R}}\left(\left|d_{l, k}^{N, i}\left(\xi_{t}^{N}\right)-d_{l, k}^{N, i}\left(\xi_{t}^{N, b}\right)\right|+\left|d_{l, k}^{N, i}\left(\xi_{t}^{N, b}\right)-d_{l, k}^{N, i}\left(\xi_{t}^{N, v}\right)\right|\right)
\end{aligned}
$$

By Lemma 3.6, the coupling result (3.9),

$$
\begin{align*}
E^{\xi_{0}^{N}}\left|d_{l, k}^{N, i}\left(\xi_{t}^{N}\right)-d_{l, k}^{N, i}\left(\xi_{t}^{N, b}\right)\right| & \leq C_{3.5}\left(E^{\xi_{0}^{N}}\left|\xi_{t}^{N, b}\right|-E^{\xi_{0}^{N}}\left|\xi_{t}^{N}\right|\right) \\
& \leq C_{3.5}\left[\left(E^{\xi_{0}^{N}}\left|\xi_{t}^{N, b}\right|-\left|\xi_{0}^{N}\right|\right)+\left|E^{\xi_{0}^{N}}\right| \xi_{t}^{N}\left|-\left|\xi_{0}^{N}\right|\right|\right] \tag{3.14}
\end{align*}
$$

and similarly by (3.4) and (3.10),

$$
\begin{align*}
E^{\xi_{0}^{N}}\left|d_{l, k}^{N, i}\left(\xi_{t}^{N, b}\right)-d_{l, k}^{N, i}\left(\xi_{t}^{N, v}\right)\right| & \leq C_{3.5}\left(E^{\xi_{0}^{N}}\left|\xi_{t}^{N, b}\right|-E^{\xi_{0}^{N}}\left|\xi_{t}^{N, v}\right|\right) \\
& \leq C_{3.5}\left[E^{\xi_{0}^{N}}\left|\xi_{t}^{N, b}\right|-\left|\xi_{0}^{N}\right|\right] . \tag{3.15}
\end{align*}
$$

Combining (3.14) and (3.15), applying (3.11) and (3.13) we have

$$
\begin{aligned}
& E^{\xi_{0}^{N}}\left|d^{N, i}\left(\xi_{t}^{N}\right)-d^{N, i}\left(\xi_{t}^{N, v}\right)\right| \\
& \leq \mathcal{K} \cdot C_{3.5} \cdot\left(2\left[E^{\xi_{0}^{N}}\left|\xi_{t}^{N, b}\right|-\left|\xi_{0}^{N}\right|\right]+\left|E^{\xi_{0}^{N}}\right| \xi_{t}^{N}\left|-\left|\xi_{0}^{N}\right|\right|\right) \\
& \quad \leq C_{3.3} \cdot\left(2\left[E^{\xi_{0}^{N}}\left|\xi_{t}^{N, b}\right|-\left|\xi_{0}^{N}\right|\right]+\left|E^{\xi_{0}^{N}}\right| \xi_{t}^{N}\left|-\left|\xi_{0}^{N}\right|\right|\right) \\
& \quad \leq C_{3.3}\left(2 \vee\left(2 b C_{3.3}\right)\right) \cdot\left|\xi_{0}^{N}\right|\left[\left(e^{(b \mathcal{K}) t}-1\right)+t e^{(b \mathcal{K}) t}\right] .
\end{aligned}
$$

Recall that

$$
\begin{aligned}
& m_{1}^{N}(\xi)=d^{N, 1}(\xi)-d^{N, 0}(\xi) \\
& m_{2}^{N}(\xi)=\tau_{N} v_{N}(\xi)+\left[d^{N, 1}(\xi)+d^{N, 0}(\xi)\right]
\end{aligned}
$$

Corollary 3.7. There is a constant $C_{3.7}$ such that for all $t \geq 0$,
(a) $\frac{1}{\tau_{N}} E^{\xi_{0}^{N}}\left|m_{1}^{N}\left(\xi_{t}^{N}\right)-m_{1}^{N}\left(\xi_{t}^{N, v}\right)\right| \leq C_{3.7} \cdot Z_{0}^{N}\left(\left(e^{(b \mathcal{K}) t}-1\right)+t e^{(b \mathcal{K}) t}\right)$.
(b) $\frac{1}{\tau_{N}^{2}} E^{\xi_{0}^{N}}\left|m_{2}^{N}\left(\xi_{t}^{N}\right)-m_{2}^{N}\left(\xi_{t}^{N, v}\right)\right| \leq C_{3.7}\left(1+\frac{1}{\tau_{N}}\right) \cdot Z_{0}^{N}\left(\left(e^{(b \mathcal{K}) t}-1\right)+t e^{(b \mathcal{K}) t}\right)$.

Proof. For (a), apply Proposition 3.3 (b) we have

$$
\begin{align*}
& \frac{1}{\tau_{N}} E^{\xi_{0}^{N}}\left|m_{1}^{N}\left(\xi_{t}^{N}\right)-m_{1}^{N}\left(\xi_{t}^{N, v}\right)\right| \\
& \quad \leq \frac{1}{\tau_{N}}\left(E^{\xi_{0}^{N}}\left|d^{N, 1}\left(\xi_{t}^{N}\right)-d^{N, 1}\left(\xi_{t}^{N, v}\right)\right|+E^{\xi_{0}^{N}}\left|d^{N, 0}\left(\xi_{t}^{N}\right)-d^{N, 0}\left(\xi_{t}^{N, v}\right)\right|\right) \\
& \quad \leq 2 C_{3.3}\left(2 \vee 2 b C_{3.3}\right) \cdot Z_{0}^{N}\left[\left(e^{(b \mathcal{K}) t}-1\right)+t e^{(b \mathcal{K}) t}\right] . \tag{3.16}
\end{align*}
$$

And for (b), let $N$ be large. Apply both (a) and (b) of Proposition 3.3 and obtain

$$
\begin{align*}
& \frac{1}{\tau_{N}^{2}} E^{\xi_{0}^{N}}\left|m_{2}^{N}\left(\xi_{t}^{N}\right)-m_{2}^{N}\left(\xi_{t}^{N, v}\right)\right| \\
& \leq \\
& \leq \frac{1}{\tau_{N}^{2}}\left(\tau_{N} \cdot E^{\xi_{0}^{N}}\left|v_{N}\left(\xi_{t}^{N}\right)-v_{N}\left(\xi_{t}^{N, v}\right)\right|+E^{\xi_{0}^{N}}\left|d^{N, 1}\left(\xi_{t}^{N}\right)-d^{N, 1}\left(\xi_{t}^{N, v}\right)\right|\right. \\
& \left.\quad+E^{\xi_{0}^{N}}\left|d^{N, 0}\left(\xi_{t}^{N}\right)-d^{N, 0}\left(\xi_{t}^{N, v}\right)\right|\right) \\
& \leq  \tag{3.17}\\
& \leq \frac{1}{\tau_{N}}\left[\tau_{N} \cdot 4\left(2 \vee\left(2 b C_{3.3}\right)\right)+2 C_{3.3}\left(2 \vee\left(2 b C_{3.3}\right)\right)\right] \cdot \frac{\left|\xi_{0}^{N}\right|}{\tau_{N}}\left[\left(e^{(b \mathcal{K}) t}-1\right)+t e^{(b \mathcal{K}) t}\right]  \tag{3.18}\\
& \leq
\end{align*} \quad\left[4+\frac{2 C_{3.3}}{\tau_{N}}\right] \cdot\left(2 \vee\left(2 b C_{3.3}\right)\right) \cdot Z_{0}^{N}\left[\left(e^{(b \mathcal{K}) t}-1\right)+t e^{(b \mathcal{K}) t}\right] .
$$

The proof for the corollary is completed by taking

$$
\left.C_{3.7}=\left[\left(2 C_{3.3}\right) \vee\left(4+2 C_{3.3}\right)\right)\right] \cdot\left(2 \vee 2 b C_{3.3}\right) .
$$

## Chapter 4

## Estimation by the voter model

Given the results in the previous chapter, the main work in this chapter will be in proving Proposition 4.1 to obtain the estimate of the drift term and branching rate of the voter perturbation. We shall see that this estimation is almost trivial by the comparison bound in Chapter 3 and Proposition 4.2 which gives estimates for the voter model.

The key of this estimation is that we choose a correct time scale $t_{N}$ for averaging the macroscopic density of 1's. In particular, this time scale should provide sufficient mixing condition so that uniformity of local densities can be established, meanwhile it keeps the motion of particles at time points of the scale relatively (comparing to $\tau_{N}$ ) local so that if two particles coalesce, then they must meet early. Recall from (1.9) that

$$
\log N \ll \tau_{N} \ll N
$$

We choose $t_{N}$ such that

$$
t_{N}=\delta_{N} \tau_{N} \quad \text { where } \quad \delta_{N} \rightarrow 0 \quad \text { and } \quad t_{N} \gg \log N
$$

This definition gives the following consequences:

$$
\begin{align*}
& \frac{t_{N}}{\tau_{N}} \rightarrow 0 \quad \text { as } N \rightarrow \infty  \tag{4.1}\\
& N e^{-\gamma t_{N}} \leq \frac{1}{N} \quad \text { for large } N \tag{4.2}
\end{align*}
$$

and by (1.8)

$$
\begin{equation*}
\max _{x, y \in V_{N}}\left|p_{t_{N}}^{N}(x, y)-\frac{1}{N}\right| \leq \frac{1}{N} \quad \text { for large } N . \tag{4.3}
\end{equation*}
$$

We will see later in the proofs that several error terms along the estimation are defined according to the consequences above.

Recall that $\xi_{t}^{N, v}$ is the voter model with rates $c_{N}^{v}$. Define

$$
\begin{aligned}
V_{t}^{N, v} & =\frac{1}{\tau_{N}^{2}} E^{\xi_{0}^{N}}\left(\tau_{N} \cdot v_{N}\left(\xi_{t}^{N, v}\right)\right) \\
& =\frac{1}{\tau_{N}} \sum_{x} E^{\xi_{0}^{N}}\left[\widehat{\xi}_{t}^{N, v}(x) f_{1}^{N}\left(x, \xi_{t}^{N, v}\right)+\xi_{t}^{N, v}(x) f_{0}^{N}\left(x, \xi_{t}^{N, v}\right)\right] \\
& =\frac{1}{\tau_{N}} \sum_{x} \sum_{y} q^{N}(x, y) \cdot E^{\xi_{0}^{N}}\left[\widehat{\xi}_{t}^{N, v}(x) \xi_{t}^{N, v}(y)+\xi_{t}^{N, v}(x) \widehat{\xi}_{t}^{N, v}(y)\right] \\
& =\frac{2}{\tau_{N}} \sum_{x} \sum_{y} q^{N}(x, y) \cdot E^{\xi_{0}^{N}}\left[\widehat{\xi}_{t}^{N, v}(x) \xi_{t}^{N, v}(y)\right] .
\end{aligned}
$$

Recall the definitions

$$
\begin{aligned}
\mathcal{N}_{l}(x) & =\left\{y \in V_{N}: d(x, y)=l\right\}, \\
\overline{\mathcal{N}_{l}(x)} & =\mathcal{N}_{l}(x) \cup\{x\}, \\
S_{l, k}(x) & =\left\{A \subseteq \mathcal{N}_{l}(x):|A|=k\right\}, \\
\chi(x, \xi, A) & =\prod_{a \in A} \xi(a),
\end{aligned}
$$

and define

$$
\begin{aligned}
V_{t}^{N, 1}(l, k) & =\frac{1}{\tau_{N}} E^{\xi_{0}^{N}}\left(d_{l, k}^{N, 1}\left(\xi_{t}^{N, v}\right)\right) \\
& =\frac{1}{\tau_{N}} \sum_{x} E^{\xi_{0}^{N}}\left(\widehat{\xi}_{t}^{N, v}(x) \cdot 1\left\{n_{l}^{1}\left(x, \xi_{t}^{N, v}\right)=k\right\}\right) \\
& =\frac{1}{\tau_{N}} \sum_{x} \sum_{\substack{A \in S_{l, k}(x) \\
B=\mathcal{N}_{l}(x) \cap A^{c}}} E^{\xi_{0}^{N}}\left(\chi\left(x, \xi_{t}^{N, v}, A\right) \cdot \chi\left(x, \widehat{\xi}_{t}^{N, v}, B\right)\right), \\
V_{t}^{N, 0}(l, k) & =\frac{1}{\tau_{N}} E^{\xi_{0}^{N}}\left(d_{l, k}^{N, 0}\left(\xi_{t}^{N, v}\right)\right) \\
& =\frac{1}{\tau_{N}} \sum_{x} E^{\xi_{0}^{N}}\left(\xi_{t}^{N, v}(x) \cdot 1\left\{n_{l}^{0}\left(x, \xi_{t}^{N, v}\right)=k\right\}\right)
\end{aligned}
$$

$$
=\frac{1}{\tau_{N}} \sum_{x} \sum_{\substack{A \in S_{l, k}(x) \\ B=\mathcal{N}_{l}(x) \cap A^{c}}} E^{\xi_{0}^{N}}\left(\chi\left(x, \widehat{\xi}_{t}^{N, v}, A\right) \cdot \chi\left(x, \xi_{t}^{N, v}, B\right)\right)
$$

Let $\left\{\widehat{B}_{t}^{N, x}: x \in V_{N}\right\}$ be a family of rate 1 coalescing random walks on $G_{N}$ with step distribution $q^{N}$ such that $\widehat{B}_{0}^{N, x}=x$. For $A \subseteq V_{N}$, define $\widehat{B}_{t}^{N, A}=\left\{\widehat{B}_{t}^{N, x}: x \in A\right\}$. The duality equation for voter models is

$$
\begin{equation*}
P^{\xi_{0}^{N}}\left(\xi_{t}^{N, v}=1 \text { on } A\right)=P\left(\widehat{B}_{t \tau_{N}}^{N, A} \in \xi_{0}^{N}\right) \quad \text { for } A \subseteq V_{N} \tag{4.4}
\end{equation*}
$$

See [HL75] for more details about the duality equation above. Note that any $A \subseteq V_{N}$ is finite since $V_{N}$ is finite. By (4.4), $V_{2 \delta_{N}}^{N, v}, V_{2 \delta_{N}}^{N, 1}(l, k)$ and $V_{2 \delta_{N}}^{N, 0}(l, k)$ can be written as

$$
\begin{aligned}
V_{2 \delta_{N}}^{N, v} & =\frac{2}{\tau_{N}} \sum_{x, y} q^{N}(x, y) P\left(\widehat{B}_{2 t_{N}}^{N, x} \notin \xi_{0}^{N}, \widehat{B}_{2 t_{N}}^{N, y} \in \xi_{0}^{N}\right), \\
V_{2 \delta_{N}}^{N, 1}(l, k) & =\frac{1}{\tau_{N}} \sum_{x} \sum_{\substack{A \in S_{l, k}(x) \\
B=\overline{\mathcal{N}_{l}(x) \cap A^{c}}}} P\left(\widehat{B}_{2 t_{N}}^{N, A} \subseteq \xi_{0}^{N}, \widehat{B}_{2 t_{N}}^{N, B} \subseteq \widehat{\xi}_{0}^{N}\right), \\
V_{2 \delta_{N}}^{N, 0}(l, k) & =\frac{1}{\tau_{N}} \sum_{x} \sum_{\substack{A \in S_{l, k}(x) \\
B=\overline{\mathcal{N}_{l}(x) \cap A^{c}}}} P\left(\widehat{B}_{2 t_{N}}^{N, A} \subseteq \widehat{\xi}_{0}^{N}, \widehat{B}_{2 t_{N}}^{N, B} \subseteq \xi_{0}^{N}\right) .
\end{aligned}
$$

Define the first meeting times

$$
\begin{aligned}
\tau^{N}(x, y) & =\inf \left\{t \geq 0: \widehat{B}_{t}^{N, x}=\widehat{B}_{t}^{N, y}\right\} \\
\tau^{N}(A, B) & =\inf \left\{t \geq 0: \widehat{B}_{t}^{N, A} \cap \widehat{B}_{t}^{N, B} \neq \varnothing\right\}
\end{aligned}
$$

and let $\sigma^{N}(A)$ denote the time at which walks starting from sites in $A$ have coalesced into a single particle,

$$
\sigma^{N}(A)=\inf \left\{t \geq 0:\left|\widehat{B}_{t}^{N, A}\right|=1\right\}
$$

Define the coalescing walk probabilities on $G_{N}$

$$
\begin{aligned}
p^{N, e} & =\frac{1}{N} \sum_{x, y} q^{N}(x, y) P\left(\tau^{N}(x, y)>t_{N}\right), \\
p^{N, 1}(l, k) & =\frac{1}{N} \sum_{x} \sum_{\substack{A \in S_{l, k}(x) \\
B=\overline{\mathcal{N}_{l}(x) \cap} \cap A^{c}}} P\left(\tau^{N}(A, B)>t_{N}, \sigma^{N}(A) \leq t_{N}\right),
\end{aligned}
$$

$$
p^{N, 0}(l, k)=\frac{1}{N} \sum_{x} \sum_{\substack{A \in S_{l, k}(x) \\ B=\overline{\mathcal{N}_{l}(x) \cap A^{c}}}} P\left(\tau^{N}(A, B)>t_{N}, \sigma^{N}(B) \leq t_{N}\right) .
$$

The main result of this chapter is
Proposition 4.1. There is a sequence $\varepsilon_{4.1}^{N} \rightarrow 0$ as $N \rightarrow \infty$ such that
(a) $\left|\frac{1}{\tau_{N}} E^{\xi_{0}^{N}}\left[m_{1}^{N}\left(\xi_{2 \delta_{N}}^{N}\right)\right]-\theta^{N} Z_{0}^{N}\right| \leq \varepsilon_{4.1}^{N}\left(1+Z_{0}^{N}\right)^{2}$,
(b) $\left|\frac{1}{\tau_{N}^{2}} E^{\zeta_{0}^{N}}\left[m_{2}^{N}\left(\xi_{2 \delta_{N}}^{N}\right)\right]-\beta^{N} Z_{0}^{N}\right| \leq \varepsilon_{4.1}^{N}\left(1+Z_{0}^{N}\right)^{2}$
where

$$
\begin{align*}
& \theta^{N}=\sum_{l=1}^{R} \sum_{k=1}^{N_{R}}\left(\theta^{N, 1}(l, k) p^{N, 1}(l, k)-\theta^{N, 0}(l, k) p^{N, 0}(l, k)\right),  \tag{4.5}\\
& \beta^{N}=2 p^{N, e} . \tag{4.6}
\end{align*}
$$

We need to first prove the follow two propositions for the voter model.
Proposition 4.2. There is a sequence $\varepsilon_{4.2}^{N} \rightarrow 0$ as $N \rightarrow \infty$ such that
(a) $\left|\frac{1}{\tau_{N}} E^{\xi_{0}^{N}}\left[m_{1}^{N}\left(\xi_{2 \delta_{N}}^{N, v}\right)\right]-\theta^{N} Z_{0}^{N}\right| \leq \varepsilon_{4.2}^{N}\left(1+\left(Z_{0}^{N}\right)^{2}\right)$,
(b) $\left|\frac{1}{\tau_{N}^{2}} E^{\xi_{0}^{N}}\left[m_{2}^{N}\left(\xi_{2 \delta_{N}}^{N, v}\right)\right]-\beta^{N} Z_{0}^{N}\right| \leq \varepsilon_{4.2}^{N}\left(1+Z_{0}^{N}+\left(Z_{0}^{N}\right)^{2}\right)$.
where $\theta^{N}$ and $\beta^{N}$ are as in (4.5) and (4.6).
Proposition 4.3. There are sequences $\varepsilon^{N, v}, \varepsilon^{N, i} \rightarrow 0$ such that
(a) $\left|V_{2 \delta_{N}}^{N, v}-2 p^{N, e} \cdot Z_{0}^{N}\right| \leq \varepsilon^{N, v} \cdot\left[1+\left(Z_{0}^{N}\right)^{2}\right]$.
(b) $\left|V_{2 \delta_{N}}^{N, i}(l, k)-p^{N, i}(l, k) \cdot Z_{0}^{N}\right| \leq \varepsilon^{N, i} \cdot\left[1+\left(Z_{0}^{N}\right)^{2}\right]$, for $i=0,1,1 \leq l \leq R$ and $1 \leq k \leq N_{R}$.

We first give some preliminary results. Let $\left\{B_{t}^{N, x}: x \in V_{N}\right\}$ be a family of rate 1 independent walks with step distribution $q^{N}$ such that $B_{0}^{N, x}=x$ so that $B_{t}^{N, x}$ has transition function $p_{t}^{N}$ as defined in (1.4). Lemma 4.4 gives bounds on probabilities of independent walks, and Lemma 4.5 gives a bound on meeting time probabilities.

Lemma 4.4. For any $x, y \in V_{N}, x \neq y$,
(a) $P\left(B_{t}^{N, x} \in \xi_{0}^{N}\right) \leq \frac{2\left|\xi_{0}^{N}\right|}{N}$, for $t \geq \frac{1}{\gamma} \log N$.
(b) $\left|P\left(B_{t}^{N, x} \in \xi_{0}^{N}\right)-\frac{\left|\xi_{0}^{N}\right|}{N}\right| \leq\left|\xi_{0}^{N}\right| \cdot e^{-\gamma t}$, for all $t \geq 0$.

Proof. For (a), by (1.8) we have

$$
p_{t}^{N}(x, y) \leq \frac{1}{N}+e^{-\gamma t}, \quad \text { for all } t>0
$$

Thus if $t \geq \frac{1}{\gamma} \log N$,

$$
p_{t}^{N}(x, y) \leq \frac{2}{N} \quad \text { for all } x, y \in V_{N}
$$

This implies

$$
\begin{equation*}
P\left(B_{t}^{N, x} \in \xi_{0}^{N}\right)=\sum_{w} p_{t}^{N}(x, w) \xi_{0}^{N}(w) \leq\left|\xi_{0}^{N}\right| \cdot \frac{2}{N} \tag{4.7}
\end{equation*}
$$

For (b),

$$
\begin{aligned}
\left|P\left(B_{t}^{N, x} \in \xi_{0}^{N}\right)-\frac{\left|\xi_{0}^{N}\right|}{N}\right| & =\left|\sum_{w} \xi_{0}^{N}(w)\left(p_{t}^{N}(x, w)-1 / N\right)\right| \\
& \leq \sum_{w} \xi_{0}^{N}(w)\left|p_{t}^{N}(x, w)-1 / N\right| \\
& \leq\left|\xi_{0}^{N}\right| \cdot e^{-\gamma t} .
\end{aligned}
$$

where the last inequality is by (1.8).
Lemma 4.5. $P\left(\tau^{N}(x, y) \in\left(t_{N}, 2 t_{N}\right]\right) \leq \frac{2 e^{2}\left(1+t_{N}\right)}{N}$.
Proof. For $t \in\left(t_{N}, 2 t_{N}\right]$ and large $N$, by (4.3) we have

$$
P\left(B_{t}^{N, x}=B_{t}^{N, y}\right)=\sum_{z} p_{t}^{N}(x, z) p_{t}^{N}(y, z) \leq \frac{2}{N} \sum_{z} p_{t}^{N}(y, z)=\frac{2}{N}
$$

Then by Lemma A.2,

$$
\begin{aligned}
P\left(\tau^{N}(x, y) \in\left(t_{N}, 2 t_{N}\right]\right) & \leq e^{2} \int_{t_{N}}^{2 t_{N}+1} P\left(B_{t}^{N, x}=B_{t}^{N, y}\right) d t \\
& \leq \frac{2 e^{2}\left(t_{N}+1\right)}{N}
\end{aligned}
$$

We now prove Proposition 4.3(a).

Proof of Proposition 4.3 (a). We can write the probability $P\left(\widehat{B}_{2 t_{N}}^{N, x} \notin \xi_{0}^{N}, \widehat{B}_{2 t_{N}}^{N, y} \in \xi_{0}^{N}\right)$ as a sum of three terms:

$$
\begin{align*}
& P\left(\widehat{B}_{2 t_{N}}^{N, x} \notin \xi_{0}^{N}, \widehat{B}_{2 t_{N}}^{N, y} \in \xi_{0}^{N}\right)  \tag{4.8}\\
& =  \tag{4.9}\\
& \quad\left[P\left(\widehat{B}_{2 t_{N}}^{N, x} \notin \xi_{0}^{N}, \widehat{B}_{2 t_{N}}^{N, y} \in \xi_{0}^{N}\right)-P\left(\tau^{N}(x, y)>2 t_{N}, \widehat{B}_{2 t_{N}}^{N, y} \in \xi_{0}^{N}\right)\right]  \tag{4.10}\\
&  \tag{4.11}\\
& \quad+\left[P\left(\tau^{N}(x, y)>2 t_{N}, \widehat{B}_{2 t_{N}}^{N, y} \in \xi_{0}^{N}\right)-P\left(\tau^{N}(x, y)>t_{N}, \widehat{B}_{2 t_{N}}^{N, y} \in \xi_{0}^{N}\right)\right] \\
& \quad+P\left(\tau^{N}(x, y)>t_{N}, \widehat{B}_{2 t_{N}}^{N, y} \in \xi_{0}^{N}\right) .
\end{align*}
$$

To bound (4.9), we have

$$
\begin{align*}
& \left|P\left(\widehat{B}_{2 t_{N}}^{N, x} \notin \xi_{0}^{N}, \widehat{B}_{2 t_{N}}^{N, y} \in \xi_{0}^{N}\right)-P\left(\tau^{N}(x, y)>2 t_{N}, \widehat{B}_{2 t_{N}}^{N, y} \in \xi_{0}^{N}\right)\right| \\
& \quad=P\left(\tau^{N}(x, y)>2 t_{N}, \widehat{B}_{2 t_{N}}^{N, y} \in \xi_{0}^{N}\right)-P\left(\widehat{B}_{2 t_{N}}^{N, x} \notin \xi_{0}^{N}, \widehat{B}_{2 t_{N}}^{N, y} \in \xi_{0}^{N}\right) \\
& \quad=P\left(\widehat{B}_{2 t_{N}}^{N, x} \in \xi_{0}^{N}, \widehat{B}_{2 t_{N}}^{N, y} \in \xi_{0}^{N}, \tau^{N}(x, y)>2 t_{N}\right) \\
& \quad \leq P\left(B_{2 t_{N}}^{N, x} \in \xi_{0}^{N}, B_{2 t_{N}}^{N, y} \in \xi_{0}^{N}\right)  \tag{4.12}\\
& \quad \leq \frac{4\left|\xi_{0}^{N}\right|^{2}}{N^{2}} \tag{4.13}
\end{align*}
$$

Note that (4.12) is implied by the fact that coalescing walks are independent until their first meeting. And (4.13) is by Lemma 4.4(a).

To bound (4.10), notice that

$$
\begin{align*}
& \left|P\left(\tau^{N}(x, y)>2 t_{N}, \widehat{B}_{2 t_{N}}^{N, y} \in \xi_{0}^{N}\right)-P\left(\tau^{N}(x, y)>t_{N}, \widehat{B}_{2 t_{N}}^{N, y} \in \xi_{0}^{N}\right)\right| \\
& \quad=P\left(\tau^{N}(x, y) \in\left(t_{N}, 2 t_{N}\right], \widehat{B}_{2 t_{N}}^{N, y} \in \xi_{0}^{N}\right) \\
& \quad \leq P\left(\tau^{N}(x, y) \in\left(t_{N}, 2 t_{N}\right]\right) \\
& \quad \leq \frac{2 e^{2}\left(1+t_{N}\right)}{N} \tag{4.14}
\end{align*}
$$

and (4.14) is by Lemma 4.5.
Lastly, to estimate (4.11), use the Markov property and Lemma 4.4(b) to obtain

$$
\left|P\left(\tau^{N}(x, y)>t_{N}, \widehat{B}_{2 t_{N}}^{N, y} \in \xi_{0}^{N}\right)-\frac{\left|\xi_{0}^{N}\right|}{N} P\left(\tau^{N}(x, y)>t_{N}\right)\right|
$$

$$
\begin{align*}
= & \mid \sum_{w \in V_{N}}\left(P\left(\tau^{N}(x, y)>t_{N}, \widehat{B}_{t_{N}}^{N, y}=w\right) \cdot P\left(\widehat{B}_{t_{N}}^{w} \in \xi_{0}^{N}\right)\right. \\
& \left.-P\left(\tau^{N}(x, y)>t_{N}, \widehat{B}_{t_{N}}^{N, y}=w\right) \cdot \frac{\left|\xi_{0}^{N}\right|}{N}\right) \mid \\
\leq & \sum_{w \in V_{N}} P\left(\tau^{N}(x, y)>t_{N}, \widehat{B}_{t_{N}}^{N, y}=w\right) \cdot\left|P\left(\widehat{B}_{t_{N}}^{w} \in \xi_{0}^{N}\right)-\frac{\left|\xi_{0}^{N}\right|}{N}\right| \\
\leq & 1 \cdot\left|\xi_{0}^{N}\right| e^{-\gamma t_{N}} . \tag{4.15}
\end{align*}
$$

Therefore, since we can write $p^{N, e} \cdot Z_{0}^{N}$ as

$$
p^{N, e} \cdot Z_{0}^{N}=\frac{1}{\tau_{N}} \sum_{x, y} q^{N}(x, y)\left[P\left(\tau^{N}(x, y)>t_{N}\right) \cdot \frac{\left|\xi_{0}^{N}\right|}{N}\right],
$$

then (4.13), (4.14) and (4.15) together imply

$$
\begin{aligned}
& \left|V_{2 \delta_{N}}^{N, v}-2 p^{N, e} \cdot Z_{0}^{N}\right| \\
& \quad \leq \frac{2}{\tau_{N}} \sum_{x, y} q^{N}(x, y)\left|P\left(\widehat{B}_{2 t_{N}}^{N, x} \notin \xi_{0}^{N}, \widehat{B}_{2 t_{N}}^{N, y} \in \xi_{0}^{N}\right)-\frac{\left|\xi_{0}^{N}\right|}{N} P\left(\tau^{N}(x, y)>t_{N}\right)\right| \\
& \quad \leq \frac{2 N}{\tau_{N}}\left(\frac{4\left|\xi_{0}^{N}\right|^{2}}{N^{2}}+\frac{2 e^{2}\left(1+t_{N}\right)}{N}+\left|\xi_{0}^{N}\right| e^{-\gamma t_{N}}\right) \\
& \quad \leq 2\left(\frac{4 \tau_{N}}{N}\left(Z_{0}^{N}\right)^{2}+\frac{2 e^{2}\left(1+t_{N}\right)}{\tau_{N}}+C_{1.3} \cdot N e^{-\gamma t_{N}}\right) \\
& \quad \leq 2\left(\frac{4 \tau_{N}}{N}\left(Z_{0}^{N}\right)^{2}+\frac{2 e^{2}\left(1+t_{N}\right)}{\tau_{N}}+C_{1.3} \cdot N^{-1}\right)
\end{aligned}
$$

where the last line is by (4.2). Take

$$
\varepsilon^{N, v}=2 \max \left(\frac{4 \tau_{N}}{N}, \frac{2 e^{2}\left(1+t_{N}\right)}{\tau_{N}}+C_{1.3} \cdot N^{-1}\right)
$$

and $\varepsilon^{N, v} \rightarrow 0$ by (4.1) and (4.2).
For Proposition 4.3(b), we will prove case $i=1$ and the proof of $i=0$ is exactly similar. This will be done in three steps, as summarized in Lemma 4.6-4.9. Recall that

$$
\begin{aligned}
& \mathcal{N}(x)=\{y: 1 \leq d(x, y) \leq R\}, \quad \overline{\mathcal{N}(x)}=\mathcal{N}(x) \cup\{x\} \\
& \overline{\mathcal{N}_{l}(x)}=\mathcal{N}_{l}(x) \cup\{x\}, \\
& S_{l, k}(x)=\left\{A \subseteq \mathcal{N}_{l}(x):|A|=k\right\},
\end{aligned}
$$

$$
\mathcal{K}=1+R \cdot N_{R} .
$$

Let $C_{R}=\mathcal{K}^{2} \cdot 2^{\mathcal{K}}$. The following simple fact will be used frequently in later proofs:

$$
\begin{equation*}
\sum_{\substack{A \in S_{l, k}(x) \\ B=\mathcal{N}_{l}(x) \cap A^{c}}}|A||B| \leq \sum_{\substack{A \in S_{l, k}(x) \\ B=\mathcal{N}_{l}(x) \cap} A^{c}} \mathcal{K}^{2} \leq C_{R} . \tag{4.16}
\end{equation*}
$$

Fix $1 \leq l \leq R$ and $1 \leq k \leq N_{R}$ and let $A, B \in S_{l, k}(x)$. In the figure of each of the following three steps, the time goes up.

Step 1. Define events

$$
\begin{aligned}
& E_{11}(A, B)=\left\{\widehat{B}_{2 t_{N}}^{N, A} \subseteq \xi_{0}^{N}, \widehat{B}_{2 t_{N}}^{N, B} \cap \xi_{0}^{N} \neq \varnothing, \tau^{N}(A, B)>2 t_{N}\right\} \\
& E_{12}(A, B)=\left\{\widehat{B}_{2 t_{N}}^{N, A} \subseteq \xi_{0}^{N}, \tau^{N}(A, B)>2 t_{N}\right\}
\end{aligned}
$$



Figure 4.1: Event in the definition of $V_{2 \delta_{N}}^{N, 1}, E_{11}(A, B)$ and $E_{12}(A, B)$ from left to right.

The relation between $E_{11}(A, B)$ and $E_{12}(A, B)$ is

$$
\left\{\widehat{B}_{2 t_{N}}^{N, A} \subseteq \xi_{0}^{N}, \widehat{B}_{2 t_{N}}^{N, B} \subseteq \widehat{\xi}_{0}^{N}\right\} \cup E_{11}(A, B)=E_{12}(A, B)
$$

Let

$$
\mathcal{E}_{1 j}=\frac{1}{\tau_{N}} \sum_{x} \sum_{\substack{A \in S_{l, k}(x) \\ B=\overline{\mathcal{N}_{l}(x) \cap} \cap A^{c}}} P\left(E_{1 j}(A, B)\right), \quad j=1,2 .
$$

Thus, $V_{2 \delta_{N}}^{N, 1}(l, k)=\mathcal{E}_{12}-\mathcal{E}_{11}$. Lemma 4.6 below shows that $\mathcal{E}_{11}$ is negligible.
Lemma 4.6. $\mathcal{E}_{11} \leq 4 C_{R} \frac{\tau_{N}}{N} \cdot\left(Z_{0}^{N}\right)^{2}$.

Proof. By Lemma 4.4(a) and using independence between walks,

$$
\begin{align*}
P\left(E_{11}(A, B)\right) & =P\left(\widehat{B}_{2 t_{N}}^{N, A} \subseteq \xi_{0}^{N}, \widehat{B}_{2 t_{N}}^{N, B} \cap \xi_{0}^{N} \neq \varnothing, \tau^{N}(A, B)>2 t_{N}\right) \\
& \leq \sum_{a \in A, b \in B} P\left(\widehat{B}_{2 t_{N}}^{N, A} \in \xi_{0}^{N}, \widehat{B}_{2 t_{N}}^{N, B} \in \xi_{0}^{N}, \tau^{N}(A, B)>2 t_{N}\right) \\
& \leq \sum_{a \in A, b \in B} P\left(B_{2 t_{N}}^{a} \in \xi_{0}^{N}, B_{2 t_{N}}^{b} \in \xi_{0}^{N}\right) \\
& \leq|A||B| \frac{4\left|\xi_{0}^{N}\right|^{2}}{N^{2}} . \tag{4.17}
\end{align*}
$$

Therefore,

$$
\begin{align*}
\mathcal{E}_{11} & \leq \frac{1}{\tau_{N}} \cdot \frac{4\left|\xi_{0}^{N}\right|^{2}}{N^{2}} \sum_{x} \sum_{\substack{A \in S_{l, k}(x) \\
B=\mathcal{N}_{l}(x) \cap A^{c}}}|A||B| \\
& \leq \frac{1}{\tau_{N}} \cdot \frac{4\left|\xi_{0}^{N}\right|^{2}}{N^{2}} \cdot N C_{R}=4 C_{R} \frac{\tau_{N}}{N} \cdot\left(Z_{0}^{N}\right)^{2} \tag{4.18}
\end{align*}
$$

where the last inequality is by (4.16).
Step 2. Define

$$
\begin{aligned}
& E_{21}(A, B)=\left\{\widehat{B}_{2 t_{N}}^{N, A} \subseteq \xi_{0}^{N}, \tau^{N}(A, B) \in\left(t_{N}, 2 t_{N}\right]\right\}, \\
& E_{22}(A, B)=\left\{\widehat{B}_{2 t_{N}}^{N, A} \subseteq \xi_{0}^{N}, \tau^{N}(A, B)>t_{N}\right\} .
\end{aligned}
$$



Figure 4.2: $E_{12}(A, B), E_{21}(A, B), E_{22}(A, B)$ from left to right.

By the definition above, $E_{12}(A, B) \cup E_{21}(A, B)=E_{22}(A, B)$. Let

$$
\mathcal{E}_{2 j}=\frac{1}{\tau_{N}} \sum_{x} \sum_{\substack{A \in S_{l, k}(x) \\ B=\mathcal{N}_{l}(x) \cap A^{c}}} P\left(E_{2 j}(A, B)\right), \quad j=1,2 .
$$

so that $\mathcal{E}_{12}=\mathcal{E}_{22}-\mathcal{E}_{21}$. In Lemma 4.7 we show that $\mathcal{E}_{21}$ is negligible.
Lemma 4.7. $\mathcal{E}_{21} \leq C_{R} \frac{2 e^{2}\left(1+t_{N}\right)}{\tau_{N}}$.
Proof. By Lemma 4.5,

$$
\begin{aligned}
P\left(E_{21}(A, B)\right) & =P\left(\widehat{B}_{2 t_{N}}^{N, A} \subseteq \xi_{0}^{N}, \tau^{N}(A, B) \in\left(t_{N}, 2 t_{N}\right]\right) \\
& \leq \sum_{a \in A, b \in B} P\left(\tau^{N}(a, b) \in\left(t_{N}, 2 t_{N}\right]\right) \\
& \leq|A||B| \frac{2 e^{2}\left(1+t_{N}\right)}{N}
\end{aligned}
$$

Therefore, by (4.16)

$$
\begin{aligned}
\mathcal{E}_{21} & \leq \frac{1}{\tau_{N}} \cdot \frac{2 e^{2}\left(1+t_{N}\right)}{N} \sum_{x} \sum_{\substack{A \in S_{l, k}(x) \\
B=\overline{\mathcal{N}_{l}(x) \cap A^{c}}}}|A||B| \\
& \leq C_{R} \frac{2 e^{2}\left(1+t_{N}\right)}{\tau_{N}} .
\end{aligned}
$$

Step 3. Define

$$
\begin{aligned}
& E_{31}(A, B)=\left\{\widehat{B}_{2 t_{N}}^{N, A} \subseteq \xi_{0}^{N}, \tau^{N}(A, B)>t_{N}, \sigma^{N}(A)>2 t_{N}\right\} \\
& E_{32}(A, B)=\left\{\widehat{B}_{2 t_{N}}^{N, A} \subseteq \xi_{0}^{N}, \tau^{N}(A, B)>t_{N},, \sigma^{N}(A) \in\left(t_{N}, 2 t_{N}\right]\right\} \\
& E_{33}(A, B)=\left\{\widehat{B}_{2 t_{N}}^{N, A} \in \xi_{0}^{N}, \tau^{N}(A, B)>t_{N}, \sigma^{N}(A) \leq t_{N}\right\}
\end{aligned}
$$



Figure 4.3: Illustration of $E_{22}(A, B), E_{31}(A, B), E_{32}(A, B)$ and $E_{33}(A, B)$.

The relation among the events above is

$$
E_{22}(A, B)=\bigcup_{j=1}^{3} E_{3 j}(A, B)
$$

Let

$$
\mathcal{E}_{3 j}=\frac{1}{\tau_{N}} \sum_{x} \sum_{\substack{A \in S_{l, k}(x) \\ B=\overline{\mathcal{N}_{l}(x) \cap A^{c}}}} P\left(E_{3 j}(A, B)\right), \quad j=1,2,3 .
$$

so that $\mathcal{E}_{22}=\mathcal{E}_{31}+\mathcal{E}_{32}+\mathcal{E}_{33}$. We will show that $\mathcal{E}_{31}$ and $\mathcal{E}_{32}$ are negligible in Lemma 4.8, and that $\mathcal{E}_{33}$ is close to $p^{N, 1}(l, k) \cdot Z_{0}^{N}$ in Lemma 4.9.

## Lemma 4.8.

(a) $\mathcal{E}_{31} \leq 4 C_{R} \frac{\tau_{N}}{N} \cdot\left(Z_{0}^{N}\right)^{2}$.
(b) $\mathcal{E}_{32} \leq C_{R} \frac{2 e^{2}\left(1+t_{N}\right)}{\tau_{N}}$.

Proof. For (a), apply Lemma 4.4(a) and we have

$$
\begin{align*}
P\left(E_{31}(A, B)\right) & =P\left(\widehat{B}_{2 t_{N}}^{N, A} \subseteq \xi_{0}^{N}, \tau^{N}(A, B)>t_{N}, \sigma^{N}(A)>2 t_{N}\right) \\
& \leq P\left(\widehat{B}_{2 t_{N}}^{N, A} \subseteq \xi_{0}^{N}, \sigma^{N}(A)>2 t_{N}\right) \\
& \leq \sum_{a, a^{\prime} \in A} P\left(\widehat{B}_{2 t_{N}}^{N, A} \in \xi_{0}^{N}, \widehat{B}_{2 t_{N}}^{a^{\prime}} \in \xi_{0}^{N}, \tau^{N}\left(a, a^{\prime}\right)>2 t_{N}\right) \\
& \leq|A|^{2} \frac{4\left|\xi_{0}^{N}\right|^{2}}{N^{2}} \tag{4.19}
\end{align*}
$$

where (4.19) follows similarly as (4.17). Therefore,

$$
\mathcal{E}_{31} \leq \frac{1}{\tau_{N}} \cdot \frac{4\left|\xi_{0}^{N}\right|^{2}}{N^{2}} \sum_{x} \sum_{\substack{A \in S_{l, k}(x) \\ B=\overline{\mathcal{N}_{l}(x) \cap} \cap A^{c}}}|A|^{2} \leq 4 C_{R} \frac{\tau_{N}}{N} \cdot\left(Z_{0}^{N}\right)^{2}
$$

where the last inequality is from (4.16).
For (b), apply Lemma 4.5 and we have

$$
\begin{aligned}
P\left(E_{32}(A, B)\right) & =P\left(\widehat{B}_{2 t_{N}}^{N, A} \subseteq \xi_{0}^{N}, \tau^{N}(A, B)>t_{N}, \sigma^{N}(A) \in\left(t_{N}, 2 t_{N}\right]\right) \\
& \leq P\left(\sigma^{N}(A) \in\left(t_{N}, 2 t_{N}\right]\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq \sum_{a, a^{\prime} \in A} P\left(\tau^{N}\left(a, a^{\prime}\right) \in\left(t_{N}, 2 t_{N}\right]\right) \\
& \leq|A|^{2} \frac{2 e^{2}\left(1+t_{N}\right)}{N}
\end{aligned}
$$

Thus, by (4.16),

$$
\mathcal{E}_{32} \leq \frac{1}{\tau_{N}} \cdot \frac{2 e^{2}\left(1+t_{N}\right)}{N} \sum_{x} \sum_{\substack{A \in S_{l, k}(x) \\ B=\mathcal{N}_{l}(x) \cap A^{c}}}|A|^{2} \leq C_{R} \frac{2 e^{2}\left(1+t_{N}\right)}{\tau_{N}}
$$

Recall that $p^{N, 1}(l, k)$ is defined as

$$
p^{N, 1}(l, k)=\frac{1}{N} \sum_{x} \sum_{\substack{A \in S_{l, k}(x) \\ B=\mathcal{N}_{l}(x) \cap} A^{c}} P\left(\tau^{N}(A, B)>t_{N}, \sigma^{N}(A) \leq t_{N}\right),
$$

and the definition of $\mathcal{E}_{33}$ is

$$
\mathcal{E}_{33}=\frac{1}{\tau_{N}} \sum_{x} \sum_{\substack{A \in S_{l, k}(x) \\ B=\overline{\mathcal{N}_{l}(x) \cap} \cap A^{c}}} P\left(E_{33}(A, B)\right)
$$

where

$$
E_{33}(A, B)=\left\{\widehat{B}_{2 t_{N}}^{N, A} \in \xi_{0}^{N}, \tau^{N}(A, B)>t_{N}, \sigma^{N}(A) \leq t_{N}\right\}
$$

Lemma 4.9. There is a constant $C_{4.9}$ such that $\left|\mathcal{E}_{33}-p^{N, 1}(l, k) \cdot Z_{0}^{N}\right| \leq C_{4.9} \cdot N^{-1}$.
Proof. We will write $\widehat{B}_{t}^{N, A}=\{a\}$ as $\widehat{B}_{t}^{N, A}=a$. We first decompose the probability $P\left(E_{33}(A, B)\right)$ using the Markov property at $t_{N}$ :

$$
\begin{align*}
& P\left(E_{33}(A, B)\right) \\
& \quad=P\left(\widehat{B}_{2 t_{N}}^{N, A} \in \xi_{0}^{N}, \tau^{N}(A, B)>t_{N}, \sigma^{N}(A) \leq t_{N}\right) \\
& \quad=\sum_{\substack{a^{\prime} \in V_{N} \\
B^{\prime} \subseteq V_{N}, a^{\prime} \notin B^{\prime}}} P\left(\widehat{B}_{t_{N}}^{N, A}=a^{\prime}, \widehat{B}_{t_{N}}^{N, B}=B^{\prime}, \tau^{N}(A, B)>t_{N}, \sigma^{N}(A) \leq t_{N}\right)  \tag{4.20}\\
& \quad \cdot P\left(\widehat{B}_{t_{N}}^{a^{\prime}} \in \xi_{0}^{N}\right) .
\end{align*}
$$

Write $P\left(\widehat{B}_{t_{N}}^{a^{\prime}} \in \xi_{0}^{N}\right)$ in (4.20) as

$$
P\left(\widehat{B}_{t_{N}}^{a^{\prime}} \in \xi_{0}^{N}\right)=\frac{\left|\xi_{0}^{N}\right|}{N}+\left(P\left(\widehat{B}_{t_{N}}^{a^{\prime}} \in \xi_{0}^{N}\right)-\frac{\left|\xi_{0}^{N}\right|}{N}\right)
$$

Hence $P\left(E_{33}(A, B)\right)$ is equal to the sum of $\Sigma_{1}(A, B)$ and $\Sigma_{2}(A, B)$, defined as

$$
\begin{aligned}
\Sigma_{1}(A, B)= & \sum_{\substack{a^{\prime} \in V_{N} \\
B^{\prime} \subseteq V_{N}, a^{\prime} \notin B^{\prime}}} P\left(\widehat{B}_{t_{N}}^{N, A}=a^{\prime}, \widehat{B}_{t_{N}}^{N, B}=B^{\prime}, \tau^{N}(A, B)>t_{N}, \sigma^{N}(A) \leq t_{N}\right) \cdot \frac{\left|\xi_{0}^{N}\right|}{N} \\
= & P\left(\tau^{N}(A, B)>t_{N}, \sigma^{N}(A) \leq t_{N}\right) \cdot \frac{\left|\xi_{0}^{N}\right|}{N}, \\
\Sigma_{2}(A, B)= & \sum_{\substack{a^{\prime} \in V_{N} \\
B^{\prime} \subseteq V_{N}, a^{\prime} \notin B^{\prime}}} P\left(\widehat{B}_{t_{N}}^{N, A}=a^{\prime}, \widehat{B}_{t_{N}}^{N, B}=B^{\prime}, \tau^{N}(A, B)>t_{N}, \sigma^{N}(A) \leq t_{N}\right) \\
& \cdot\left(P\left(\widehat{B}_{t_{N}}^{a^{\prime}} \in \xi_{0}^{N}\right)-\frac{\left|\xi_{0}^{N}\right|}{N}\right) .
\end{aligned}
$$

Therefore, $\mathcal{E}_{33}$ is the sum of $\Sigma_{1}$ and $\Sigma_{2}$ which are defined as

$$
\begin{aligned}
\Sigma_{1} & =\frac{1}{\tau_{N}} \sum_{x} \sum_{\substack{A \in S_{l, k}(x) \\
B=\mathcal{N}_{l}(x) \cap A^{c}}} \Sigma_{1}(A, B) \\
& =\frac{1}{\tau_{N}} \cdot \frac{\left|\xi_{0}^{N}\right|}{N} \sum_{x} \sum_{\substack{A \in S_{l, k}(x) \\
B=\mathcal{N}_{l}(x) \cap A^{c}}} P\left(\tau^{N}(A, B)>t_{N}, \sigma^{N}(A) \leq t_{N}\right) \\
& =p^{N, 1}(l, k) \cdot Z_{0}^{N}, \\
\Sigma_{2} & =\frac{1}{\tau_{N}} \sum_{x} \sum_{\substack{A \in S_{l, k}(x) \\
B=\mathcal{N}_{l}(x) \cap A^{c}}} \Sigma_{2}(A, B) .
\end{aligned}
$$

We sill see that $\Sigma_{2}$ is negligible. Applying Lemma 4.4(b), $\Sigma_{2}(A, B)$ is bounded by

$$
\begin{aligned}
& \left|\Sigma_{2}(A, B)\right| \\
& \quad \leq \sum_{\substack{a^{\prime} \in V_{N} \\
B^{\prime} \subseteq V_{N}, a^{\prime} \notin B^{\prime}}} P\left(\widehat{B}_{t_{N}}^{N, A}=a^{\prime}, \widehat{B}_{t_{N}}^{N, B}=B^{\prime}, \tau^{N}(A, B)>t_{N}, \sigma^{N}(A) \leq t_{N}\right) \\
& \quad \cdot\left|P\left(\widehat{B}_{t_{N}}^{a^{\prime}} \in \xi_{0}^{N}\right)-\frac{\left|\xi_{0}^{N}\right|}{N}\right| \\
& \quad \leq \sum_{\substack{a^{\prime} \in V_{N} \\
B^{\prime} \subseteq V_{N}, a^{\prime} \notin B^{\prime}}} P\left(\widehat{B}_{t_{N}}^{N, A}=a^{\prime}, \widehat{B}_{t_{N}}^{N, B}=B^{\prime}, \tau^{N}(A, B)>t_{N}, \sigma^{N}(A) \leq t_{N}\right) \cdot\left(\left|\xi_{0}^{N}\right| e^{-\gamma t_{N}}\right)
\end{aligned}
$$

$$
\leq 1 \cdot\left|\xi_{0}^{N}\right| e^{-\gamma t_{N}}
$$

Consequently, by (4.2) and (1.3),

$$
\left|\Sigma_{2}\right| \leq \frac{1}{\tau_{N}} \sum_{x} \sum_{\substack{A \in S_{l, k}(x) \\ B=\overline{\mathcal{N}_{l}(x)} \cap A^{c}}}\left|\Sigma_{2}(A, B)\right| \leq C_{R} \cdot Z_{0}^{N} \cdot N e^{-\gamma t_{N}} \leq C_{R} \cdot C_{1.3} \cdot N^{-1}
$$

Therefore,

$$
\left|\mathcal{E}_{33}-p^{N, 1}(l, k) \cdot Z_{0}^{N}\right|=\left|\Sigma_{2}\right| \leq C_{R} \cdot C_{1.3} \cdot N^{-1}
$$

Thus, we can choose $C_{4.9}=C_{1.3} \cdot C_{R}$.
Proof of Proposition 4.3(b). Define

$$
\varepsilon^{N, 1}=\max \left(8 C_{R} \frac{\tau_{N}}{N}, 2 C_{R} \frac{2 e^{2}\left(1+t_{N}\right)}{\tau_{N}}+C_{4.9} \cdot N^{-1}\right)
$$

We have $\varepsilon^{N, 1} \rightarrow 0$ since $t_{N} \gg \log N$. By combining the bounds in Lemma 4.6, 4.7, 4.8 and 4.9, we have

$$
\begin{aligned}
& \left|V_{2 \delta_{N}}^{N, 1}(l, k)-p^{N, 1}(l, k) \cdot Z_{0}^{N}\right| \\
& \quad \leq\left|V_{2 \delta_{N}}^{N, 1}(l, k)-\mathcal{E}_{12}\right|+\left|\mathcal{E}_{12}-\mathcal{E}_{22}\right|+\left|\mathcal{E}_{22}-\mathcal{E}_{33}\right|+\left|\mathcal{E}_{33}-p^{N, 1}(l, k) \cdot Z_{0}^{N}\right| \\
& \quad=\mathcal{E}_{11}+\mathcal{E}_{21}+\left(\mathcal{E}_{31}+\mathcal{E}_{32}\right)+\left|\mathcal{E}_{33}-p^{N, 1}(l, k) \cdot Z_{0}^{N}\right| \\
& \quad \leq 8 C_{R} \frac{\tau_{N}}{N} \cdot\left(Z_{0}^{N}\right)^{2}+2 C_{R} \frac{2 e^{2}\left(1+t_{N}\right)}{\tau_{N}}+C_{4.9} \cdot N^{-1} \\
& \quad \leq \varepsilon^{N, 1}\left(1+\left(Z_{0}^{N}\right)^{2}\right) .
\end{aligned}
$$

The proof for showing that

$$
\left|V_{2 \delta_{N}}^{N, 0}(l, k)-p^{N, 0}(l, k) \cdot Z_{0}^{N}\right| \leq \varepsilon^{N, 0}\left(1+\left(Z_{0}^{N}\right)^{2}\right)
$$

is exactly similar, and one can choose $\varepsilon^{N, 0}$ to be equal to $\varepsilon^{N, 1}$.
Proof of Proposition 4.2. We have

$$
\frac{1}{\tau_{N}} E^{\xi_{0}^{N}}\left[m_{1}^{N}\left(\xi_{2 \delta_{N}}^{N, v}\right)\right]=\sum_{l=1}^{R} \sum_{k=1}^{N_{R}}\left(\theta^{N, 1}(l, k) \cdot V_{2 \delta_{N}}^{N, 1}(l, k)-\theta^{N, 0}(l, k) \cdot V_{2 \delta_{N}}^{N, 0}(l, k)\right) .
$$

By Proposition 4.3,

$$
\begin{aligned}
& \left|\frac{1}{\tau_{N}} E^{\xi_{0}^{N}}\left[m_{1}^{N}\left(\xi_{2 \delta_{N}}^{N, v}\right)\right]-\theta^{N} Z_{0}^{N}\right| \\
& \quad \leq \sum_{l=1}^{R} \sum_{k=1}^{N_{R}}\left|\theta^{N, 1}(l, k)\right| \cdot\left|V_{2 \delta_{N}}^{N, 1}(l, k)-p^{N, 1}(l, k) Z_{0}^{N}\right| \\
& \quad+\left|\theta^{N, 0}(l, k)\right| \cdot\left|V_{2 \delta_{N}}^{N, 0}(l, k)-p^{N, 0}(l, k) Z_{0}^{N}\right| \\
& \quad \leq b \mathcal{K}\left(\varepsilon^{N, 1}+\varepsilon^{N, 0}\right) \cdot\left(1+\left(Z_{0}^{N}\right)^{2}\right) .
\end{aligned}
$$

The proof for part (b) is similar. By definition,

$$
\begin{aligned}
\frac{1}{\tau_{N}^{2}} & E^{\xi_{0}^{N}}\left[m_{2}^{N}\left(\xi_{2 \delta_{N}}^{N, v}\right)\right] \\
= & \frac{1}{\tau_{N}^{2}} E^{\xi_{0}^{N}}\left[\tau_{N} v_{N}\left(\xi_{2 \delta_{N}}^{N, v}\right)\right]+\frac{1}{\tau_{N}} \cdot\left(\left[\frac{1}{\tau_{N}} E^{\xi_{0}^{N}}\left[d^{N, 1}\left(\xi_{2 \delta_{N}}^{N, v}\right)\right]\right]\right. \\
& \left.+\left[\frac{1}{\tau_{N}} E^{\xi_{0}^{N}}\left[d^{N, 0}\left(\xi_{2 \delta_{N}}^{N, v}\right)\right]\right]\right) \\
= & V_{2 \delta_{N}}^{N, v}+\frac{1}{\tau_{N}} \sum_{l=1}^{R} \sum_{k=1}^{N_{R}}\left(\theta^{N, 1}(l, k)\left[\frac{1}{\tau_{N}} E^{\xi_{0}^{N}}\left(d_{l, k}^{N, 1}\left(\xi_{t}^{N, v}\right)\right)\right]\right. \\
& \left.+\theta^{N, 0}(l, k)\left[\frac{1}{\tau_{N}} E^{\xi_{0}^{N}}\left(d_{l, k}^{N, 0}\left(\xi_{t}^{N, v}\right)\right)\right]\right) \\
= & V_{2 \delta_{N}}^{N, v}+\frac{1}{\tau_{N}} \sum_{l=1}^{R} \sum_{k=1}^{N_{R}}\left(\theta^{N, 1}(l, k) \cdot V_{2 \delta_{N}}^{N, 1}(l, k)+\theta^{N, 0}(l, k) \cdot V_{2 \delta_{N}}^{N, 0}(l, k)\right)
\end{aligned}
$$

By Lemma 3.5(b) and the fact that $\left|\xi_{t}^{N, v}\right|$ is a martingale, for $i=0,1$

$$
\left|V_{2 \delta_{N}}^{N, i}(l, k)\right|=\left|\frac{1}{\tau_{N}} E^{\xi_{0}^{N}}\left(d_{l, k}^{N, i}\left(\xi_{2 \delta_{N}}^{N, v}\right)\right)\right| \leq C_{3.5} \cdot \frac{1}{\tau_{N}} E^{\xi_{0}^{N}}\left(\left|\xi_{2 \delta_{N}}^{N, v}\right|\right)=C_{3.5} Z_{0}^{N}
$$

Therefore,

$$
\begin{aligned}
& \left|\frac{1}{\tau_{N}^{2}} E^{\xi_{0}^{N}}\left[m_{2}^{N}\left(\xi_{2 \delta_{N}}^{N, v}\right)\right]-\beta^{N} Z_{0}^{N}\right| \\
& \quad \leq\left|V_{2 \delta_{N}}^{N, v}-2 p^{N, e} Z_{0}^{N}\right|+\frac{b}{\tau_{N}} \sum_{l=1}^{R} \sum_{k=1}^{N_{R}}\left(\left|V_{2 \delta_{N}}^{N, 1}(l, k)\right|+\left|V_{2 \delta_{N}}^{N, 0}(l, k)\right|\right) \\
& \quad \leq \varepsilon^{N, v} \cdot\left[1+\left(Z_{0}^{N}\right)^{2}\right]+\frac{2 b \mathcal{K}}{\tau_{N}} \cdot C_{3.5} Z_{0}^{N} .
\end{aligned}
$$

Consequently, we could choose

$$
\varepsilon_{4.2}^{N}=\max \left(b \mathcal{K}\left(\varepsilon^{N, 1}+\varepsilon^{N, 0}\right), \varepsilon^{N, v}, \frac{2 b \mathcal{K}}{\tau_{N}} \cdot C_{3.5}\right) .
$$

Proof of Proposition 4.1. For (a), apply Corollary 3.7 (a) and Proposition 4.2 (a),

$$
\begin{aligned}
& \left|\frac{1}{\tau_{N}} E^{\xi_{0}^{N}}\left[m_{1}^{N}\left(\xi_{2 \delta_{N}}^{N}\right)\right]-\theta^{N} Z_{0}^{N}\right| \\
& \quad \leq\left|\frac{1}{\tau_{N}} E^{\xi_{0}^{N}}\left[m_{1}^{N}\left(\xi_{2 \delta_{N}}^{N, v}\right)\right]-\theta^{N} Z_{0}^{N}\right|+\frac{1}{\tau_{N}} E^{\xi_{0}^{N}}\left|m_{1}^{N}\left(\xi_{2 \delta_{N}}^{N}\right)-m_{1}^{N}\left(\xi_{2 \delta_{N}}^{N, v}\right)\right| \\
& \quad \leq \varepsilon_{4.2}^{N}\left(1+\left(Z_{0}^{N}\right)^{2}\right)+C_{3.7} \cdot Z_{0}^{N}\left(\left(e^{(b \mathcal{K})\left(2 \delta_{N}\right)}-1\right)+\left(2 \delta_{N}\right) e^{(b \mathcal{K})\left(2 \delta_{N}\right)}\right) .
\end{aligned}
$$

Similarly for (b), apply Corollary 3.7 (b) and Proposition 4.2 (b),

$$
\begin{aligned}
& \left|\frac{1}{\tau_{N}} E^{\xi_{0}^{N}}\left[m_{2}^{N}\left(\xi_{2 \delta_{N}}^{N}\right)\right]-\beta^{N} Z_{0}^{N}\right| \\
& \quad \leq\left|\frac{1}{\tau_{N}} E^{\xi_{0}^{N}}\left[m_{2}^{N}\left(\xi_{2 \delta_{N}}^{N, v}\right)\right]-\beta^{N} Z_{0}^{N}\right|+\frac{1}{\tau_{N}} E^{\xi_{0}^{N}}\left|m_{2}^{N}\left(\xi_{2 \delta_{N}}^{N}\right)-m_{2}^{N}\left(\xi_{2 \delta_{N}}^{N, v}\right)\right| \\
& \quad \leq \varepsilon_{4.2}^{N}\left(1+Z_{0}^{N}+\left(Z_{0}^{N}\right)^{2}\right)+C_{3.7}\left(1+\frac{1}{\tau_{N}}\right) \cdot Z_{0}^{N}\left(\left(e^{(b \mathcal{K})\left(2 \delta_{N}\right)}-1\right)\right. \\
& \left.\quad+\left(2 \delta_{N}\right) e^{(b К)\left(2 \delta_{N}\right)}\right) .
\end{aligned}
$$

Note that $e^{(b \mathcal{K})\left(2 \delta_{N}\right)}-1 \rightarrow 0$ as $\delta_{N} \rightarrow 0$. Since by (1.3), $Z_{0}^{N} \leq C_{1.3}$, then we can choose

$$
\varepsilon_{4.1}^{N}=\max \left\{\varepsilon_{4.2}^{N}\left(1+C_{1.3}\right), 2 C_{3.7}\left(\left(e^{(b \mathcal{K})\left(2 \delta_{N}\right)}-1\right)+\left(2 \delta_{N}\right) e^{(b \mathcal{K})\left(2 \delta_{N}\right)}\right)\right\}
$$

so that $\varepsilon_{4.1}^{N} \rightarrow 0$.

## Chapter 5

## Convergence of coalescing random walk probabilities

In this chapter, we will show in Proposition 5.1 that the coalescing random walk probabilities defined on $G_{N}$ in the previous chapter converge and the limits as $N \rightarrow \infty$ are the corresponding coalescing walk probabilities on the infinite tree.

Recall the definitions

$$
q^{N}(x, y)=1 / r \cdot 1_{\{x \sim y\}}, \quad x, y \in V_{N}
$$

and

$$
q^{\operatorname{tr}}(a, b)=1 / r \cdot 1_{\{a \sim b\}}, \quad a, b \in V^{t r}
$$

The sequence $t_{N}$ satisfies $\log N \ll t_{N} \ll \tau_{N}$ and the coalescing random walk probabilities defined in Chapter 4 are

$$
\begin{aligned}
p^{N, e} & =\frac{1}{N} \sum_{x, y \in V_{N}} q^{N}(x, y) P\left(\tau^{N}(x, y)>t_{N}\right), \\
p^{N, 1}(l, k) & =\frac{1}{N} \sum_{x} \sum_{\substack{A \in S_{l, k}(x) \\
B=\mathcal{N}_{l}(x) \cap A^{c}}} P\left(\tau^{N}(A, B)>t_{N}, \sigma^{N}(A) \leq t_{N}\right),
\end{aligned}
$$

$$
p^{N, 0}(l, k)=\frac{1}{N} \sum_{x} \sum_{\substack{A \in S_{S_{l}, k}(x) \\ B=\overline{\mathcal{N}_{l}(x)} \cap A^{c}}} P\left(\tau^{N}(A, B)>t_{N}, \sigma^{N}(B) \leq t_{N}\right) .
$$

Recall that $\rho \in V^{t r}$ is the root of the tree, and the system of rate 1 coalescing walk system is denoted as $\left\{\widehat{B}_{t}^{e}: e \in V^{t r}\right\}$. For $A, B \subset V^{t r}$ disjoint, the stopping times defined in Section 1.3 are

$$
\begin{aligned}
& \sigma^{t r}(A)=\inf \left\{t>0:\left|\widehat{B}_{t}^{A}\right|=1\right\}, \\
& \tau^{\operatorname{tr}}(A, B)=\inf \left\{t>0: \widehat{B}_{t}^{A} \cap \widehat{B}_{t}^{B} \neq \varnothing\right\} .
\end{aligned}
$$

The coalescing walk probabilities on the infinite tree defined in Section 1.3 are

$$
\begin{aligned}
p^{t r, e} & =\sum_{e} q^{t r}(\rho, e) P\left(\tau^{t r}(\rho, e)=\infty\right), \\
p^{t r, 1}(l, k) & =\sum_{\substack{A \in S_{l, k}(\rho) \\
B=\overline{\mathcal{N}_{l}(\rho) \cap A^{c}}}} P\left(\tau^{\operatorname{tr}}(A, B)=\infty, \sigma^{t r}(A)<\infty\right), \\
p^{t r, 0}(l, k) & =\sum_{\substack{A \in S_{l, k}(\rho) \\
B=\overline{\mathcal{N}_{l}(\rho) \cap A^{c}}}} P\left(\tau^{t r}(A, B)=\infty, \sigma^{t r}(B)<\infty\right)
\end{aligned}
$$

where $S_{l, k}(\rho)=\left\{A \subseteq \mathcal{N}_{l}(\rho):|A|=k\right\}$ for $\rho \in V^{t r}$.
We now state the main result of this chapter.
Proposition 5.1. As $N \rightarrow \infty$,
(a) $p^{N, e} \rightarrow p^{t r, e}$.
(b) $p^{N, i}(l, k) \rightarrow p^{t r, i} \cdot(l, k), i=0,1$

We begin with proving Lemma 5.2-5.6 to prepare for the proof.
Lemma 5.2. For any $s_{N} \rightarrow \infty, s_{N}<t_{N}$, there is a sequence $\varepsilon_{5.2}^{N} \rightarrow 0$ such that

$$
P\left(\tau^{N}(x, y) \in\left(s_{N}, t_{N}\right]\right) \leq \varepsilon_{5.2}^{N}, \quad \text { for all } x, y \in V_{N}
$$

Proof. Let $x, y \in V_{N}$ be arbitrary. By Lemma A. 2

$$
\begin{equation*}
P\left(\tau^{N}(x, y) \in\left(s_{N}, t_{N}\right]\right) \leq e^{2} \int_{s_{N}}^{t_{N}+1} P\left(B_{s}^{N, x}=B_{s}^{N, y}\right) d s \tag{5.1}
\end{equation*}
$$

By (1.8),

$$
\begin{aligned}
P\left(B_{s}^{N, x}=B_{s}^{N, y}\right) & =\sum_{z} P\left(B_{s}^{N, x}=z\right) P\left(B_{s}^{N, y}=z\right) \\
& \leq \sum_{z} p_{s}^{N}(x, z) \cdot\left(\left|p_{s}^{N}(y, z)-\frac{1}{N}\right|+\frac{1}{N}\right) \\
& \leq e^{-\gamma s}+\frac{1}{N} .
\end{aligned}
$$

Therefore,

$$
\int_{s_{N}}^{t_{N}+1} P\left(B_{s}^{N, x}=B_{s}^{N, y}\right) d s \leq \int_{s_{N}}^{t_{N}+1}\left[e^{-\gamma s}+\frac{1}{N}\right] d s \leq \frac{t_{N}+1}{N}+\frac{1}{\gamma} e^{-\gamma s_{N}}
$$

Thus, choose $\varepsilon_{5.2}^{N}$ to be

$$
\varepsilon_{5.2}^{N}=e^{2}\left(\frac{t_{N}+1}{N}+\frac{1}{\gamma} e^{-\gamma s_{N}}\right)
$$

and $\varepsilon_{5.2}^{N} \rightarrow 0$ since $t_{N} \ll N$ and $s_{N} \rightarrow \infty$.
Let $s_{N}$ be a positive sequence such that $s_{N} \rightarrow \infty$ and $s_{N} \ll \log N$. Note that $t_{N} \gg$ $\log N$ implies $s_{N} \ll t_{N}$. Now define

$$
\begin{aligned}
p_{1}^{N, e} & =\frac{1}{N} \sum_{x} \sum_{y} q^{N}(x, y) P\left(\tau^{N}(x, y)>s_{N}\right), \\
p_{1}^{N, 1}(l, k) & =\frac{1}{N} \sum_{x} \sum_{\substack{A \in S_{l, k}(x) \\
B=\overline{\mathcal{N}_{l}(x) \cap A^{c}}}} P\left(\tau^{N}(A, B)>s_{N}, \sigma^{N}(A) \leq s_{N}\right), \\
p_{1}^{N, 0}(l, k) & =\frac{1}{N} \sum_{x} \sum_{\substack{A \in S_{l, k}(x) \\
B=\overline{\mathcal{N}_{l}(x) \cap} \cap A^{c}}} P\left(\tau^{N}(A, B)>s_{N}, \sigma^{N}(B) \leq s_{N}\right) .
\end{aligned}
$$

Recall that $\mathcal{K}=1+R \cdot N_{R}$ and $C_{R}=2^{\mathcal{K}} \mathcal{K}^{2}$.

## Lemma 5.3.

(a) $\left|p_{1}^{N, e}-p^{N, e}\right| \leq \varepsilon_{5.2}^{N}$.
(b) $\left|p_{1}^{N, i}(l, k)-p^{N, i}(l, k)\right| \leq 2 C_{R} \varepsilon_{5.2}^{N}, i=0,1$.

Proof. For part (a), by Lemma 5.2 we have

$$
\left|p_{1}^{N, e}-p^{N, e}\right| \leq \frac{1}{N} \sum_{x, y} q^{N}(x, y)\left|P\left(\tau^{N}(x, y)>s_{N}\right)-P\left(\tau^{N}(x, y)>t_{N}\right)\right|
$$

$$
\begin{aligned}
& =\frac{1}{N} \sum_{x, y} q^{N}(x, y) P\left(\tau^{N}(x, y) \in\left(s_{N}, t_{N}\right]\right) \\
& \leq\left(\frac{1}{N} \sum_{x, y} q^{N}(x, y)\right) \cdot \varepsilon_{5.2}^{N}=\varepsilon_{5.2}^{N}
\end{aligned}
$$

For (b), we have that for $i=1$,

$$
\begin{aligned}
& \left|P\left(\tau^{N}(A, B)>t_{N}, \sigma^{N}(A) \leq t_{N}\right)-P\left(\tau^{N}(A, B)>s_{N}, \sigma^{N}(A) \leq s_{N}\right)\right| \\
& \quad \leq P\left(\tau^{N}(A, B) \in\left(s_{N}, t_{N}\right]\right)+P\left(\sigma^{N}(A) \in\left(s_{N}, t_{N}\right]\right) \\
& \quad \leq \sum_{\substack{a \in A \\
b \in B}} P\left(\tau^{N}(A, B) \in\left(s_{N}, t_{N}\right]\right)+\sum_{a^{\prime}, a^{\prime \prime} \in A} P\left(\tau^{N}\left(a^{\prime}, a^{\prime \prime}\right) \in\left(s_{N}, t_{N}\right]\right)
\end{aligned}
$$

so that by Lemma 5.2,

$$
\left|p_{1}^{N, 1}(l, k)-p^{N, 1}(l, k)\right| \leq \frac{1}{N} \sum_{x} \sum_{\substack{A \in S_{l, k}(x) \\ B=\mathcal{N}_{l}(x) \cap A^{c}}}\left(|A||B|+|A|^{2}\right) \varepsilon_{5.2}^{N} \leq 2 C_{R} \varepsilon_{5.2}^{N}
$$

The calculation for $i=0$ is similar.
Recall from Section 1.2 that for $l_{N}=\frac{1}{5} \log _{r-1} N$,

$$
\begin{aligned}
& \Gamma_{N}=\left\{x \in V_{N}: \operatorname{tx}\left(B_{l_{N}}(x)\right)=0\right\} \\
& \Gamma_{N}^{\prime}=\left\{x \in V_{N}: \operatorname{tx}\left(B_{l_{N}}(x)\right)=1\right\} \\
& V_{N}=\Gamma_{N} \cup \Gamma_{N}^{\prime} .
\end{aligned}
$$

We now define a group of walk probabilities that are averages over only sites in $\Gamma_{N}$ :

$$
\begin{aligned}
p_{2}^{N, e} & =\frac{1}{\left|\Gamma_{N}\right|} \sum_{x \in \Gamma_{N}} \sum_{y} q^{N}(x, y) P\left(\tau^{N}(x, y)>s_{N}\right), \\
p_{2}^{N, 1}(l, k) & =\frac{1}{\left|\Gamma_{N}\right|} \sum_{x \in \Gamma_{N}} \sum_{\substack{A \in S_{l, k}(x) \\
B=\overline{\mathcal{N}_{l}(x) \cap A^{c}}}} P\left(\tau^{N}(A, B)>s_{N}, \sigma^{N}(A) \leq s_{N}\right), \\
p_{2}^{N, 0}(l, k) & =\frac{1}{\left|\Gamma_{N}\right|} \sum_{x \in \Gamma_{N}} \sum_{\substack{A \in S_{l, k}(x) \\
B=\overline{\mathcal{N}_{l}(x) \cap A^{c}}}} P\left(\tau^{N}(A, B)>s_{N}, \sigma^{N}(B) \leq s_{N}\right) .
\end{aligned}
$$

Eventually, we will see that the above converge to probabilities on the infinite tree, as $G_{N}$ are good graphs which means that with high probability there is locally a finite tree
at most of the sites. The next lemma shows that $p_{2}^{N, e}$ and $p_{2}^{N, i}(l, k)$ are close to $p_{1}^{N, e}$ and $p_{1}^{N, i}(l, k)$, respectively.

## Lemma 5.4.

(a) $\left|p_{1}^{N, e}-p_{2}^{N, e}\right| \leq 2\left(r^{2} N^{-2 / 5}\right)$.
(b) $\left|p_{1}^{N, i}(l, k)-p_{2}^{N, i}(l, k)\right| \leq 2 C_{R}\left(r^{2} N^{-2 / 5}\right), i=0,1$.

Proof. For (a), by (1.7) we have

$$
\begin{aligned}
\left|p_{1}^{N, e}-p_{2}^{N, e}\right| & \leq\left|\frac{1}{N}-\frac{1}{\left|\Gamma_{N}\right|}\right| \cdot \sum_{x \in \Gamma_{N}} P\left(\tau^{N}(x, y)>s_{N}\right)+\frac{1}{N} \sum_{x \in \Gamma_{N}^{\prime}} P\left(\tau^{N}(x, y)>s_{N}\right) \\
& \leq\left|\Gamma_{N}\right| \cdot\left|\frac{1}{N}-\frac{1}{\left|\Gamma_{N}\right|}\right|+\frac{\left|\Gamma_{N}^{\prime}\right|}{N} \\
& =\frac{2\left|\Gamma_{N}^{\prime}\right|}{N} \\
& \leq 2\left(r^{2} N^{-2 / 5}\right)
\end{aligned}
$$

For (b) for $i=1$, similarly we have that

$$
\begin{aligned}
& \left|p_{1}^{N, 1}(l, k)-p_{2}^{N, 1}(l, k)\right| \\
& \leq\left|\frac{1}{N}-\frac{1}{\left|\Gamma_{N}\right|}\right| \sum_{x \in \Gamma_{N}} \sum_{\substack{A \in S_{l, k}(x) \\
B=\mathcal{N}_{l}(x) \cap A^{c}}} P\left(\tau^{N}(A, B)>s_{N}, \sigma^{N}(A) \leq s_{N}\right) \\
& +\frac{1}{N} \sum_{x \in \Gamma_{N}^{\prime}} \sum_{\substack{A \in S_{l, k}(x) \\
B=\mathcal{N}_{l}(x) \cap A^{c}}} P\left(\tau^{N}(A, B)>s_{N}, \sigma^{N}(A) \leq s_{N}\right) \\
& \leq C_{R}\left(\left|\Gamma_{N}\right| \cdot\left|\frac{1}{N}-\frac{1}{\left|\Gamma_{N}\right|}\right|+\frac{\left|\Gamma_{N}^{\prime}\right|}{N}\right) \\
& \leq 2 C_{R}\left(r^{2} N^{-2 / 5}\right)
\end{aligned}
$$

and for $i=0$ the calculation is similar.
We need to introduce a coupling between walks on $V_{N}$ and the infinite tree in preparation of proving Lemma 5.6 which gives the convergence to coalescing random walk probabilities on the tree. Fix $x \in \Gamma_{N}$. Recall that $\rho \in V^{t r}$ is the root of the infinite tree and the
interaction range $R>0$ is fixed and finite. Define the exit times

$$
\begin{aligned}
T^{N}(x) & =\inf \left\{t>0: \exists y \in B_{R}(x), \widehat{B}_{t}^{N, y} \notin B_{(1 / 2) l_{N}}(x)\right\}, \\
T^{t r} & =\inf \left\{t>0: \exists e \in B_{R}(\rho), B_{t}^{e} \notin B_{(1 / 2) l_{N}}(\rho)\right\} .
\end{aligned}
$$

Note that since $x \in \Gamma_{N}$, then $B_{(1 / 2) l_{N}}(x)$ is a finite tree as it is loop-free. Thus, we can couple the coalescing walks started at sites in $B_{R}(x), \widehat{B}_{t}^{N, B_{R}(x)}$, and the walks started at sites in $B_{R}(\rho), \widehat{B}_{t}^{B_{R}(\rho)}$ up until $T^{N}(x)$ as follows: first, introduce a graph isomorphism $\psi$ such that $B_{R}(x)=\psi^{-1}\left(B_{R}(\rho)\right)$. Next, for $y \in B_{R}(x)$, define $\widetilde{B}_{t}^{N, y}$ as follows:

$$
\widetilde{B}_{t}^{N, y}= \begin{cases}\psi\left(\widehat{B}_{t}^{N, y}\right), & t<T^{N}(x)  \tag{5.2}\\ \widehat{B}_{t-T^{N}(x)}^{\psi\left(\widehat{B}_{T, ~(x)}^{N, N}\right)}, & t \geq T^{N}(x)\end{cases}
$$

This definition says the following: before exiting $B_{R}(\rho)$, the walk $\widetilde{B}_{t}^{N, y}$ "duplicates" the realization of $\widehat{B}_{t}^{N, y}$ via the isomorphism $\psi$ on the tree. At $t=T^{N}(x)$, the state of $\widetilde{B}_{t}^{N, y}$ is $\psi\left(\widehat{B}_{T^{N}(x)}^{N, y}\right)$. And it performs as an usual coalescing random walk after the exit time $T^{N}(x)$. It is not hard to see that $\widetilde{B}_{t}^{N, y}$ has the same law as $\widehat{B}_{t}^{N, y}$ for any $y \in B_{R}(x)$. Thus, later when we compare the walk probabilities on $G_{N}$ with those on the infinite tree in the proof of Lemma 5.6 , we will keep using the notation $\widehat{B}_{t}^{N, y}$ instead of $\widetilde{B}_{t}^{N, y}$.

We now give a probability bound on $T^{N}(x)$ and $T^{t r}$ that will be used in the proof of Lemma 5.6.

Lemma 5.5. $P\left(T^{N}(x) \leq 2 s_{N}\right) \vee P\left(T^{t r} \leq 2 s_{N}\right) \leq \frac{2 s_{N}}{(1 / 2) l_{N}-R}$.
Proof. Observe that

$$
P\left(T^{N}(x) \leq 2 s_{N}\right) \leq \sum_{y \in B_{R}(x)} P\left(\exists t \leq 2 s_{N}, \widehat{B}_{t}^{N, y} \notin B_{(1 / 2) l_{N}}(x)\right)
$$

Notice that for $y \in B_{R}(x)$,

$$
\begin{aligned}
& P\left(\exists t \leq 2 s_{N}, \widehat{B}_{t}^{N, y} \notin B_{(1 / 2) l_{N}}(x)\right) \\
& \quad=P\left(\exists t \leq 2 s_{N}, d\left(x, \widehat{B}_{t}^{N, y}\right) \geq(1 / 2) l_{N}\right) \\
& \quad \leq P\left(\exists t \leq 2 s_{N}, d\left(x, \widehat{B}_{t}^{N, y}\right)+d(x, y) \geq(1 / 2) l_{N}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq P\left(\widehat{B}_{t}^{N, y} \text { makes at least }\left[(1 / 2) l_{N}-R\right] \text { jumps by time } 2 s_{N}\right) \\
& \leq E\left(\text { number of jumps made by } \widehat{B}_{2 s_{N}}^{N, y}\right) /\left((1 / 2) l_{N}-R\right) \\
& =\frac{2 s_{N}}{(1 / 2) l_{N}-R},
\end{aligned}
$$

and similarly,

$$
P\left(\exists t \leq 2 s_{N}, \quad \widehat{B}_{t}^{e} \notin B_{(1 / 2) l_{N}}(\rho)\right) \leq \frac{2 s_{N}}{(1 / 2) l_{N}-R}
$$

Lemma 5.6 compares the probabilities on $G_{N}$ and the tree probabilities in the limit $N \rightarrow \infty$.

Lemma 5.6. There exists a sequence $\varepsilon_{5.6}^{N} \rightarrow 0$ such that
(a) $\left|p_{2}^{N, e}-p^{t r, e}\right| \leq \varepsilon_{5.6}^{N}$.
(b) $\left|p_{2}^{N, i}(l, k)-p^{t r, i}(l, k)\right| \leq 2 C_{R} \cdot \varepsilon_{5.6}^{N}, i=0,1$.

Proof. For part (a), define $p_{s_{N}}^{N, e}(x)$

$$
\begin{aligned}
p_{s_{N}}^{N, e}(x) & =\sum_{y} q^{N}(x, y) P\left(\tau^{N}(x, y)>s_{N}\right) \\
& =\sum_{y} q^{N}(x, y) P\left(\tau^{N}(x, y)>s_{N}, T^{N}(x)>2 s_{N}\right) \\
& +\sum_{y} q^{N}(x, y) P\left(\tau^{N}(x, y)>s_{N}, T^{N}(x) \leq 2 s_{N}\right)
\end{aligned}
$$

so that we can write

$$
p_{2}^{N, e}=\frac{1}{\left|\Gamma_{N}\right|} \sum_{x \in \Gamma_{N}} \sum_{y} p_{s_{N}}^{N, e}(x)
$$

By coupling the walks in $G_{N}$ started at sites in $B_{R}(x)$ and the walks in $G^{t r}$ started at sites in $B_{R}(\rho)$ as defined in (5.2),

$$
\begin{align*}
& \sum_{y} q^{N}(x, y) P\left(\tau^{N}(x, y)>s_{N}, T^{N}(x)>2 s_{N}\right)  \tag{5.3}\\
& \quad=\sum_{e} q^{t r}(\rho, e) P\left(\tau^{t r}(\rho, e)>s_{N}, T^{t r}>2 s_{N}\right)
\end{align*}
$$

Define

$$
\begin{aligned}
p_{s_{N}}^{t r, e} & =\sum_{e} q^{t r}(\rho, e) P\left(\tau^{t r}(\rho, e)>s_{N}\right) \\
& =\sum_{e} q^{t r}(\rho, e) P\left(\tau^{t r}(\rho, e)>s_{N}, T^{t r}>2 s_{N}\right) \\
& +\sum_{e} q^{t r}(\rho, e) P\left(\tau^{t r}(\rho, e)>s_{N}, T^{t r} \leq 2 s_{N}\right)
\end{aligned}
$$

By (5.3),

$$
\begin{aligned}
\left|p_{s_{N}}^{N, e}(x)-p_{s_{N}}^{t r, e}\right| & \leq \sum_{y} q^{N}(x, y) P\left(T^{N}(x) \leq 2 s_{N}\right)+\sum_{e} q^{t r}(\rho, e) P\left(T^{t r} \leq 2 s_{N}\right) \\
& =P\left(T^{N}(x) \leq 2 s_{N}\right)+P\left(T^{t r} \leq 2 s_{N}\right)
\end{aligned}
$$

so that Lemma 5.5 implies

$$
\begin{equation*}
\left|p_{s_{N}}^{N, e}(x)-p_{s_{N}}^{t r, e}\right| \leq \frac{4 s_{N}}{(1 / 2) l_{N}-R} \quad \text { for all } x \in \Gamma_{N} \tag{5.4}
\end{equation*}
$$

Since

$$
\begin{align*}
\left|p_{s_{N}}^{t r, e}-p^{t r, e}\right| & \leq \sum_{e} q^{t r}(\rho, e)\left|P\left(\tau^{t r}(\rho, e)>s_{N}\right)-P\left(\tau^{t r}(\rho, e)=\infty\right)\right| \\
& =\sum_{e} q^{t r}(\rho, e) P\left(\tau^{t r}(\rho, e) \in\left(s_{N}, \infty\right)\right) \\
& \leq\left[\max _{a, b \in B_{R}(\rho)} P\left(\tau^{t r}(a, b) \in\left(s_{N}, \infty\right)\right)\right] \sum_{e} q^{t r}(\rho, e) \\
& =\max _{a, b \in B_{R}(\rho)} P\left(\tau^{t r}(a, b) \in\left(s_{N}, \infty\right)\right) . \tag{5.5}
\end{align*}
$$

Note that walks on the infinite tree are transient, then for any $a, b \in B_{R}(\rho)$,

$$
\begin{equation*}
P\left(\tau^{t r}(a, b) \in\left(s_{N}, \infty\right)\right) \rightarrow 0 \quad \text { as } s_{N} \rightarrow \infty \tag{5.6}
\end{equation*}
$$

Therefore, we can define

$$
\varepsilon_{5.6}^{N}=\frac{4 s_{N}}{(1 / 2) l_{N}-2 R}+\max _{a, b \in B_{R}(\rho)} P\left(\tau^{t r}(a, b) \in\left(s_{N}, \infty\right)\right)
$$

and $\varepsilon_{5.6}^{N} \rightarrow 0$ because $s_{N} \ll \log _{N}$ and $s_{N} \rightarrow \infty$. Therefore, combining (5.4) and (5.5), we
have

$$
\begin{aligned}
\left|p_{2}^{N, e}-p^{t r, e}\right| & \leq\left|\frac{1}{\left|\Gamma_{N}\right|} \sum_{x \in \Gamma_{N}}\left(p_{s_{N}}^{N, e}(x)-p_{s_{N}}^{t r, e}\right)\right|+\left|p_{s_{N}}^{t r, e}-p^{t r, e}\right| \\
& \leq\left(\frac{1}{\left|\Gamma_{N}\right|} \sum_{x \in \Gamma_{N}}\left|p_{s_{N}}^{N, e}(x)-p_{s_{N}}^{t r, e}\right|\right)+\left|p_{s_{N}}^{t r, e}-p^{t r, e}\right| \\
& \leq \varepsilon_{5.6}^{N} .
\end{aligned}
$$

For part (b) for $i=1$ and $x \in \Gamma_{N}$, define

$$
\begin{aligned}
& a_{N}(x)=\sum_{\substack{A \in S_{l, k}(x) \\
B=\mathcal{N}_{l}^{\prime}(x) \cap A^{c}}} P\left(\tau^{N}(A, B)>s_{N}, \sigma^{N}(A) \leq s_{N}, T^{N}(x)>2 s_{N}\right), \\
& b_{N}(x)=\sum_{\substack{A \in S_{l, k}(x) \\
B=\mathcal{N}_{l}(x) \cap A^{c}}} P\left(\tau^{N}(A, B)>s_{N}, \sigma^{N}(A) \leq s_{N}, T^{N}(x) \leq 2 s_{N}\right) .
\end{aligned}
$$

Write $p_{s_{N}}^{N, 1}(x)$ as

$$
\begin{aligned}
p_{s_{N}}^{N, 1}(x) & =\sum_{\substack{A \in S_{l, k}(x) \\
B=\overline{\mathcal{N}_{l}(x) \cap A^{c}}}} P\left(\tau^{N}(A, B)>s_{N}, \sigma^{N}(A) \leq s_{N}\right) \\
& =a_{N}(x)+b_{N}(x) .
\end{aligned}
$$

Similarly, define

$$
\begin{aligned}
a_{N}^{t r} & =\sum_{\substack{A \in S_{k, l}(\rho) \\
B=\overline{\mathcal{N}_{l}(\rho) \cap A^{c}}}} P\left(\tau^{t r}(A, B)>s_{N}, \sigma^{t r}(A) \leq s_{N}, T^{t r}>2 s_{N}\right), \\
b_{N}^{t r} & =\sum_{\substack{A \in S_{k, l}(\rho) \\
B=\overline{\mathcal{N}}_{l}(\rho) \cap A^{c}}} P\left(\tau^{t r}(A, B)>s_{N}, \sigma^{\left.\operatorname{tr}(A) \leq s_{N}, T^{t r} \leq 2 s_{N}\right)}\right. \text {, }
\end{aligned}
$$

and write $p_{s_{N}}^{t r, 1}$ as

$$
\begin{aligned}
p_{s_{N}}^{t r, 1} & =\sum_{\substack{A \in S_{k, l}(\rho) \\
B=\mathcal{N}_{l}(\rho) \cap A^{c}}} P\left(\tau^{\operatorname{tr}}(A, B)>s_{N}, \sigma^{t r}(A) \leq s_{N}\right) \\
& =a_{N}^{t r}+b_{N}^{t r} .
\end{aligned}
$$

Note that the value of $a_{N}^{t r}$ and $b_{N}^{t r}$ does not depend on $\rho$.

By definition we have

$$
p_{2}^{N, 1}(l, k)=\frac{1}{\left|\Gamma_{N}\right|} \sum_{x \in \Gamma_{N}} p_{s_{N}}^{N, 1}(x)=\frac{1}{\left|\Gamma_{N}\right|} \sum_{x \in \Gamma_{N}}\left(a_{N}(x)+b_{N}(x)\right) .
$$

Decompose $a_{N}(x)$ by

$$
\begin{gather*}
a_{N}(x)=\sum_{\substack{A \in S_{l, k}(x) \\
B=\mathcal{N}_{l}(x) \cap A^{c}}} \sum_{\substack{a \in A \\
b \in B}} \sum_{a^{\prime}, a^{\prime \prime} \in A} P\left(\tau^{N}(A, B)=\tau^{N}(A, B), \sigma^{N}(A)=\tau^{N}\left(a^{\prime}, a^{\prime \prime}\right),\right.  \tag{5.7}\\
\left.\tau^{N}(A, B)>s_{N}, \tau^{N}\left(a^{\prime}, a^{\prime \prime}\right) \leq s_{N}, T^{N}(x)>2 s_{N}\right) .
\end{gather*}
$$

By the coupling (5.2) between the walks on $G_{N}$ started at sites in $B_{R}(x)$ and the walks in $G^{t r}$ started at sites in $B_{R}(\rho)$, the right side of (5.7) is equal to

$$
\begin{aligned}
& \sum_{\substack{A \in S_{k, l}(\rho) \\
B=\mathcal{N}_{l}(\rho) \cap A^{c}}} \sum_{\substack{a \in A \\
b \in B}} \sum_{\substack{a^{\prime}, a^{\prime \prime} \in A}} P\left(\tau^{t r}(A, B)=\tau^{t r}(a, b), \sigma^{\operatorname{tr}}(A)=\tau^{t r}\left(a^{\prime}, a^{\prime \prime}\right),\right. \\
& \\
& \left.=\tau_{\substack{A \in S_{k, l}(\rho) \\
B=\mathcal{N}_{l}(\rho) \cap A^{c}}} P(a, b)>s_{N}, \tau^{\operatorname{tr}}\left(a^{\prime}, a^{\prime \prime}\right) \leq s_{N}, T^{t r}>2 s_{N}\right) \\
&
\end{aligned}
$$

hence for every $x \in \Gamma_{N}$,

$$
a_{N}(x)=a_{N}^{t r} .
$$

This implies

$$
p_{s_{N}}^{t r, 1}=a_{N}^{t r}+b_{N}^{t r}=a_{N}(x)+b_{N}^{t r}=\left[p_{s_{N}}^{N, 1}(x)-b_{N}(x)\right]+b_{N}^{t r}
$$

and we have

$$
\begin{align*}
\left|p_{s_{N}}^{N, 1}(x)-p_{s_{N}}^{t r, 1}\right| & \leq b_{N}(x)+b_{N}^{t r} \\
& \leq \sum_{\substack{A \in S_{k, l}(\rho) \\
B=\mathcal{N}_{l}(\rho) \cap A^{c}}} P\left(T^{t r} \leq 2 s_{N}\right)+\sum_{\substack{A \in S_{l, k}(x) \\
B=\overline{\mathcal{N}_{l}(x) \cap A^{c}}}} P\left(T^{N}(x) \leq 2 s_{N}\right) \\
& \leq 2 C_{R} \cdot \frac{2 s_{N}}{(1 / 2) l_{N}-R} . \tag{5.8}
\end{align*}
$$

Moreover, we have that

$$
\begin{align*}
\mid p_{s_{N}}^{t r, 1} & -p^{t r, 1}(l, k) \mid \\
& \leq \sum_{\substack{A \in S_{k, l}(\rho) \\
B=\overline{\mathcal{N}_{l}(\rho)} \cap A^{c}}}\left|P\left(\tau^{\operatorname{tr}}(A, B)>s_{N}, \sigma^{\operatorname{tr}}(A) \leq s_{N}\right)-P\left(\tau^{\operatorname{tr}}(A, B)=\infty, \sigma^{t r}(A)<\infty\right)\right| \\
& \leq \sum_{\substack{A \in S_{k, l}(\rho) \\
B=\overline{\mathcal{N}_{l}(\rho)} \cap A^{c}}} P\left(\tau^{\operatorname{tr}}(A, B) \in\left(s_{N}, \infty\right)\right)+P\left(\sigma^{t r}(A) \in\left(s_{N}, \infty\right)\right) \\
& \leq \sum_{\substack{A \in S_{k, l}(\rho) \\
B=\overline{\mathcal{N}_{l}(\rho) \cap} A^{c}}}\left[\sum_{\substack{a \in A \\
b \in B}} P\left(\tau^{\operatorname{tr}}(a, b) \in\left(s_{N}, \infty\right)\right)+\sum_{a^{\prime}, a^{\prime \prime} \in A} P\left(\tau^{t r}\left(a^{\prime}, a^{\prime \prime}\right) \in\left(s_{N}, \infty\right)\right)\right] \\
& \leq 2 C_{R} \cdot \max _{a, b \in B_{R}(\rho)} P\left(\tau^{t r}(a, b) \in\left(s_{N}, \infty\right)\right) . \tag{5.9}
\end{align*}
$$

Therefore, combining (5.8) and (5.9),

$$
\begin{aligned}
\left|p_{2}^{N, 1}(l, k)-p^{t r, 1}(l, k)\right| & \leq\left|\frac{1}{\left|\Gamma_{N}\right|} \sum_{x \in \Gamma_{N}} p_{s_{N}}^{N, 1}(x)-p_{s_{N}}^{t r, 1}\right|+\left|p_{s_{N}}^{t r, 1}-p^{t r, 1}(l, k)\right| \\
& \leq\left(\frac{1}{\left|\Gamma_{N}\right|} \sum_{x \in \Gamma_{N}}\left|p_{s_{N}}^{N, 1}(x)-p_{s_{N}}^{t r, 1}\right|\right)+\left|p_{s_{N}}^{t r, 1}-p^{t r, 1}(l, k)\right| \\
& \leq 2 C_{R} \cdot\left(\frac{2 s_{N}}{(1 / 2) l_{N}-R}+\max _{a, b \in B_{R}(\rho)} P\left(\tau^{t r}(a, b) \in\left(s_{N}, \infty\right)\right)\right) \\
& \leq 2 C_{R} \cdot \varepsilon_{5.6}^{N} .
\end{aligned}
$$

The proof for $i=0$ is similar.
Proof of Proposition 5.1. Combining Lemma 5.3, 5.4 and 5.6, we have

$$
\begin{aligned}
\left|p^{N, e}-p^{t r, e}\right| & \leq\left|p^{N, e}-p_{1}^{N, e}\right|+\left|p_{1}^{N, e}-p_{2}^{N, e}\right|+\left|p_{2}^{N, e}-p^{t r, e}\right| \\
& \leq \varepsilon_{5.2}^{N}+2\left(r^{2} N^{-2 / 5}\right)+\varepsilon_{5.6}^{N},
\end{aligned}
$$

and for $i=0,1$,

$$
\begin{aligned}
\left|p^{N, i}-p^{t r, i}(l, k)\right| & \leq\left|p^{N, i}-p_{1}^{N, i}(l, k)\right|+\left|p_{1}^{N, i}(l, k)-p_{2}^{N, i}(l, k)\right|+\left|p_{2}^{N, i}(l, k)-p^{t r, i}(l, k)\right| \\
& \leq 2 C_{R}\left(\varepsilon_{5.2}^{N}+r^{2} N^{-2 / 5}+\varepsilon_{5.6}^{N}\right) .
\end{aligned}
$$

This completes the proof.

## Chapter 6

## Tightness; identification of the weak

## limit

In this chapter, we complete the proof of Theorem 1.2 by proving Proposition 6.1 and 6.2 . Identification of the limit is done in Lemma 6.7 which shows that mean-field simplification occurs. Note that this result was based on Proposition 4.3 which relies on estimation using duality for the voter model only.

Recall that a family of laws on $D\left([0, \infty), \mathbb{R}^{+}\right)$is called C-tight if it is tight and every limit point is supported by $C\left([0, \infty), \mathbb{R}^{+}\right)$. The drift $\theta$ and branching rate $\beta$ defined in Section 1.3 are

$$
\begin{aligned}
& \theta=\sum_{l=1}^{R} \sum_{k=1}^{N_{R}}\left(\theta^{1}(l, k) p^{t r, 1}(l, k)-\theta^{0}(l, k) p^{t r, 0}(l, k)\right), \\
& \beta=2 p^{t r, e} .
\end{aligned}
$$

Recall that $G_{N}$ is a sequence of good graphs, and $P^{N}$ is the law of $Z_{.}^{N}$ defined in Section 1.3.

Proposition 6.1. $\left\{P^{N}, N \in \mathbb{N}\right\}$ is C-tight.
Proposition 6.2. If $P^{*}$ is any weak limit point of $\left\{P^{N}\right\}$, then $P^{*}=P^{\beta, \theta}$.

Note that the laws $\left\{P^{N}\right\}$ in the two propositions above is defined over fixed sequence of good graphs.

We first give some preliminary results. Recall from Chapter 3 that

$$
\begin{aligned}
& d_{l, k}^{N, 1}(\xi)=\sum_{x} \widehat{\xi}(x) 1_{\left\{n_{l}^{1}(x, \xi)=k\right\}}, \\
& d_{l, k}^{N, 0}(\xi)=\sum_{x} \xi(x) 1_{\left\{n_{l}^{0}(x, \xi)=k\right\}},
\end{aligned}
$$

and $m_{1}^{N}(\xi)$ and $m_{2}^{N}(\xi)$ are written as

$$
\begin{aligned}
m_{1}^{N}(\xi) & =d^{N, 1}(\xi)-d^{N, 0}(\xi) \\
& =\sum_{l=1}^{R} \sum_{k=1}^{N_{R}}\left(\theta^{N, 1}(l, k) d_{l, k}^{N, 1}(\xi)-\theta^{N, 0}(l, k) d_{l, k}^{N, 0}(\xi)\right) \\
m_{2}^{N}(\xi) & =\tau_{N} v_{N}(\xi)+\left[d^{N, 1}(\xi)+d^{N, 0}(\xi)\right] \\
& =\tau_{N} v_{N}(\xi)+\sum_{l=1}^{R} \sum_{k=1}^{N_{R}}\left(\theta^{N, 1}(l, k) d_{l, k}^{N, 1}(\xi)+\theta^{N, 0}(l, k) d_{l, k}^{N, 0}(\xi)\right)
\end{aligned}
$$

The bias parameter $b$ and the constant $\mathcal{K}$ defined in Chapter 3 are

$$
\begin{aligned}
b & =\sup _{N} \sum_{l=1}^{R} \sum_{k=1}^{N_{R}}\left(\theta^{N, 0}(l, k)+\theta^{N, 1}(l, k)\right), \\
\mathcal{K} & =1+R \cdot N_{R} .
\end{aligned}
$$

Lemma 6.3. There is a constant $C_{6.3}$ such that for $\xi \in\{0,1\}^{V_{N}}$,
(a) $\left|m_{1}^{N}(\xi)\right| \leq C_{6.3}|\xi|$.
(b) $\left|m_{2}^{N}(\xi)\right| \leq\left(2 \tau_{N}+C_{6.3}\right)|\xi|$.

Proof. By Lemma 3.5, we have

$$
\begin{aligned}
\left|m_{1}^{N}(\xi)\right| & =\left|d^{N, 1}(\xi)-d^{N, 0}(\xi)\right| \\
& \leq \sup _{N, l, k}\left(\theta^{N, 1}(l, k)+\theta^{N, 0}(l, k)\right) \cdot \sum_{l=1}^{R} \sum_{k=1}^{N_{R}}\left(\left|d_{l, k}^{N, 1}(\xi)\right|+\left|d_{l, k}^{N, 0}(\xi)\right|\right) .
\end{aligned}
$$

By Lemma 3.5(b), $d_{l, k}^{N, i}(\xi) \leq C_{3.5} \cdot|\xi|$ for $i=0,1$. Together with (P2), we have that

$$
\begin{align*}
\left|m_{1}^{N}(\xi)\right| & \leq b \cdot\left[\sum_{l=1}^{R} \sum_{k=1}^{N_{R}}\left(\left|d_{l, k}^{N, 1}(\xi)\right|+\left|d_{l, k}^{N, 0}(\xi)\right|\right)\right] \\
& \leq 2 b \mathcal{K} C_{3.5} \cdot|\xi| . \tag{6.1}
\end{align*}
$$

Similarly, we have that by Lemma 3.5 (a) and (b),

$$
\begin{aligned}
\left|m_{2}^{N}(\xi)\right| & \leq \tau_{N}\left|v_{N}(\xi)\right|+\left|d^{N, 0}(\xi)\right|+\left|d^{N, 1}(\xi)\right| \\
& \leq\left(2 \tau_{N}+2 b \mathcal{K} C_{3.5}\right)|\xi|
\end{aligned}
$$

hence one can choose $C_{6.3}=2 b \mathcal{K} C_{3.5}$.
Recall that

$$
\begin{aligned}
\mathcal{D}_{t}^{N} & =\frac{1}{\tau_{N}} \int_{0}^{t} m_{1}^{N}\left(\xi_{s}^{N}\right) d s \\
\left\langle\mathcal{M}^{N}\right\rangle_{t} & =\frac{1}{\tau_{N}^{2}} \int_{0}^{t} m_{2}^{N}\left(\xi_{s}^{N}\right) d s
\end{aligned}
$$

The next lemma gives bound on $\mathcal{D}^{N}$ and $\left\langle\mathcal{M}^{N}\right\rangle_{.}$.
Lemma 6.4. Let $K>0, T>0$ be fixed. There is a constant $C_{6.4}(K, T)$ such that for $\sup _{N} Z_{0}^{N} \leq K$ and for any $s \leq T$,

$$
\begin{aligned}
& \frac{1}{\tau_{N}} E^{\xi_{0}^{N}}\left|m_{1}^{N}\left(\xi_{s}^{N}\right)\right| \leq C_{6.4}(K, T) \\
& \frac{1}{\tau_{N}^{2}} E^{\xi_{0}^{N}}\left|m_{2}^{N}\left(\xi_{s}^{N}\right)\right| \leq C_{6.4}(K, T)
\end{aligned}
$$

Proof. By Lemma 6.3 and Corollary 3.2 (a), we have

$$
\frac{1}{\tau_{N}} E^{\xi_{0}^{N}}\left|m_{1}^{N}\left(\xi_{s}^{N}\right)\right| \leq C_{6.3} \cdot E^{\xi_{0}^{N}}\left[Z_{s}^{N}\right] \leq C_{6.3} \cdot K e^{(b \mathcal{K}) T}
$$

and similarly

$$
\frac{1}{\tau_{N}^{2}} E^{\xi_{0}^{N}}\left|m_{2}^{N}\left(\xi_{s}^{N}\right)\right| \leq \frac{2 \tau_{N}+C_{6.3}}{\tau_{N}} \cdot E^{\xi_{0}^{N}}\left[Z_{s}^{N}\right] \leq 3 K e^{(b \mathcal{K}) T}
$$

Consequently, we could choose $C_{6.4}(K, T)=\left(C_{6.3} \vee 3\right) K e^{(b \mathcal{K}) T}$ and this completes the proof.

Denote $\mathcal{T}_{T}^{N}=\left\{\right.$ all stopping times bounded by $T$ that are relative to $\mathcal{F}^{N}$ \}. We will show that $\mathcal{D}^{N}$ and $\mathcal{M}^{N}$. satisfy Aldou's criterion for tightness in Lemma 6.5-6.6. The bounds in Proposition 3.1 will be used in the proof of Lemma 6.5.

Lemma 6.5. Assume that $\sup _{N} Z_{0}^{N} \leq K$. For every $\varepsilon>0, T>0$,

$$
\begin{align*}
& \sup _{N} \sup _{\substack{S_{1}, S_{2} \in \mathcal{T}_{T}^{N} \\
S_{1} \leq S_{2} \leq S_{1}+\delta}} P^{\xi_{0}^{N}}\left(\left|\mathcal{D}_{S_{2}}^{N}-\mathcal{D}_{S_{1}}^{N}\right|>\varepsilon\right) \rightarrow 0,  \tag{6.2}\\
& \sup _{N} \sup _{\substack{S_{1}, S_{2} \in \mathcal{T}_{T}^{N} \\
S_{1} \leq S_{2} \leq S_{1}+\delta}} P^{\xi_{0}^{N}}\left(\left|\left\langle\mathcal{M}^{N}\right\rangle_{S_{2}}-\left\langle\mathcal{M}^{N}\right\rangle_{S_{1}}\right|>\varepsilon\right) \rightarrow 0 \tag{6.3}
\end{align*}
$$

as $\delta \downarrow 0$.
Proof. Fix $T>0$ and $\delta>0$. Let $S_{1}, S_{2} \in \mathcal{T}_{T}^{N}$ such that $S_{1} \leq S_{2} \leq S_{1}+\delta$. We first prove (6.2). Apply Lemma 6.3(a) and we have

$$
\begin{align*}
\left|\mathcal{D}_{S_{2}}^{N}-\mathcal{D}_{S_{1}}^{N}\right| & =\left|\int_{S_{1}}^{S_{2}} \frac{1}{\tau_{N}} m_{1}^{N}\left(\xi_{s}^{N}\right) d s\right| \\
& \leq \frac{1}{\tau_{N}} \int_{S_{1}}^{S_{1}+\delta}\left|m_{1}^{N}\left(\xi_{s}^{N}\right)\right| d s \\
& \leq C_{6.3} \cdot \frac{1}{\tau_{N}} \int_{S_{1}}^{S_{1}+\delta}\left|\xi_{s}^{N}\right| d s \tag{6.4}
\end{align*}
$$

Recall that $\xi_{s}^{N, b}$ is the biased voter model defined in Chapter 3. Define

$$
Z_{s}^{N, b}=\frac{\left|\xi_{s}^{N, b}\right|}{\tau_{N}}
$$

By the coupling (3.3), (6.4) is bounded by

$$
C_{6.3} \cdot \frac{1}{\tau_{N}} \int_{S_{1}}^{S_{1}+\delta}\left|\xi_{s}^{N, b}\right| d s \leq C_{6.3} \delta \cdot\left(\sup _{s \leq T+1} Z_{s}^{N, b}\right)
$$

Since $\left|\xi_{s}^{N, b}\right|$ is a submartingale, we can apply Doob's inequality and together with Proposition 3.1(a),

$$
\begin{aligned}
P^{\xi_{0}^{N}}\left(\left|\mathcal{D}_{S_{2}}^{N}-\mathcal{D}_{S_{1}}^{N}\right|>\varepsilon\right) & \leq P^{\xi_{0}^{N}}\left(C_{6.3} \delta \cdot\left(\sup _{s \leq T+1} Z_{s}^{N, b}\right)>\varepsilon\right) \\
& \leq\left(C_{6.3} \delta / \varepsilon\right) \cdot E^{\xi_{0}^{N}}\left(Z_{T+1}^{N, b}\right) \\
& \leq \delta \cdot\left(C_{6.3} K / \varepsilon\right) e^{(b \mathcal{K})(T+1)} .
\end{aligned}
$$

The proof of (6.3) is similar. Apply Lemma 6.3(b) and by (3.3),

$$
\begin{aligned}
\left|\left\langle\mathcal{M}^{N}\right\rangle_{S_{2}}-\left\langle\mathcal{M}^{N}\right\rangle_{S_{1}}\right| & =\left|\int_{S_{1}}^{S_{2}} \frac{1}{\tau_{N}^{2}} m_{2}^{N}\left(\xi_{s}^{N}\right) d s\right| \\
& \leq \frac{1}{\tau_{N}^{2}} \int_{S_{1}}^{S_{1}+\delta}\left|m_{2}^{N}\left(\xi_{s}^{N}\right)\right| d s \\
& \leq\left(2 \tau_{N}+C_{6.3}\right) \cdot \frac{1}{\tau_{N}^{2}} \int_{S_{1}}^{S_{1}+\delta}\left|\xi_{s}^{N}\right| d s \\
& \leq 3 \int_{S_{1}}^{S_{1}+\delta} Z_{s}^{N, b} d s \\
& \leq 3 \delta \cdot\left(\sup _{s \leq T+1} Z_{s}^{N, b}\right)
\end{aligned}
$$

And by Doob's inequality and Proposition 3.1(a),

$$
\begin{aligned}
P^{\xi_{0}^{N}}\left(\left|\left\langle\mathcal{M}^{N}\right\rangle_{S_{2}}-\left\langle\mathcal{M}^{N}\right\rangle_{S_{1}}\right|>\varepsilon\right) & \leq P^{\xi_{0}^{N}}\left(3 \delta \cdot\left(\sup _{s \leq T+1} Z_{s}^{N, b}\right)>\varepsilon\right) \\
& \leq(3 \delta / \varepsilon) \cdot E^{\xi_{0}^{N}}\left(Z_{T+1}^{N, b}\right) \\
& \leq \delta(3 K / \varepsilon) e^{(b \mathcal{K})(T+1)} .
\end{aligned}
$$

This completes the proof.
Lemma 6.6. For every $T, K>0$,

$$
\begin{align*}
& \sup _{N} \sup _{\xi_{0}^{N}: Z_{0}^{N} \leq K} P^{\xi_{0}^{N}}\left(\sup _{s \leq T}\left|\mathcal{D}_{s}^{N}\right|>L\right) \rightarrow 0  \tag{6.5}\\
& \sup _{N} \sup _{\xi_{0}^{N}: Z_{0}^{N} \leq K} P^{\xi_{0}^{N}}\left(\sup _{s \leq T}\left|\left\langle\mathcal{M}^{N}\right\rangle_{s}\right|>L\right) \rightarrow 0 \tag{6.6}
\end{align*}
$$

as $L \rightarrow \infty$.
Proof. We have that by Markov inequality and Lemma 6.4,

$$
\begin{aligned}
P^{\xi_{0}^{N}}\left(\sup _{s \leq T}\left|\mathcal{D}_{s}^{N}\right|>L\right) & \leq P^{\xi_{0}^{N}}\left(\frac{1}{\tau_{N}} \int_{0}^{T}\left|m_{1}^{N}\left(\xi_{s}^{N}\right)\right| d s>L\right) \\
& \leq \frac{1}{L} \cdot \frac{1}{\tau_{N}} \int_{0}^{T} E^{\xi_{0}^{N}}\left|m_{1}^{N}\left(\xi_{s}^{N}\right)\right| d s \\
& \leq \frac{T \cdot C_{6.4}(K, T)}{L}
\end{aligned}
$$

The proof for $\left\langle\mathcal{M}^{N}\right\rangle$ is similar.

We now give the estimate on drift and quadratic variation which will be used to identify the weak limit.

Lemma 6.7. ( $L^{1}$-estimates) For any $T \geq 0$,

$$
\begin{align*}
& E^{\xi_{0}^{N}}\left|\mathcal{D}_{T}^{N}-\theta \int_{0}^{T} Z_{t}^{N} d t\right| \rightarrow 0  \tag{6.7}\\
& E^{\xi_{0}^{N}}\left|\left\langle\mathcal{M}^{N}\right\rangle_{T}-\beta \int_{0}^{T} Z_{t}^{N} d t\right| \rightarrow 0 \tag{6.8}
\end{align*}
$$

as $N \rightarrow \infty$.
Proof. We follow the idea of Proposition 5.1 in Cox [C17]. Fix $T>0$ and suppose that $\sup _{N} Z_{0}^{N} \leq K$. Recall that the sequence $\delta_{N} \rightarrow 0$ satisfies $\log N \ll \delta_{N} \tau_{N} \ll \tau_{N} \ll N$. For convenience, denote

$$
d_{t}^{N}=\frac{1}{\tau_{N}} m_{1}^{N}\left(\xi_{t}^{N}\right)
$$

and define

$$
\begin{aligned}
I_{1}^{N} & =\int_{0}^{2 \delta_{N}}\left[d_{t}^{N}-\theta \cdot Z_{t}^{N}\right] d t \\
I_{2}^{N} & =\int_{T-2 \delta_{N}}^{T}\left[d_{t}^{N}-\theta \cdot Z_{t}^{N}\right] d t \\
I_{3}^{N} & =\int_{2 \delta_{N}}^{T-2 \delta_{N}}\left[d_{t}^{N}-\theta \cdot Z_{t}^{N}\right] d t
\end{aligned}
$$

Thus we have

$$
\mathcal{D}_{T}^{N}-\theta \int_{0}^{T} Z_{s}^{N} d s=I_{1}^{N}+I_{3}^{N}+I_{3}^{N}
$$

It is enough to show that $E^{\xi_{0}^{N}}\left|I_{i}^{N}\right| \rightarrow 0$ for $i=1,2,3$ as $N \rightarrow \infty$. By Lemma 6.4(a) and Corollary 3.7(a),

$$
\begin{aligned}
E^{\xi_{0}^{N}}\left|I_{1}^{N}\right| & \leq \int_{0}^{2 \delta_{N}} E^{\xi_{0}^{N}}\left|d_{t}^{N}-\theta \cdot Z_{s}^{N}\right| d t \\
& \leq \int_{0}^{2 \delta_{N}}\left[E^{\xi_{0}^{N}}\left|d_{t}^{N}\right|+b E^{\xi_{0}^{N}}\left|Z_{s}^{N}\right|\right] d t \\
& \leq\left(2 \delta_{N}\right) \cdot\left[C_{6.4}(K, T)+b \cdot K e^{(b \mathcal{K}) T}\right] \rightarrow 0 \quad \text { as } \delta_{N} \rightarrow 0
\end{aligned}
$$

And similarly,

$$
E^{\xi_{0}^{N}}\left|I_{2}^{N}\right| \leq\left(2 \delta_{N}\right) \cdot\left[C_{6.4}(K, T)+b \cdot K e^{(b K) T}\right] \rightarrow 0
$$

as $\delta_{N} \rightarrow 0$.
Next we bound $I_{3}^{N}$. Since $I_{2}^{N} \rightarrow 0$ as $\delta_{N} \rightarrow 0$, for convenience we redefine $I_{3}^{N}$ as

$$
I_{3}^{N}=\int_{2 \delta_{N}}^{T}\left[d_{t}^{N}-\theta \cdot Z_{t}^{N}\right] d t
$$

Let $\left(\mathcal{F}_{t}^{N}\right)$ be the canonical filtration generated by $\left(\xi_{t}^{N}\right)$. Define

$$
\begin{aligned}
& h_{1, t}^{N}=d_{t}^{N}-E\left(d_{t}^{N} \mid \mathcal{F}_{t-2 \delta_{N}}^{N}\right) \\
& h_{2, t}^{N}=E\left(d_{t}^{N} \mid \mathcal{F}_{t-2 \delta_{N}}^{N}\right)-\theta^{N} Z_{t-2 \delta_{N}}^{N} \\
& h_{3, t}^{N}=\theta^{N} Z_{t-2 \delta_{N}}^{N}-\theta Z_{t}^{N}
\end{aligned}
$$

Write

$$
\begin{aligned}
d_{t}^{N} & -\theta \cdot Z_{t}^{N} \\
& =\left[d_{t}^{N}-E\left(d_{t}^{N} \mid \mathcal{F}_{t-2 \delta_{N}}^{N}\right)\right]+\left[E\left(d_{t}^{N} \mid \mathcal{F}_{t-2 \delta_{N}}^{N}\right)-\theta^{N} Z_{t-2 \delta_{N}}^{N}\right]+\left[\theta^{N} Z_{t-2 \delta_{N}}^{N}-\theta Z_{t}^{N}\right] \\
& =h_{1, t}^{N}+h_{2, t}^{N}+h_{3, t}^{N}
\end{aligned}
$$

We first bound the intergal of $h_{2, t}^{N}$ and $h_{3, t}^{N}$. For $h_{2, t}^{N}$, notice that by Markov property,

$$
h_{2, t}^{N}=E^{\xi_{t-2 \delta_{N}}^{N}}\left(d_{2 \delta_{N}}^{N}\right)-\theta^{N} Z_{t-2 \delta_{N}}^{N} .
$$

By Proposition 4.1(a) and Corollary 3.2 (a)-(b),

$$
\begin{align*}
E^{\xi_{0}^{N}}\left|\int_{2 \delta_{N}}^{T} h_{2, t}^{N} d t\right| & \leq \int_{2 \delta_{N}}^{T} E^{\xi_{0}^{N}}\left|E^{\xi_{t-2 \delta_{N}}^{N}}\left(d_{2 \delta_{N}}^{N}\right)-\theta^{N} Z_{t-2 \delta_{N}}^{N}\right| d t \\
& \leq \varepsilon_{4.1}^{N} \cdot \int_{2 \delta_{N}}^{T} E^{\xi_{0}^{N}}\left[\left(1+Z_{t-2 \delta_{N}}^{N}\right)^{2}\right] d t \\
& \leq \varepsilon_{4.1}^{N} \cdot T\left(1+2 K e^{(b \mathcal{K}) T}+\left[K^{2}+3 K T e^{(b \mathcal{K}) T}\right] \cdot e^{(2 b \mathcal{K}) T}\right) \tag{6.9}
\end{align*}
$$

For $h_{3, t}^{N}$, we have

$$
h_{3, t}^{N}=\theta^{N}\left[Z_{t-2 \delta_{N}}^{N}-Z_{t}^{N}\right]+\left[\theta^{N}-\theta\right] Z_{t}^{N} .
$$

Since

$$
\begin{aligned}
\int_{2 \delta_{N}}^{T}\left[Z_{t-2 \delta_{N}}^{N}-Z_{t}^{N}\right] d t & =\int_{0}^{T-2 \delta_{N}} Z_{t}^{N} d t-\int_{2 \delta_{N}}^{T} Z_{t}^{N} d t \\
& =\int_{0}^{2 \delta_{N}} Z_{t}^{N} d t-\int_{T-2 \delta_{N}}^{T} Z_{t}^{N} d t
\end{aligned}
$$

so that by Corollary 3.2 (a),

$$
\begin{gather*}
E^{\xi_{0}^{N}}\left|\int_{2 \delta_{N}}^{T} h_{3, t}^{N} d t\right| \leq b \cdot \\
\quad\left[\int_{0}^{2 \delta_{N}} E^{\xi_{0}^{N}}\left(Z_{t}^{N}\right) d t+\int_{T-2 \delta_{N}}^{T} E^{\xi_{0}^{N}}\left(Z_{t}^{N}\right) d t\right] \\
 \tag{6.10}\\
+\left|\theta^{N}-\theta\right| \int_{2 \delta_{N}}^{T} E^{\xi_{0}^{N}}\left(Z_{t}^{N}\right) d t \\
\leq
\end{gather*}
$$

Lastly to bound $h_{1, t}^{N}$, we prove the following two claims.
Claim 1: For each $t>2 \delta_{N}, E^{\xi_{0}^{N}}\left[h_{1, t}^{N} \cdot h_{1, s}^{N}\right]=0$ if $s<t-2 \delta_{N}$.
Proof of Claim 1. $\mathcal{F}_{s}^{N} \subseteq \mathcal{F}_{t-2 \delta_{N}}^{N}$ if $s<t-2 \delta_{N}$, hence tower rule can be applied:

$$
\begin{aligned}
E^{\xi_{0}^{N}}\left(h_{1, t}^{N} \mid \mathcal{F}_{s}^{N}\right) & =E^{\xi_{0}^{N}}\left(d_{t}^{N}-E^{\xi_{0}^{N}}\left(d_{t}^{N} \mid \mathcal{F}_{t-2 \delta_{N}}^{N}\right) \mid \mathcal{F}_{s}^{N}\right) \\
& =E^{\xi_{0}^{N}}\left(d_{t}^{N} \mid \mathcal{F}_{s}^{N}\right)-E^{\xi_{0}^{N}}\left[E^{\xi_{0}^{N}}\left(d_{t}^{N} \mid \mathcal{F}_{t-2 \delta_{N}}^{N}\right) \mid \mathcal{F}_{s}^{N}\right] \\
& =E^{\xi_{0}^{N}}\left(d_{t}^{N} \mid \mathcal{F}_{s}^{N}\right)-E^{\xi_{0}^{N}}\left(d_{t}^{N} \mid \mathcal{F}_{s}^{N}\right)=0 .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
E^{\xi_{0}^{N}}\left[h_{1, t}^{N} \cdot h_{1, s}^{N}\right] & =E^{\xi_{0}^{N}}\left[E^{\xi_{0}^{N}}\left(h_{1, t}^{N} \cdot h_{1, s}^{N} \mid \mathcal{F}_{s}^{N}\right)\right] \\
& =E^{\xi_{0}^{N}}\left[h_{1, s}^{N} \cdot E^{\xi_{0}^{N}}\left(h_{1, t}^{N} \mid \mathcal{F}_{s}^{N}\right)\right]=0 .
\end{aligned}
$$

Claim 2: There is a constant $C(K, T)$ such that $E^{\xi_{0}^{N}}\left[\left(h_{1, t}^{N}\right)^{2}\right] \leq C(K, T)$ for every $t \leq T$.
Proof of Claim 2. By applying conditional Jensen, we have

$$
\begin{aligned}
E^{\xi_{0}^{N}}\left[\left(h_{1, t}^{N}\right)^{2}\right] & =E^{\xi_{0}^{N}}\left[\left(d_{t}^{N}-E^{\xi_{0}^{N}}\left(d_{t}^{N} \mid \mathcal{F}_{t-2 \delta_{N}}^{N}\right)\right)^{2}\right] \\
& \leq E^{\xi_{0}^{N}}\left[\left(d_{t}^{N}\right)^{2}+E^{\xi_{0}^{N}}\left(\left(d_{t}^{N}\right)^{2} \mid \mathcal{F}_{t-2 \delta_{N}}^{N}\right)\right]+2 E^{\xi_{0}^{N}}\left[\left|d_{t}^{N}\right| \cdot\left|E^{\xi_{0}^{N}}\left(d_{t}^{N} \mid \mathcal{F}_{t-2 \delta_{N}}^{N}\right)\right|\right]
\end{aligned}
$$

$$
\begin{aligned}
& \leq 2 E^{\xi_{0}^{N}}\left[\left(d_{t}^{N}\right)^{2}\right]+2\left(E^{\xi_{0}^{N}}\left[\left(d_{t}^{N}\right)^{2}\right]\right)^{1 / 2} \cdot\left(E^{\xi_{0}^{N}}\left[\left(E^{\xi_{0}^{N}}\left(\left(d_{t}^{N}\right)^{2} \mid \mathcal{F}_{t-2 \delta_{N}}^{N}\right)\right]\right)^{1 / 2}\right. \\
& =4 E^{\xi_{0}^{N}}\left[\left(d_{t}^{N}\right)^{2}\right] .
\end{aligned}
$$

By Lemma 6.3 and Lemma 3.2 (b),

$$
\begin{aligned}
4 E^{\xi_{0}^{N}}\left[\left(d_{t}^{N}\right)^{2}\right] & =4 E^{\xi_{0}^{N}}\left[\left|\frac{1}{\tau_{N}} m_{1}^{N}\left(\xi_{t}^{N}\right)\right|^{2}\right] \\
& \leq 4 C_{6.3}^{2} E^{\xi_{0}^{N}}\left[\left(Z_{t}^{N}\right)^{2}\right] \\
& \leq 4 C_{6.3}^{2} \cdot\left[K^{2}+3 K \cdot T e^{T(b \mathcal{K})}\right] \cdot e^{(2 b \mathcal{K}) T} \equiv C(K, T)
\end{aligned}
$$

Let $C(K, T)$ be from Claim 2. Apply Claim 1 and Claim 2 and we get

$$
\begin{align*}
E^{\xi_{0}^{N}} & {\left[\left(\int_{2 \delta_{N}}^{T} h_{1, t}^{N} d t\right)^{2}\right] } \\
& =E^{\xi_{0}^{N}}\left[\int_{2 \delta_{N}}^{T} \int_{2 \delta_{N}}^{T} h_{1, t}^{N} \cdot h_{1, s}^{N} d s d t\right] \\
& \leq \int_{2 \delta_{N}}^{T} \int_{2 \delta_{N}}^{T} E^{\xi_{0}^{N}}\left(h_{1, t}^{N} \cdot h_{1, s}^{N}\right) d s d t \\
& =2 \int_{2 \delta_{N}}^{T}\left(\int_{\left\{t-2 \delta_{N} \leq s<t\right\}}+\int_{\left\{2 \delta_{N}<s<t-2 \delta_{N}\right\}}\right) E^{\xi_{0}^{N}}\left(h_{1, t}^{N} \cdot h_{1, s}^{N}\right) d s d t  \tag{6.11}\\
& =2 \int_{2 \delta_{N}}^{T} \int_{t-2 \delta_{N}}^{t} E^{\xi_{0}^{N}}\left(h_{1, t}^{N} \cdot h_{1, s}^{N}\right) d s d t \\
& \leq 2 \int_{2 \delta_{N}}^{T} \int_{t-2 \delta_{N}}^{t} E^{\xi_{0}^{N}}\left[\left(h_{1, t}^{N}\right)^{2}\right]^{1 / 2} \cdot E^{\xi_{0}^{N}}\left[\left(h_{1, s}^{N}\right)^{2}\right]^{1 / 2} d s d t \\
& \leq \delta_{N} \cdot 2 T \cdot C(K, T) .
\end{align*}
$$

Consequently, combine (6.9), (6.10) and (6.11), so that

$$
\begin{aligned}
E^{\xi_{0}^{N}}\left|I_{3}^{N}\right| \leq & \sum_{i=1}^{3} E^{\xi_{0}^{N}}\left|\int_{2 \delta_{N}}^{T} h_{i, t}^{N} d t\right| \\
\leq & \varepsilon_{4.1}^{N} \cdot T\left(1+2 K e^{(b \mathcal{K}) T}+\left[K^{2}+3 K T e^{(b \mathcal{K}) T}\right] \cdot e^{(2 b \mathcal{K}) T}\right) \\
& +\left[4 b \delta_{N}+\left|\theta^{N}-\theta\right| \cdot T\right] \cdot K e^{(b \mathcal{K}) T} \\
& +\left[\delta_{N} \cdot 2 T \cdot C(K, T)\right]^{1 / 2} \rightarrow 0, \quad \text { as } N \rightarrow \infty
\end{aligned}
$$

Note that $\left|\theta^{N}-\theta\right| \rightarrow 0$ by Proposition 5.1 and (P2).
For the proof of (6.8), define

$$
\begin{aligned}
& J_{1, T}^{N}=\int_{0}^{T}\left[\frac{1}{\tau_{N}} v_{N}\left(\xi_{s}^{N}\right)-\beta Z_{s}^{N}\right] d s, \\
& J_{2, T}^{N}=\int_{0}^{T} \frac{1}{\tau_{N}^{2}}\left(d^{N, 1}\left(\xi_{s}^{N}\right)+d^{N, 0}\left(\xi_{s}^{N}\right)\right) d s
\end{aligned}
$$

so that we can write

$$
\left\langle\mathcal{M}^{N}\right\rangle_{T}-\beta \int_{0}^{T} Z_{s}^{N} d s=J_{1, T}^{N}+J_{2, T}^{N}
$$

The way of showing that

$$
E^{\zeta_{0}^{N}}\left|J_{1, T}^{N}\right| \rightarrow 0 \quad \text { as } N \rightarrow \infty
$$

is similar to the proof of (6.7). For showing that $E^{\xi_{0}^{N}}\left|J_{2, T}^{N}\right| \rightarrow 0$, we can follow the proof in (6.1) and apply Lemma 3.2(a) so that

$$
\begin{aligned}
E^{\xi_{0}^{N}}\left|J_{2, T}^{N}\right| & \leq \frac{2 b \mathcal{K} C_{3.5}}{\tau_{N}} \cdot \int_{0}^{T} E^{\xi_{0}^{N}}\left(Z_{s}^{N}\right) d s \\
& \leq \frac{2 b \mathcal{K} C_{3.5}}{\tau_{N}} \cdot T \cdot\left[K e^{(2 b \kappa) T}\right] \rightarrow 0 \quad \text { as } N \rightarrow \infty .
\end{aligned}
$$

The next lemma says that $\left\{\mathcal{M}_{t}^{N}, t \leq T\right\}$ is uniformly bounded in $L^{2}$ which is implied by its bounded fourth moment.

Lemma 6.8. Suppose that $\sup _{N} Z_{0}^{N} \leq K$. Let $T>0$. There is a constant $C_{6.8}(K, T)$ such that

$$
\begin{equation*}
\sup _{N} E^{\xi_{0}^{N}}\left(\sup _{t \leq T}\left\langle\mathcal{M}^{N}\right\rangle_{t}^{2}\right) \leq C_{6.8}(K, T) \cdot T^{2} . \tag{6.12}
\end{equation*}
$$

so that

$$
\begin{equation*}
\sup _{N} E^{\xi_{0}^{N}}\left(\sup _{t \leq T}\left|\mathcal{M}_{t}^{N}\right|^{4}\right)<\infty . \tag{6.13}
\end{equation*}
$$

Proof. Fix $T>0$. To see (6.12), we have that for any $t \leq T$,

$$
\begin{aligned}
E^{\xi_{0}^{N}}\left[\left\langle\mathcal{M}^{N}\right\rangle_{t}^{2}\right] & =E^{\xi_{0}^{N}}\left[\left(\int_{0}^{t} \frac{1}{\tau_{N}^{2}} m_{2}^{N}\left(\xi_{s}^{N}\right) d s\right)^{2}\right] \\
& \leq T^{2} \cdot E^{\xi_{0}^{N}}\left[\sup _{s \leq T}\left(\frac{1}{\tau_{N}^{2}} m_{2}^{N}\left(\xi_{s}^{N}\right)\right)^{2}\right]
\end{aligned}
$$

By Lemma 6.3(b) and the coupling (3.3), for large $N$ we have

$$
\left(\frac{1}{\tau_{N}^{2}} m_{2}^{N}\left(\xi_{s}^{N}\right)\right)^{2} \leq 9\left(Z_{s}^{N}\right)^{2} \leq 9\left(Z_{s}^{N, b}\right)^{2}
$$

Let $C_{6.8}(K, T)=9 \cdot 4\left[K^{2}+3 K\left(T \cdot e^{T(b \mathcal{K})}\right)\right] \cdot e^{(2 b \mathcal{K}) T}$ so that by Corollary $3.2(\mathrm{~b})$ and Doob's inequality,

$$
E^{\xi_{0}^{N}}\left[\sup _{s \leq T}\left(\frac{1}{\tau_{N}^{2}} m_{2}^{N}\left(\xi_{s}^{N}\right)\right)^{2}\right] \leq 9 E^{\xi_{0}^{N}}\left[\sup _{s \leq T}\left(Z_{s}^{N, b}\right)^{2}\right] \leq 9 \cdot 2^{2} E^{\xi_{0}^{N}}\left(\left(Z_{T}^{N, b}\right)^{2}\right) \leq C_{6.8}(K, T) .
$$

This implies

$$
\sup _{N} E^{\xi_{0}^{N}}\left(\sup _{t \leq T}\left\langle\mathcal{M}^{N}\right\rangle_{t}^{2}\right) \leq T^{2} \cdot \sup _{N} E^{\xi_{0}^{N}}\left[\sup _{s \leq T}\left(\frac{1}{\tau_{N}^{2}} m_{2}^{N}\left(\xi_{s}^{N}\right)\right)^{2}\right] \leq T^{2} \cdot C_{6.8}(K, T) .
$$

We now prove (6.13). The jumps of $\mathcal{M}^{N}$ are bounded by

$$
\begin{align*}
\left|\mathcal{M}_{t}^{N}-\mathcal{M}_{t-}^{N}\right| & \leq\left|Z_{t}^{N}-Z_{t-}^{N}\right|+\left|\mathcal{D}_{t}^{N}-\mathcal{D}_{t-}^{N}\right| \\
& =\frac{1}{\tau_{N}}| | \xi_{t}^{N}\left|-\left|\xi_{t-}^{N}\right|\right| \leq \frac{1}{\tau_{N}}, P^{\xi_{0}^{N}}-\text { a.s. } \tag{6.14}
\end{align*}
$$

Denote

$$
\begin{aligned}
\Delta \mathcal{M}_{T}^{N} & =\mathcal{M}_{T}^{N}-\mathcal{M}_{T-}^{N}, \\
\left(\mathcal{M}^{N}\right)_{T}^{*} & =\sup _{t \leq T}\left|\mathcal{M}_{t}^{N}\right| \\
\left(\Delta \mathcal{M}^{N}\right)_{T}^{*} & =\sup _{t \leq T}\left|\Delta \mathcal{M}_{t}^{N}\right|
\end{aligned}
$$

(6.14) implies

$$
\left|\left(\Delta \mathcal{M}^{N}\right)_{T}^{*}\right|=\sup _{t \leq T}\left|\mathcal{M}_{t}^{N}-\mathcal{M}_{t-}^{N}\right| \leq \frac{1}{\tau_{N}}
$$

Therefore, by Theorem A. 3 with $\phi(x)=x^{4}$, there is a constant $C=C_{\phi}$ such that

$$
\begin{aligned}
E^{\xi_{0}^{N}}\left(\sup _{t \leq T}\left|\mathcal{M}_{t}^{N}\right|^{4}\right) & \leq C_{\phi}\left[E^{\xi_{0}^{N}}\left[\left\langle\mathcal{M}^{N}\right\rangle_{T}^{2}\right]+E^{\xi_{0}^{N}}\left(\left[\left(\Delta \mathcal{M}^{N}\right)_{T}^{*}\right]^{4}\right)\right] \\
& \leq C_{\phi}\left[T^{2} \cdot C_{6.8}(K, T)+1\right]<\infty
\end{aligned}
$$

Proof of Proposition 6.1. It is enough to show that the quadruple ( $Z_{.}^{N}, \mathcal{D}^{N},\left\langle\mathcal{M}^{N}\right\rangle ., \mathcal{M}^{N}$.) is C-tight.
(i) $\mathcal{D}_{:}^{N}$ and $\left\langle\mathcal{M}^{N}\right\rangle$.: By Lemma 6.5 and Lemma 6.6, assumptions of Theorem VI.4.5 in [JS87] are satisfied so that by this theorem, $\mathcal{D}^{N}$ and $\left\langle\mathcal{M}^{N}\right\rangle$. are tight, and this implies that they are in fact C-tight since both of them are integral.
(ii) $\mathcal{M}^{N}$ : Since $\left\langle\mathcal{M}^{N}\right\rangle$. is C-tight, then by Theorem VI.4.13 in [JS87], $\mathcal{M}^{N}$. is tight. By Proposition VI.3.26 in [JS87] and (6.14), $\mathcal{M}^{N}$ is C-tight.
(iii) $Z_{.}^{N}$ is C-tight by (i) and (ii) following Corollary 2.2 .

Proof of Proposition 6.2. By Skorokhod's Theorem, Proposition 6.1 implies that there is a subsequence of laws $P^{N_{k}}$ such that $P^{N_{k}} \Rightarrow P$ in $D\left([0, \infty), \mathbb{R}^{+}\right)$(choose a further subsequence, if needed) and we may assume that on a common probability space,

$$
\left(Z^{N_{k}}, \mathcal{D}^{N_{k}},\left\langle\mathcal{M}^{N_{k}}\right\rangle .\right) \rightarrow(Z ., \mathcal{D} ., \mathcal{L} .) \quad \text { a.s. }
$$

where $Z$. $\mathcal{D}$., $\langle\mathcal{M}\rangle$. are continuous.
Lemma 6.7 implies that for any $\varepsilon>0$,

$$
\begin{aligned}
& P^{\xi_{0}^{N}}\left[\left|\mathcal{D}_{t}^{N}-\theta \int_{0}^{t} Z_{s}^{N} d s\right|>\varepsilon\right] \rightarrow 0 \\
& P^{\xi_{0}^{N}}\left[\left|\left\langle\mathcal{M}^{N}\right\rangle_{t}-\beta \int_{0}^{t} Z_{s}^{N} d s\right|>\varepsilon\right] \rightarrow 0
\end{aligned}
$$

as $N \rightarrow 0$, by Chebychev's inequality. By these probability estimates, it follows that

$$
\begin{aligned}
& \mathcal{D}_{t}=\theta \int_{0}^{t} Z_{s} d s \\
& \mathcal{L}_{t}=\beta \int_{0}^{t} Z_{s} d s
\end{aligned}
$$

Proposition 2.1 implies that $\mathcal{M}_{.^{N_{k}}}=Z_{.^{N_{k}}}-\mathcal{D}_{\cdot}^{N_{k}}-Z_{0}^{N}$. By $Z_{.}^{N_{k}} \rightarrow Z$. a.s. and $\mathcal{D}^{N_{k}} \rightarrow \mathcal{D}$. a.s, we have $\mathcal{M}^{N_{k}} \rightarrow \mathcal{M}$. a.s. and ( $Z ., \mathcal{M}$., D.) satisfies

$$
\begin{aligned}
Z_{t} & =Z_{0}+\mathcal{M}_{t}+\mathcal{D}_{t} \\
& =Z_{0}+\mathcal{M}_{t}+\theta \int_{0}^{t} Z_{s} d s .
\end{aligned}
$$

Moreover, $\mathcal{M}$. is continuous as $\mathcal{M}^{N}$ is C -tight by Proposition 6.1.
Lastly, we show that $\mathcal{L}$. is equal to $\langle\mathcal{M}\rangle$.. By Lemma 6.8, the sequence of martingales

$$
\left\{\left(\mathcal{M}_{t}^{N_{k}}\right)^{2}-\left\langle\mathcal{M}^{N_{k}}\right\rangle_{t}, t \leq T\right\}
$$

is uniformly bounded in $L^{2}$ for every $T>0$. This implies that it is an uniformly integrable family. Since for every $T>0$ and $t \leq T$,

$$
\left(\mathcal{M}_{t}^{N_{k}}\right)^{2}-\left\langle\mathcal{M}^{N_{k}}\right\rangle_{t} \rightarrow \mathcal{M}_{t}^{2}-\mathcal{L}_{t} \text { a.s., } \quad \text { as } N_{k} \rightarrow \infty
$$

then it implies that $\left\{\mathcal{M}_{t}^{2}-\mathcal{L}_{t}, t \leq T\right\}$ is an $L^{2}$-martingale for every $T>0$ and thus $\mathcal{L}$. is the quadratic variation of $\mathcal{M}$., in symbol,

$$
\langle\mathcal{M}\rangle_{t}=\lim _{k}\left\langle\mathcal{M}^{N_{k}}\right\rangle_{t}=\beta \int_{0}^{t} Z_{s} d s
$$

## Appendix

## A. 1 Proof of Proposition 1.1

Property (ii) and (iv) is implied by Lemma 2.1 in [LS10] and Theorem 6.3.2 in Durrett [D07], respectively. Property (i) is implied by Theorem II.4.24 in [H17].

For (iii), we prove the following simple fact. For any binomial random variable $X \sim$ $\operatorname{Bin}(m, p)$ with $m \in \mathbb{N}$ and $p \in(0,1), P(X \geq 1)$ can be bounded by

$$
\begin{align*}
P(X \geq 1) & =\sum_{k=1}^{m}\binom{m}{k} p^{k}(1-p)^{m-k} \\
& =\sum_{k=0}^{m-1}\binom{m}{k+1} p^{k+1}(1-p)^{m-(k+1)} \\
& =\binom{m}{1} p \cdot \sum_{k=0}^{m-1}\binom{m}{1} p^{k}(1-p)^{m-k-1} /\binom{k+1}{k} \leq\binom{ m}{1} p \tag{A.1}
\end{align*}
$$

We note the fact in [LS10] that $t x\left(B_{l_{N}}(x)\right)$ is stochastically bounded above by the binomial random variable $R_{l_{N}} \sim \operatorname{Bin}\left(r(r-1)^{l_{N}}, r(r-1)^{l_{N}} / N\right)$. Thus, by (A.1),

$$
P\left(t x\left(B_{l_{N}}(x)\right) \neq 0\right) \leq P\left(R_{l_{N}} \geq 1\right) \leq\binom{ r(r-1)^{l_{N}}}{1} \frac{r(r-1)^{l_{N}}}{N} \leq \frac{r^{2}}{N} \cdot N^{2 / 5}
$$

Define

$$
Y(x)=\left\{\begin{array}{ll}
1, & \text { if } t x\left(B_{l_{N}}(x)\right) \geq 1 \\
0, & \text { otherwise }
\end{array}, \quad Y=\sum_{x} Y(x)\right.
$$

Notice that

$$
E Y=\sum_{x} E(Y(x))=\sum_{x} P\left(t x\left(B_{l_{N}}(x)\right) \neq 0\right) \leq N \cdot\left(\frac{r^{2}}{N} \cdot N^{2 / 5}\right)=r^{2} N^{2 / 5}
$$

Thus by Markov's inequality we have

$$
P\left(Y \geq r^{2} N^{3 / 5}\right) \leq \frac{E Y}{r^{2} N^{3 / 5}} \leq \frac{N^{2 / 5}}{N^{3 / 5}} \rightarrow 0
$$

## A. 2 An elementary lemma for submartingales

Let $S$ be countable. Suppose that $\mathcal{L}$ is a Markov generator and let the process

$$
\left(X_{t},\left(\mathcal{F}_{t}\right),\left(P^{x}\right)_{x \in S}\right)
$$

be defined by $\mathcal{L}$. Let $f$ be a bounded function in the domain of $\mathcal{L}$ so that $E f\left(X_{t}\right)<\infty$.
Lemma A.1. If $\mathcal{L} f \geq 0$, then $f\left(X_{t}\right)$ is a submartingale. In particular, if $\mathcal{L} f=0$, then $f\left(X_{t}\right)$ is a martingale.

Proof. By Theorem I.5.2 in [L85],

$$
M_{t}=f\left(X_{t}\right)-f\left(X_{0}\right)-\int_{0}^{t} \mathcal{L} f\left(X_{s}\right) d s
$$

is a $P^{X_{0}}$-martingale. For any $h>0$, We have

$$
\begin{aligned}
E^{x}\left(f\left(X_{t+h}\right)-f\left(X_{t}\right) \mid \mathcal{F}_{t}\right) & =E^{x}\left(M_{t+h}-M_{t} \mid \mathcal{F}_{t}\right)+E^{x}\left(\int_{t}^{t+h} \mathcal{L} f\left(X_{s}\right) d s \mid \mathcal{F}_{t}\right) \\
& =E^{x}\left(\int_{t}^{t+h} \mathcal{L} f\left(X_{s}\right) d s \mid \mathcal{F}_{t}\right) \\
& =E^{X_{t}}\left(\int_{0}^{h} \mathcal{L} f\left(X_{s}\right) d s\right)
\end{aligned}
$$

Since $\mathcal{L} f \geq 0$, the last line is non-negative $P^{x}$-a.s. for any $x \in S$.

## A. 3 Meeting time lemma

The proof of Lemma 5.2 is based on the following frequently used result. The particular proof we provide here is due to Le Gall. The idea is that the walks have to stay at a place for a while before one of them leaves.

Lemma A.2. Let $P^{x_{1}, x_{2}}$ be the law of two independent rate 1 Markov chains $X_{t}^{1}, X_{t}^{2}$ with starting points $x_{1}, x_{2}$, and let $M$ be the first meeting time of the chains. Then for any $x$,

$$
\begin{equation*}
E^{x, x}\left[\int_{0}^{1} 1_{\left\{X_{s}^{1}=X_{s}^{2}\right\}} d s\right] \geq 1 / e^{2}, \tag{A.2}
\end{equation*}
$$

and for $t_{1}<t_{2}$ and $y_{1}, y_{2}$,

$$
\begin{equation*}
P^{y_{1}, y_{2}} P\left(M \in\left(t_{1}, t_{2}\right]\right) \leq e^{2} \int_{t_{1}}^{t_{2}+1} P^{y_{1}, y_{2}}\left(X_{s}^{1}=X_{s}^{2}\right) d s \tag{A.3}
\end{equation*}
$$

Proof. Assume (A.2). Let $\mathcal{F}_{M}$ be the $\sigma$-algebra generated by $M$. We have

$$
\begin{equation*}
E^{y_{1}, y_{2}}\left[\int_{t_{1}}^{t_{2}+1} 1_{\left\{X_{s}^{1}=X_{s}^{2}\right\}} d s \mid \mathcal{F}_{M}\right] \geq 1_{\left\{M \in\left(t_{1}, t_{2}\right]\right\}} \cdot E^{y_{1}, y_{2}}\left[\int_{t_{1}}^{t_{2}+1} 1_{\left\{X_{s}^{1}=X_{s}^{2}\right\}} d s \mid \mathcal{F}_{M}\right] . \tag{A.4}
\end{equation*}
$$

Notice that the right side of (A.4) is bounded below by

$$
1_{\left\{M \in\left(t_{1}, t_{2}\right\}\right\}} \cdot E^{y_{1}, y_{2}}\left[\int_{M}^{M+1} 1_{\left\{X_{s}^{1}=X_{s}^{2}\right\}} d s \mid \mathcal{F}_{M}\right]=1_{\left\{M \in\left(t_{1}, t_{2}\right]\right\}} \cdot E^{X_{M}^{1}, X_{M}^{2}}\left[\int_{0}^{1} 1_{\left\{X_{s}^{1}=X_{s}^{2}\right\}} d s\right]
$$

by the strong Markov property. Therefore,

$$
\begin{aligned}
\int_{t_{1}}^{t_{2}+1} & P^{y_{1}, y_{2}}\left(X_{s}^{1}=X_{s}^{2}\right) d s \\
& =E^{y_{1}, y_{2}}\left(E^{y_{1}, y_{2}}\left[\int_{t_{1}}^{t_{2}+1} 1_{\left\{X_{s}^{1}=X_{s}^{2}\right\}} d s \mid \mathcal{F}_{M}\right]\right) \\
& \geq E^{y_{1}, y_{2}}\left(1_{\left\{M \in\left(t_{1}, t_{2}\right]\right\}} \cdot E^{X_{M}^{1}, X_{M}^{2}}\left[\int_{0}^{1} 1_{\left\{X_{s}^{1}=X_{s}^{2}\right\}} d s\right]\right) \\
& =\sum_{x} P\left(M \in\left(t_{1}, t_{2}\right], X_{M}^{1}=X_{M}^{2}=x\right) \cdot E^{x, x}\left[\int_{0}^{1} 1_{\left\{X_{s}^{1}=X_{s}^{2}\right\}} d s\right] \\
& \geq P\left(M \in\left(t_{1}, t_{2}\right]\right) \cdot \frac{1}{e^{2}} .
\end{aligned}
$$

To see that (A.2) is true, define

$$
T_{i}=\inf \left\{t>0: X_{t}^{i} \neq x\right\}, \quad i=1,2 .
$$

As $X_{t}^{1}$ and $X_{t}^{2}$ are independent rate 1 , then $T_{1}$ and $T_{2}$ are independent rate 1 exponential random variables. Since for any $s \in[0,1)$,

$$
\begin{aligned}
P^{x, x}\left(X_{s}^{1}=X_{s}^{2}, T_{1} \wedge T_{2}>1\right) & =P^{x, x}\left(X_{s}^{1}=X_{s}^{2} \mid T_{1} \wedge T_{2}>1\right) \cdot P^{x, x}\left(T_{1} \wedge T_{2}>1\right) \\
& =1 \cdot P^{x, x}\left(T_{1} \wedge T_{2}>1\right)
\end{aligned}
$$

This implies

$$
\begin{aligned}
E^{x, x}\left[\int_{0}^{1} 1_{\left\{X_{s}^{1}=X_{s}^{2}\right\}} d s\right] & \geq \int_{0}^{1} P^{x, x}\left(X_{s}^{1}=X_{s}^{2}, T_{1} \wedge T_{2}>1\right) d s \\
& =P^{x, x}\left(T_{1} \wedge T_{2}>1\right) \\
& =P^{x, x}\left(T_{1}>1, T_{2}>1\right)=1 / e^{2}
\end{aligned}
$$

## A. 4 A continuous version of Burkholder's inequality

The next theorem states a continuous time version of Burkholder's inequality (Theorem 21.1 in [B73]). We follow Burkholder's proof in the original paper which adapted to this continuous time version.

Suppose that $X_{t}$ is an $L^{2}$-cadlag martingale with $X_{0}=0$ and predictable square function $\langle X\rangle_{t}$. Furthermore, assume $\langle X\rangle_{t}$ is continuous. Denote

$$
\begin{aligned}
\Delta X_{t} & =X_{t}-X_{t-} \\
X_{t}^{*} & =\sup _{s \leq t}\left|X_{s}\right| \\
\Delta X_{t}^{*} & =\sup _{s \leq t}\left|\Delta X_{s}\right| .
\end{aligned}
$$

Let $\phi:[0, \infty) \rightarrow \mathbb{R}$, continuous and non-decreasing, satisfies $\phi(0)=0$ and the following growth condition: let $c=c_{6.1}>0$ be the constant of (6.1) in [B73] such that

$$
\begin{equation*}
\phi(2 x) \leq c \phi(x) \quad \text { for all } x>0 \tag{A.5}
\end{equation*}
$$

Two immediate facts are implied. First, since $\phi \geq 0$ and is non-decreasing,

$$
\begin{equation*}
\phi(a \vee b) \leq \phi(a)+\phi(b) \tag{A.6}
\end{equation*}
$$

Second, for non-negative integers $k$,

$$
\begin{equation*}
\phi\left(2^{k} x\right) \leq c^{k} \phi(x) \tag{A.7}
\end{equation*}
$$

Theorem A.3. There is a constant $c=c_{\phi}>0$ such that

$$
\begin{equation*}
E \phi\left(X_{t}^{*}\right) \leq c_{\phi}\left[E \phi\left(\langle X\rangle_{t}^{1 / 2}\right)+E \phi\left(\Delta X_{t}^{*}\right)\right] \quad \text { for any } t>0 \tag{A.8}
\end{equation*}
$$

We need the following two results to prove the theorem above.
Lemma A.4. (Lemma 7.1 in [B73]) Suppose that $f$ and $g$ are non-negative random variables and $\beta>1, \delta>0$ and $\varepsilon>0$ satisfy

$$
P(g>\beta \lambda, f \geq \delta \lambda) \leq \varepsilon P(g>\lambda) \text { for all } \lambda>0
$$

Suppose $\gamma=\gamma(\beta)>0$ and $\eta=\eta(\delta)>0$ satisfy

$$
\begin{equation*}
\phi(\beta \lambda) \leq \gamma \phi(\lambda) \quad \text { and } \quad \phi\left(\delta^{-1} \lambda\right) \leq \eta \phi(\lambda) \quad \text { for all } \lambda>0 \tag{A.9}
\end{equation*}
$$

If in addition $\gamma \varepsilon<1$, then

$$
E \phi(g) \leq \frac{\gamma \eta}{1-\gamma \varepsilon} E \phi(f)
$$

Suppose that $\beta$ and $\delta$ are given. Let $k$ be a positive integer satisfying $2^{k-1}<\beta \leq 2^{k}$. Then one could choose $\gamma=c_{6.1}^{k}$, and $\eta$ can be chosen according to $\delta$ in the same way.

Lemma A.5. Assume $\beta>1$ and $0 \leq \delta<\beta-1$. Then for every $T>0$,

$$
P\left(X_{T}^{*}>\beta \lambda,\langle X\rangle_{T}^{1 / 2} \vee \Delta X_{T}^{*} \leq \delta \lambda\right) \leq \frac{\delta^{2}}{(\beta-1-\delta)^{2}} P\left(M_{T}^{*}>\lambda\right)
$$

for all $\lambda>0$.
Proof of Theorem A.3. In Lemma A.4, let $\beta=2$. Then (A.5) is satisfied by taking $\gamma=$ $c_{6.1}$. Choose $0<\delta<(1 / 4) \wedge \gamma^{-1}$ so that $4 \gamma \delta<1$ and $\delta^{-1}>\gamma \vee 4=c_{6.1} \vee 4$. Thus, one could take $\eta=2^{j \vee 2}$ where $j$ satisfies $2^{j-1}<c_{6.1} \leq 2^{j}$. Now let

$$
g=X_{T}^{*}, \quad f=\langle X\rangle_{T}^{1 / 2} \vee \Delta X_{T}^{*},
$$

Note that $\delta<1 / 2$ so that $2 \delta<1$, thus

$$
\varepsilon=\frac{\delta^{2}}{(\beta-1-\delta)^{2}}=\frac{\delta^{2}}{(1-\delta)^{2}}<4 \delta^{2}
$$

It follows that $\gamma \varepsilon<(4 \gamma \delta) \delta<\delta<1$. By Lemma A. 4 and (A.6),

$$
\begin{aligned}
E \phi\left(X_{T}^{*}\right) & \leq \frac{c_{6.1} \eta}{1-c_{6.1} \varepsilon} E \phi\left(\langle X\rangle_{T}^{1 / 2} \vee \Delta X_{T}^{*}\right) \\
& \leq \frac{c_{6.1} \eta}{1-c_{6.1} \varepsilon}\left[E \phi\left(\langle X\rangle_{T}^{1 / 2}\right)+E \phi\left(\Delta X_{T}^{*}\right)\right]
\end{aligned}
$$

Now we can choose

$$
c_{\phi}=\frac{c_{6.1} \eta}{1-c_{6.1} \varepsilon}
$$

and this completes the proof of Theorem A.3.
Suppose $\phi(x)=x^{4}$. Then $\phi(2 x)=16 \phi(x)$ so we can take $c_{6.1}=16$ in (A.5). Now let

$$
\begin{aligned}
& \beta=2, \\
& \gamma=c_{6.1}=16, \\
& \delta=(1 / 2) \gamma^{-1}=2^{-5}
\end{aligned}
$$

so that

$$
\gamma \varepsilon=\frac{\gamma \delta^{2}}{(\beta-1-\delta)^{2}}=(1 / 2) \frac{\delta}{(1-\delta)^{2}}=\frac{2^{-6}}{\left(1-2^{-5}\right)^{2}}=\frac{16}{31^{2}}
$$

By (A.7), we can take $\eta=c_{6.1}^{5}=16^{5}$ so that (A.9) is satisfied. Thus, we may take

$$
c_{\phi}=\frac{\gamma \eta}{1-\gamma \varepsilon}=\frac{16^{6}}{1-16 / 31^{2}}=(16)^{6}\left(\frac{961}{945}\right)
$$

in (A.8).
To prove Lemma A.5, we will make use of the following result.
Lemma A.6. Let $\tau_{1}, \tau_{2}$ be stopping times such that $\tau_{1} \leq \tau_{2}$ a.s., and let

$$
H_{t}=X_{t \wedge \tau_{1}}-X_{t \wedge \tau_{2}} .
$$

Then $H_{t}$ is an $L^{2}$-martingale with predictable square function $\langle X\rangle_{t \wedge \tau_{1}}-\langle X\rangle_{t \wedge \tau_{2}}$.
The lemma above in discrete time is an easy consequence of the fact that the sequence $1\{\tau \geq n\}$ is bounded and predictable for any stopping time $\tau$, and hence a martingale transformation by it is again a martingale.

For continuous time setting, we use Proposition II.2.2 in [IW81]: in their notation, the stochastic integral

$$
I^{X}(\psi)(t)=\int_{0}^{t} \psi d X_{s}
$$

is defined for all processes $\psi=\psi(\omega, t) \in \mathcal{L}^{2}$ where $\mathcal{L}^{2}$ is defined in (1.1) of Section II.1, with respect to the right continuous martingale $X$ that is square-integrable. Simply take the constant function $\psi=1$ so that Lemma A. 6 follows (2.3) of Proposition II.2.2 in [IW81].

Proof of Lemma A.5. Let $T>0, \beta>1$ and $0<\delta<\beta-1$. For $\lambda>0$, define

$$
\begin{aligned}
\tau(a) & =\inf \left\{t \geq 0: X_{t}^{*}>a\right\}, \quad \text { for } a>0 \\
\sigma & =\inf \left\{t \geq 0:\langle X\rangle_{t}^{1 / 2} \vee \Delta X_{t}^{*}>\delta \lambda\right\} \\
H_{t}^{\lambda} & =X_{t \wedge \tau(\beta \lambda) \wedge \sigma}-X_{t \wedge \tau(\lambda) \wedge \sigma}
\end{aligned}
$$

By Lemma A.6, $H_{t}^{\lambda}$ is an $L^{2}$-martingale with predictable square function

$$
\left\langle H^{\lambda}\right\rangle_{t}=\langle X\rangle_{t \wedge \tau(\beta \lambda) \wedge \sigma}-\langle X\rangle_{t \wedge \tau(\lambda) \wedge \sigma^{*}} .
$$

Claim 1. $P\left(X_{T}^{*}>\beta \lambda,\langle X\rangle_{t}^{1 / 2} \vee \Delta X_{t}^{*} \leq \delta \lambda\right) \leq P(\tau(\beta \lambda) \leq T, \sigma \geq T)$.
Proof. This follows directly from the definition of $\tau(\cdot)$ : Notice that

$$
\begin{aligned}
\left\{X_{T}^{*}>\beta \lambda\right\} & \subseteq\{\tau(\beta \lambda) \leq T\}, \\
\left\{\langle X\rangle_{T}^{1 / 2} \vee \Delta X_{T}^{*} \leq \delta \lambda\right\} & \subseteq\{\sigma \geq T\} .
\end{aligned}
$$

Claim 2. $P(\tau(\beta \lambda) \leq T, \sigma \geq T) \leq P\left(H_{T}^{*} \geq \lambda(\beta-1-\delta)\right)$.
Proof. On the event $\Gamma=\{\tau(\beta \lambda) \leq T, \sigma \geq T\}$,

$$
H_{t}^{\lambda}=X_{t \wedge \tau(\beta \lambda)}-X_{t \wedge \tau(\lambda)}
$$

and thus

$$
\left|H_{t}^{\lambda}\right| \geq\left|X_{t \wedge \tau(\beta \lambda)}\right|-\left|X_{t \wedge \tau(\lambda)}\right| \geq\left|X_{t \wedge \tau(\beta \lambda)}\right|-\sup _{t \in[0, T]}\left|X_{t \wedge \tau(\lambda)}\right| .
$$

On $\Gamma, \tau(\lambda) \leq T$ and $\Delta X_{T}^{*} \leq \delta \lambda$ which implies

$$
\sup _{t \in[0, T]}\left|X_{t \wedge \tau(\lambda)}\right| \leq\left|X_{\tau(\lambda)}\right| \leq\left|X_{\tau(\lambda)-}\right|+\left|\Delta X_{\tau(\lambda)}^{*}\right| \leq \lambda+\delta \lambda .
$$

Similarly since $\tau(\beta \lambda) \leq T$ on $\Gamma$,

$$
\sup _{t \in[0, T]}\left|X_{t \wedge \tau(\beta \lambda)}\right|=\left|X_{\tau(\beta \lambda)}\right| \geq \beta \lambda .
$$

Consequently,

$$
\left|H_{t}^{\lambda}\right| \geq \lambda \beta-(\lambda+\delta \lambda)=\lambda(\beta-1-\delta)
$$

Claim 3. $P\left(\left(H^{\lambda}\right)_{T}^{*}>\lambda(\beta-1-\delta)\right) \leq \frac{1}{\lambda^{2}(\beta-1-\delta)^{2}} E\left(\left\langle H^{\lambda}\right\rangle_{T}\right)$.
Proof. Since $H_{T}^{\lambda}$ is a martingale, then $\left(H_{T}^{\lambda}\right)^{2}$ is a submartingale and $E\left[\left(H_{T}^{\lambda}\right)^{2}\right]=E\left(\left\langle H^{\lambda}\right\rangle_{T}\right)$.
Thus, the above claim follows from Doob's inequality (Theorem 1.4 in [CW90].)
Claim 4. $E\left(\left\langle H^{\lambda}\right\rangle_{T}\right) \leq(\delta \lambda)^{2} P\left(X_{T}^{*}>\lambda\right)$.
Proof. Since $\tau(\lambda) \leq \tau(\beta \lambda)$,

$$
\left\langle H^{\lambda}\right\rangle_{T}=\langle X\rangle_{T \wedge \tau(\beta \lambda) \wedge \sigma}-\langle X\rangle_{T \wedge \tau(\lambda) \wedge \sigma}
$$

$$
\begin{aligned}
& =\left(\langle X\rangle_{T \wedge \tau(\beta \lambda) \wedge \sigma}-\langle X\rangle_{T \wedge \tau(\lambda) \wedge \sigma}\right) \cdot\left(1_{\{\tau(\lambda) \leq T\}}+1_{\{\tau(\lambda)>T\}}\right) \\
& =\left(\langle X\rangle_{T \wedge \tau(\beta \lambda) \wedge \sigma}-\langle X\rangle_{T \wedge \tau(\lambda) \wedge \sigma}\right) \cdot 1_{\{\tau(\lambda) \leq T\}} \\
& \leq\langle X\rangle_{T \wedge \tau(\beta \lambda) \wedge \sigma} \cdot 1_{\{\tau(\lambda) \leq T\}} \\
& \leq\langle X\rangle_{T \wedge \tau(\beta \lambda) \wedge \sigma} \cdot 1_{\left\{X_{T}^{*} \geq \lambda\right\}} \\
& \leq(\delta \lambda)^{2} \cdot 1_{\left\{X_{T}^{*} \geq \lambda\right\}}
\end{aligned}
$$

where the last inequality follows from the assumed continuity of $\langle X\rangle_{t}$. Consequently,

$$
E\left(\left\langle H^{\lambda}\right\rangle_{T}\right) \leq \delta^{2} \lambda^{2} \cdot P\left(X_{T}^{*} \geq \lambda\right)
$$

Since $\lambda$ was arbitrary, this completes the proof of Lemma A.5.
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