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## Abstract

We first propose a multiscale Galerkin method for solving the Volterra integral equations of the second kind with a weakly singular kernel. Due to the special structure of Volterra integral equations and the "shrinking support" property of multiscale basis functions, a large number of entries of the coefficient matrix appearing in the resulting discrete linear system are zeros. This result, combined with a truncation scheme of the coefficient matrix, leads to a fast numerical solution of the integral equation. A quadrature method is designed especially for the weakly singular kernel involved inside the integral operator to compute the nonzero entries of the compressed matrix so that the quadrature errors will not ruin the overall convergence order of the approximate solution of the integral equation. We estimate the computational cost of this numerical method and its approximate accuracy. Numerical experiments are presented to demonstrate the performance of the proposed method.

We also exploit two methods based on neural network models and the collocation method in solving the linear Fredholm integral equations of the second kind. For the first neural network (NN) model, we cast the problem of solving an integral equation as a data fitting problem on a finite set, which gives rise to an optimization problem. In the second method, which is referred to as the NN-Collocation model, we first choose the polynomial space as the projection space of the Collocation method, then approximate the solution of the integral equation by a linear combination of polynomials in that space. The coefficients of the linear combination are served as the weights between the hidden layer and the output layer of the neural network. We train both neural network models using gradient descent with Adam optimizer. Finally, we compare the performances of the two methods and find that the NN-Collocation model offers a more stable, accurate, and efficient solution.
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## Chapter 1

## Introduction

### 1.1 Problem Statement

This dissertation studies numerical methods for solving integral equations. An integral equation is an equation containing an unknown function under the integral sign. In general, an integral equation has the form of

$$
\begin{equation*}
c u(x)=f(x)+\mu \int_{a}^{b} k(x, s) u(s) \mathrm{d} s \tag{1.1}
\end{equation*}
$$

where the function $k(\cdot, \cdot)$ is called the kernel of the integral equation, $\mu$ is a non-zero constant, $c \in\{0,1\}$. Both $k(\cdot, \cdot)$ and $f$ are given functions while $u$ is unknown and needs to be determined. According to the value of $c$ in the above equation, the associated integral equations have two main types.

- $c=0$. Equation (1.1) is called the integral equation of the first kind;
- $c=1$. Equation (1.1) is called the integral equation of the second kind.

Fredholm integral equations and Volterra integral equations are two well known integral equations. Specifically, if both the integral limits $a$ and $b$ in (1.1) are constants, the integral equation is called a Fredholm integral equation. When one of the integral limits is a con-
stant, the other is the variable $x$, the resulting integral equation is called a Volterra integral equation.

Integral equations have wide applications in engineering and mechanics. Fredholm integral equations appear as mathematical models for some problems in signal and image processing while Volterra integral equations usually arise in various fields of physics and engineering, e.g. potential theory and Dirichlet problems, and diffusion problems. These integral equations usually can't be solved analytically, therefore, seeking efficient numerical methods to solve them is practically important. In this thesis, we will propose a multiscale Galerkin method for solving Volterra integral equations of the second kind and neural network-based methods for solving Fredholm integral equations.

### 1.2 Motivations

Numerical methods for approximating the solutions of integral equations have been studied extensively in the literature. Traditional numerical methods including quadrature methods, collocation methods, and Galerkin methods are well known and developed prior to the mid-1980s. Unfortunately, all of these approaches result in linear systems with dense discretization matrices, and when the order of the coefficient matrix is large, the computational cost for generating the matrix and then solving the corresponding linear system is huge. This is identified as a bottleneck in traditional numerical methods.

The application of multiscale methods in computational mathematics in recent decades has enlightened a new direction for solving integral equations. Compared to traditional numerical methods, multiscale methods make use of the multiscale feature and the vanishing moment property of the multiscale piecewise polynomial basis for a singular integral equation resulting in a numerically sparse coefficient matrix, which, in combination with a truncation strategy, leads to a fast numerical solution of the Fredholm integral equation. Despite its success in solving Fredholm integral equations [1] [2] [3], the application of multiscale
methods to Volterra integral equations has yet to be explored. Given the specific structure of Volterra integral equations, we propose that the multiscale Galerkin method would be a suitable fit to solve Volterra integral equations with singular kernels. To be more specific, this method introduces a new integral, with the integral limits $x$ of the Volterra integral being the variable of the integration of this new integral. This structure, along with the "shrinking support" property of the multiscale basis functions, results in a large number of entries in the resulting matrix being zeros, reducing a significant computational cost.

Additionally, the increasing popularity of deep learning neural networks has sparked interest in applying them to solve mathematical problems [4] [5] [6] [7]. Motivated by the successful application of this technique in other domains and the theoretical foundation established by universal approximation theory [8], we believe that deep learning neural network models have the potential to be a viable approach for solving integral equations. Our initial Neural network (NN) approach is entirely based on learning by casting the original problem into a data-fitting problem. However, this approach falls short in terms of performance compared to the current existing mathematical methods for solving Fredholm integral equations. This deficiency may be due to an inadequate representation space. To address this issue, we refine our approach by restricting the representation space to a polynomial space, as polynomial spaces are dense in the solution space of integral equations.

### 1.3 Contributions of This Dissertation

In this thesis, we employ various approaches based on Galerkin, Collocation methods, and the neural network model to solve Volterra and Fredholm integral equations. Main contributions of this dissertation are as follows.

- We applied the multiscale Galerkin method to solve the Volterra integral equation of the second kind with a weakly singular kernel. The multiscale feature and the
vanishing moment property of the multiscale piecewise polynomial basis lead to a linear system with a numerically sparse coefficient matrix. We designed a truncation scheme for that coefficient matrix and developed a fast numerical algorithm based on the compression scheme. We proposed a numerical quadrature rule for estimating the nonzero entries. The error control strategy of the quadrature rule is designed so that the quadrature error will not ruin the overall convergence order of the multiscale Garlekin method. In summary, we reduced the computational cost from $s(n)^{2}$ to $s(n) \log s(n)$ without ruining the convergence order of the approximation solution, where $s(n)$ is the dimension of the underlying multiscale basis.
- We developed two approaches to solve Fredholm integral equation with neural network models. In the first approach, we observed that the neural network models do have the potential to solve Fredholm integral equation as the universal approximation theorem implies, but the accuracy cannot compete with the existing traditional mathematical methods, due to either an inadequate representational space or limitations of the learning algorithm utilized. To improve the performance of our neural network model, we incorporated the traditional collocation method with the neural network model in our second approach. The numerical results showed that the improved model outperformed other existing methods.


### 1.4 Organization of This Dissertation

The outline of the rest of this dissertation is as follows.
Chapter 2 presents our main contribution on multiscale methods for solving Volterra integral equations. We begin by outlining the general setup of the multiscale Galerkin method for solving the Volterra integral equation of the second kind with a singular kernel. We then review the construction of multiscale basis functions and provide a truncation strategy for the coefficient matrix that results from the proposed multiscale Galerkin method. Finally, we
propose a numerical quadrature strategy for computing the nonzero entries of the compressed coefficient matrix.

Chapter 3 gives a preliminary review of machine learning. In particular, we review basic machine learning concepts that will be used in the following chapters.

Chapter 4 is about solving Fredholm integral equations of the second kind based on a neural network model.

Chapter 5 is to further improve the approach in Chapter 4 . We propose a method that is based on the Collocation method by restricting the representational space of the neural network model into a polynomial space.

Chapter 6 is devoted to the special function neural network model [7], which is an additional research work that I did during my internship at Argonne National lab.

Chapter 7 is the conclusion of this thesis.

## Chapter 2

## A Multiscale Galerkin Method for

## Solving Volterra Integral Equations of

## the Second Kind with Weakly

## Singular Kernels

Volterra integral equations are named after Italian mathematician Vito Volterra (18601940) who first introduced them in his paper "Sull'integrazione di alcune equazioni funzionali" in 1903. In Volterra's paper, he studied equations of the form:

$$
\begin{equation*}
\mathcal{K} u=f \tag{2.1}
\end{equation*}
$$

with the integral operator $\mathcal{K}$ defined by

$$
(\mathcal{K} u)(x)=\int_{0}^{x} k(x, s) u(s) \mathrm{d} s, \quad x \in[0, T] \text { with } T<\infty .
$$

However, this equation was first named as Volterra integral equation of the first kind by Lalesco in 1908. Volterra's work on integral equations laid the foundations for many of
the modern methods and techniques used in the field today. In the decades that followed, Volterra integral equations became an important area of research in mathematics and physics. A detailed description of Volterra's contributions in integral equations can be found in [9].

Mathematically, a Volterra integral equation is an equation which involves an unknown function and an integral of that function. Furthermore, if the unknown function appears only under the integral sign of the Volterra equation, the integral equation is called a first kind Volterra integral equation. The general form of a first kind Volterra integral equation can be written as:

$$
\int_{0}^{x} k(x, s) u(x) \mathrm{d} s=f(x), \quad x \in[0, T] .
$$

In contrast, if the unknown function $u$ appears both inside and outside the integral sign of the Volterra equation, the corresponding equation is called a second kind Volterra integral equation:

$$
u(x)+\int_{0}^{x} k(x, s) u(x) \mathrm{d} s=f(x), x \in[0, T]
$$

where function $k$ is called the kernel function, $k$ and $f$ are given functions, while $u$ is the unknown function and needs to be determined.

A Volterra integral equation of the first kind is equivalent to a Volterra integral equation of the second kind under some conditions on their kernels. To see it, taking the first-order derivative with respect to $x$ on both sides of the first kind Volterra integral equation leads to

$$
k(x, x) u(x)+\int_{0}^{x} \frac{\partial k(x, s)}{\partial x} u(s) d s=f^{\prime}(x) .
$$

Assume that $k(x, x) \neq 0$. We obtain from the above equation that

$$
u(x)+\int_{0}^{x} \frac{1}{k(x, x)} \frac{\partial k(x, s)}{\partial x} u(s) d s=\frac{f^{\prime}(x)}{k(x, x)}
$$

which is a second kind Volterra integral equation. Volterra integral equations of the first kind are inherently ill-posed problems, meaning that the solution is generally unstable, and
small changes to the problem can cause very large changes to the answers obtained. To overcome the ill-posedness, different regularization methods, like Tikhonov regularization and Lavrentiv regularization, can be applied to convert a first kind Volterra integral equation to a second kind one. For these reasons, the discussion in this thesis will be mainly given for the Volterra integral equations of the second kind.

Volterra integral equations arise from many applications such as demography, population dynamics, elasticity, plasticity, semi-conductors, scattering theory, seismology, fluid flow dynamics, chemical reactions, and oscillation theory [10]. Volterra integral equations can also be derived from initial value problems [11]. These equations are usually difficult to solve analytically, numerical methods are often needed. There are a variety of methods such as the successive approximations method, Laplace transform method, spline collocation method, Runge-Kutta method, and more recently developed methods including the Adomian decomposition method, the modified decomposition method, and the variational iteration method to handle Volterra integral equations.

A class of Volterra integral equations with weakly singular kernels plays an important role in many applications including microscopy, seismology, radio astronomy, electron emission, atomic scattering, and radar ranging, see [12] and the references therein. The kernel in a Volterra integral operator is singular if the kernel becomes infinite at one or more points within the range of integration. This kernel is weakly singular if it is singular and the integral of the absolute value of the kernel function is finite. Two such typical kernels have forms

$$
k(x, s)=g(x, s)|x-s|^{\theta-1}
$$

and

$$
k(x, s)=g(x, s) \log |x-s|
$$

where $g$ is a smooth function, $0 \leq s \leq x \leq 1$, and $0<\theta<1$. In the above two kernels, the singularity occurs when $s$ approaches $x$. The existence of the solution to the Volterra
integral equation with a weakly singular kernel was discussed in [13].
Galerkin methods are typically exploited for the discretization of Volterra integral operators, which belong to the type of projection methods. A common characteristic of projection methods is their ability to address equations of the form $\mathcal{A} u=f$, where $\mathcal{A}: \mathcal{X} \rightarrow \mathcal{X}$ is a bounded linear operator, $\mathcal{X}$ is a Hilbert space. In these method, a sequence $\left\{\mathcal{X}_{n}: n \in N\right\}$ of subspaces of $\mathcal{X}$ is specified and an element $u_{n}$ in $\mathcal{X}_{n}$ is selected in such a way that the residual error

$$
\begin{equation*}
r_{n}:=\mathcal{A} u_{n}-f \tag{2.2}
\end{equation*}
$$

is deemed "small" in some sense. Different strategies for making $r_{n}$ "small" produce different projection methods. In particular, for Galerkin methods, the residual is chosen as

$$
r_{n}=\mathcal{A} u_{n}-f \in \mathcal{X}_{n}^{\perp}
$$

this is equivalent to

$$
\begin{equation*}
\mathcal{P}_{n} \mathcal{A} u_{n}=\mathcal{P}_{n} f \tag{2.3}
\end{equation*}
$$

where $\mathcal{P}_{n}: \mathcal{X} \rightarrow \mathcal{X}_{n}$ is the orthogonal projection operator. Without carefully choosing bases of $\mathcal{X}_{n}$, (2.3) will result in a linear system of equations with a dense coefficient matrix generally. A dense matrix potentially leads to an expensive computational algorithm for solving the resulting linear system. Therefore, it will be desirable to have a sparse matrix by carefully choosing an orthogonal basis.

In this chapter, we will develop a multiscale Garlekin method for solving Volterra integral equations with weakly singular kernels. To this end, we will choose the basis of $\mathcal{X}_{n}$ from a set of multiscale piecewise polynomials.

## Symbols

| $N$ | Set of positive integers |
| :--- | :--- |
| $R$ | All the real number |
| $Z_{n}$ | Set of integers $\{0,1,2, \ldots, n-1\}$ for $n \in N$ |
| $Z_{\mu}^{j}$ | $Z_{\mu} \times \cdots \times Z_{\mu}(j$ times $)$ |
| $I$ | $[0,1]$ |
| $\phi_{\epsilon}(I)$ | $\left\{\phi_{\epsilon}(x): x \in I\right\}$ |
| $I_{\epsilon, \mu}$ | $\left[\frac{\epsilon}{\mu}, \frac{\epsilon+1}{\mu}\right]$ |
| $L^{2}(I)$ | Linear space of all real-valued square-integrable func- |
|  | tions |
| $L^{\infty}(I)$ | Linear space of all real-valued essentially bounded mea- |
| $(u, v)$ | $\int_{0}^{1} u(x) v(x) \mathrm{d} x$ |
| $\\|u\\|_{p}$ | Norm of $L^{p}(I)$ |
| $P_{\sigma}$ | The space of all polynomials of degree less than or equal |
|  | to $\sigma-1$ on $I$ |
| $W^{\sigma, p}$ | Sobolev Space |
| $\mathcal{H}^{\sigma}$ | $W^{\sigma, 2}$ <br> $\mathcal{B}(\mathcal{X})$ |
| $\\|\mathcal{K}\\|$ | Banach Space on $\mathcal{X}$ |
| $\mathcal{X}_{i}$ | Norm of operator $\mathcal{K}$ in $\mathcal{B}\left(L^{2}(I)\right)$ |
| Multiscale polynomial space with multiscale level $i$ |  |


| $\mathcal{W}_{i}$ | Orthogonal complement of $\mathcal{X}_{i}$ in $\mathcal{X}_{i+1}$ |
| :--- | :--- |
| $s(i)$ | $\operatorname{dim} \mathcal{X}_{i}$ |
| $w(i)$ | $\operatorname{dim} \mathcal{W}_{i}$ |
| $m$ | $\operatorname{dim} \mathcal{W}_{1}$ |
| $\operatorname{card}(A)$ | Cardinality of $A^{U_{n}}$ |
| $\left\{(i, j): i \in Z_{n}, j \in Z_{w(i)}\right\}$ |  |
| $\nu\left(e_{i}\right)$ | $\mu^{i-2} \epsilon_{0}+\cdots+\mu \epsilon_{i-3}+\epsilon_{i-2}, \quad$ for some $\quad e_{i} \quad=$ |
|  | $\left(\epsilon_{0}, \epsilon_{1}, \cdots, \epsilon_{i-2}\right) \in Z_{\mu}^{i-1}$, where $i \in N$ and $i>1$. |
| $u_{i j}$ | $j$ th basis of $\mathcal{W}_{i}$ |
| $S_{i j}$ | Support set of basis function $u_{i j}$ |
| $d_{i}$ | meas $\left(S_{i j}\right)$ |
| $\cup^{\perp}$ | Union of orthogonal sets |
| $\oplus^{\perp}$ | Orthogonal direct sum of spaces |
| $\chi_{\Omega}$ | Characteristic function of the set $\Omega$ |
| $d i s t(A, B)$ | min $\{\|x-s\|: x \in A, s \in B\}$ |
| $I(f)$ | $\int_{0}^{1} f(x) \mathrm{d} x$ |

### 2.1 Volterra Integral Equations with Weakly Singular Kernels

We begin with the definition of a Volterra integral operator with a weakly singular kernel.

Definition 1 (Volterra integral operator with weakly singular kernels). Let $S:=\{(x, s)$ : $0 \leq s \leq x \leq 1\} \subset I \times I$. For a given continuous function $g$ on $I \times I$ and a parameter $0<\theta<1$, we define a function $k: S \rightarrow R$ as follows:

$$
\begin{equation*}
k(x, s)=g(x, s)|x-s|^{\theta-1} \tag{2.4}
\end{equation*}
$$

Then, the operator $\mathcal{K}$ given by

$$
\begin{equation*}
(\mathcal{K} u)(x)=\int_{0}^{x} k(x, s) u(s) \mathrm{d} s, \quad x \in I \tag{2.5}
\end{equation*}
$$

is called the Volterra integral operator with the weakly singular kernel $k$.

As shown in the next result, the Volterra integral operator $\mathcal{K}$, given in Definition (1), is well-defined on $L^{2}(I)$ and a bounded linear operator.

Proposition 1. The integral operator $\mathcal{K}$ defined by (2.5) with a weakly singular kernel $k$ in (2.4) is a bounded linear operator from $L^{2}(I)$ to $L^{2}(I)$ with the operator norm $\|\mathcal{K}\| \leq$ $M_{g}(I) / \theta$, where $M_{g}(I)=\sup \{|g(x, s)|: x, s \in I\}$.

Proof. First, for any $u \in L^{2}(I)$ we know by the Fubini theorem that

$$
\begin{equation*}
\int_{0}^{1} \int_{0}^{x} u^{2}(s)|x-s|^{\theta-1} \mathrm{~d} s \mathrm{~d} x=\int_{0}^{1} u^{2}(s)\left(\int_{s}^{1}|x-s|^{\theta-1} \mathrm{~d} x\right) \mathrm{d} s \leq \frac{1}{\theta}\|u\|_{2}^{2} \tag{2.6}
\end{equation*}
$$

Therefore, the function $v$ defined for all $x \in I$ as

$$
v(x):=\int_{0}^{x} u^{2}(s)|x-s|^{\theta-1} \mathrm{~d} s
$$

exists at almost every $x \in I$ and is integrable.
Next, for every pair $(x, s) \in S:=\{(x, s): 0 \leq s \leq x \leq 1\}$ we observe that

$$
\begin{aligned}
|k(x, s) u(s)| & \leq M_{g}(I)|u(s)| \cdot|x-s|^{\theta-1} \\
& \leq \frac{M_{g}(I)}{2}|x-s|^{\theta-1}+\frac{M_{g}(I)}{2} u^{2}(s)|x-s|^{\theta-1}
\end{aligned}
$$

Since both terms on the right-hand side of the above inequality are integrable with respect to $0 \leq s \leq x$, we conclude that $|k(x, s) u(s)|$ is finite for almost every $s \in[0, x]$.

Finally, by the Cauchy-Schwarz inequality, we have that

$$
\begin{aligned}
{[(\mathcal{K} u)(x)]^{2} } & =\left(\int_{0}^{x} k(x, s) u(s) \mathrm{d} s\right)^{2} \\
& \leq\left(\int_{0}^{x} g^{2}(x, s)|x-s|^{\theta-1} \mathrm{~d} s\right)\left(\int_{0}^{x} u^{2}(s)|x-s|^{\theta-1} \mathrm{~d} s\right) \\
& \leq \frac{M_{g}^{2}(I)}{\theta} v(x)
\end{aligned}
$$

Hence, $\mathcal{K}$ is defined on $L^{2}(I)$ and maps $L^{2}(I)$ to $L^{2}(I)$ with

$$
\|\mathcal{K} u\|_{2}^{2} \leq \frac{M_{g}^{2}(I)}{\theta^{2}}\|u\|_{2}^{2}
$$

for $u \in L^{2}(I)$. This completes the proof.

The Volterra integral equation of the second kind with a weakly singular kernel is

$$
\begin{equation*}
f(x)=u(x)+\mathcal{K} u(x), \quad x \in I, \tag{2.7}
\end{equation*}
$$

where $f \in L^{2}(I)$ is known and $\mathcal{K}$ the Volterra integral operator is given in Definition 1. The existence of a solution to (2.7) and the properties of the corresponding solution were discussed in [13-16] and the references therein. Particularly, for $f$ being a continuous function on $I$, we recall an existence theorem from [13].

Theorem 2.1.1. Consider the integral equation

$$
\begin{equation*}
f(x)=u(x)+\int_{0}^{x}(x-s)^{\theta-1} M(x, u(s)) \mathrm{d} s, \quad x \in[0,1], \theta \in(0,1) \tag{2.8}
\end{equation*}
$$

where $M: S \times R \rightarrow R$ with $S=\{(x, s): 0 \leq s \leq x \leq 1\}$. Assume that $f$ is continuous in $[0,1]$ and real analytic in $(0,1)$, and let the kernel $M(x, y)$ be real analytic in $S \times R$. Then the solution $u$ of (2.8) is real analytic in the open interval $(0,1)$.

This theorem clearly indicates that the solution of the Volterra integral equation of the
second kind (2.7) is analytic if $f$ is continuous and $M(x, u(s))=g(x, s) u(s)$ with $g$ being analytic in $S$.

In the following discussion, we will concentrate on numerical solutions to the Volterra integral equations of the second kind. Projection methods and quadrature methods are two popular approaches for the numerical treatment of the Volterra integral equation of the second kind. Projection methods, such as the Collocation and Galerkin methods, aim to find an approximating operator of the Volterra integral operator; quadrature methods including the trapezoidal rule, Simpson's rule, and Gaussian quadrature approximate the integral in the integral equation by replacing the integral with sum. There are many other approaches for solving Volterra integral equations of the second kind with a weakly singular kernel. For example, a method based on the double exponential transformation was proposed in [17] and an interpolation method based on the barycentric Lagrange interpolation was discussed in [18]. However, these approaches all result in linear systems with numerically dense coefficient matrices.

In this chapter, we will present a multiscale Galerkin method for solving (2.7) using multiscale piecewise polynomials, incorporating a compression strategy, and a carefully designed numerical integration scheme. Multiscale methods have played a crucial role in approximating the solution of integral equations. Due to its vanishing moment and "shrinking support" properties of the multiscale piecewise polynomial basis, the multiscale method results in a linear system with a numerically sparse coefficient matrix which allows us to develop fast numerical algorithms. Besides that, considering the special structure of Volterra integral equations and the Galerkin method, a large number of entries of the resulting coefficient matrix would be zeros. Thus, the multiscale Galerkin method would be an efficient candidate for solving Volterra integral equation. Since the continuity of function $g$ in (2.4) doesn't affect the way we design our numerical integration strategy, for simplicity, we particularly
consider the Volterra integral equation with the weakly singular kernels:

$$
\begin{equation*}
k(x, s)=a(x-s)^{\theta-1}, \quad 0<\theta<1, \tag{2.9}
\end{equation*}
$$

where $a$ is a nonzero constant.
We will give a brief review of the multiscale Galerkin method in the next section.

### 2.2 Multiscale Galerkin Methods

The main purpose of this section is to present multiscale Galerkin methods for solving the Volterra integral equation (2.7). Let's first give a brief review of the classical Galerkin method.

Let $\mathcal{Y}:=L^{2}(I)$ and let $N$ denote the set of all natural numbers. Suppose that $\mathcal{Y}_{i}, i \in N$, is a sequence of finite-dimensional subspaces of $\mathcal{Y}$ such that

$$
\mathcal{Y}=\overline{\cup_{i \in N} \mathcal{Y}_{i}} .
$$

Let $\mathcal{P}_{i}$ be the orthogonal projection from $\mathcal{Y}$ onto $\mathcal{Y}_{i}$, i.e., $\mathcal{P}_{i} v=v$ for all $v \in \mathcal{Y}_{i}$. Then, the Galerkin method for solving (2.7) is to find $u_{i} \in \mathcal{Y}_{i}$ such that

$$
\begin{equation*}
\left(\mathcal{I}+\mathcal{P}_{i} \mathcal{K}\right) u_{i}=\mathcal{P}_{i} f \tag{2.10}
\end{equation*}
$$

When a basis of the subspace $\mathcal{Y}_{i}$ is chosen, the operator equation (2.10) is equivalent to a system of linear equations. More precisely, let the set $\left\{v_{j}: j=1,2 \ldots, D_{i}\right\}$ be the orthogonal basis of $\mathcal{Y}_{i}$, where $D_{i}:=\operatorname{dim} \mathcal{Y}_{i}$, then solving the operator equation (2.10) is equivalent to seek an approximate solution

$$
u_{i}=\sum_{j=1}^{D_{i}} b_{j} v_{j} \in \mathcal{X}_{n}
$$

such that

$$
\begin{equation*}
\left(u_{i}+\mathcal{P}_{i} \mathcal{K} u_{i}, v_{j}\right)=\left(f, v_{j}\right), \text { for } j=1,2, \ldots, D_{i} \tag{2.11}
\end{equation*}
$$

hold. (2.11) can be further rewritten as the following system of equations:

$$
\left(\begin{array}{cccc}
\left(v_{1}+\mathcal{P}_{i} \mathcal{K} v_{1}, v_{1}\right) & \left(v_{2}+\mathcal{P}_{i} \mathcal{K} v_{2}, v_{1}\right) & \cdots & \left(v_{D_{i}}+\mathcal{P}_{i} \mathcal{K} v_{D_{i}}, v_{1}\right) \\
\left(v_{1}+\mathcal{P}_{i} \mathcal{K} v_{1}, v_{2}\right) & \left(v_{2}+\mathcal{P}_{i} \mathcal{K} v_{1}, v_{D_{i}}\right) & \cdots & \left(v_{D_{i}}+\mathcal{P}_{i} \mathcal{K} D_{i}, v_{2}\right) \\
\ldots & \cdots & \cdots & \ldots \\
\left(v_{1}+\mathcal{P}_{i} \mathcal{K} v_{1}, v_{D_{i}}\right) & \left(v_{2}+\mathcal{P}_{i} \mathcal{K} v_{2}, v_{D_{i}}\right) & \cdots & \left(v_{D_{i}}+\mathcal{P}_{i} \mathcal{K} v_{2}, v_{D_{i}}\right)
\end{array}\right)\left(\begin{array}{c}
b_{1} \\
b_{2} \\
\cdots \\
b_{D_{i}}
\end{array}\right)=\left(\begin{array}{c}
\left(f, v_{1}\right) \\
\left(f, v_{2}\right) \\
\cdots \\
\left(f, v_{D_{i}}\right)
\end{array}\right) .
$$

Normally, the above system has a dense coefficient matrix. To have a numerically sparse coefficient matrix, we should pay special attention to the choice of the basis for each $\mathcal{Y}_{i}$. In this thesis, a multiscale piecewise polynomial basis will be adopted and the corresponding method for solving the operator equation (2.10) is called the multiscale Galerkin method.

### 2.2.1 Multiscale Basis Functions

We propose to use the Multiscale-Galerkin method to solve the integral equation (2.7) with the weakly singular kernel (2.9). To this end, we first review the way to construct the multiscale basis functions [1] [19] that generate a sequence of finite-dimensional subspaces of $L^{2}$ space.

There are two main ingredients in the construction of the multiscale basis. The first one is a set of contractive mappings on $I$ while the other one is a subspace $\mathcal{X}_{0}$ of $L^{2}(I)$. For a fixed positive integer $\mu>1$, we define a set $\left\{\phi_{\epsilon}: \epsilon \in Z_{\mu}\right\}$ of contractive mappings on $I$ by

$$
\phi_{\epsilon}(t):=\frac{\epsilon+t}{\mu}, \quad t \in I, \quad \epsilon \in Z_{\mu}
$$

Let $I_{\epsilon, \mu}:=\left[\frac{\epsilon}{\mu}, \frac{\epsilon+1}{\mu}\right]$, then clearly, $\phi_{\epsilon}(I)=I_{\epsilon, \mu}$, and $\left\{I_{\epsilon, \mu}: \epsilon \in Z_{\mu}\right\}$ forms a partition of $I$. i.e.,

$$
I=\cup_{\epsilon \in Z_{\mu}} I_{\epsilon, \mu} \text { and } \operatorname{meas}\left(I_{\epsilon, \mu} \cap I_{\epsilon^{\prime}, \mu}\right)=0 \text { if } \epsilon \neq \epsilon^{\prime}
$$

Associated with these mappings, we introduce a set of orthogonal isometries $\left\{\mathcal{T}_{\epsilon}: \epsilon \in Z_{\mu}\right\}$, where each $\mathcal{T}_{\epsilon}: L^{2}(I) \cap L^{\infty}(I) \rightarrow L^{2}(I)$ is defined by

$$
\left(\mathcal{T}_{\epsilon} f\right)(t):=\sqrt{\mu}\left(f \circ \phi_{\epsilon}^{-1}\right)(t) \chi_{I_{\epsilon, \mu}}(t)= \begin{cases}\sqrt{\mu} f(\mu t-\epsilon), & t \in I_{\epsilon, \mu}  \tag{2.12}\\ 0, & t \notin I_{\epsilon, \mu}\end{cases}
$$

for $f \in L^{2}(I) \cap L^{\infty}(I)$. The purpose of the isometry $T_{\epsilon}$ is to transform the given function in the horizontal direction. To pin down this problem, let's take a point of view of the simplest case where $\mu=2$.

Example 2.2.1 Let $\mu=2$ and suppose

$$
f(x):= \begin{cases}-\left(x-\frac{3}{10}\right)^{2}+\frac{7}{10}, & \text { if } x \in[0,1]  \tag{2.13}\\ 0, & \text { otherwise }\end{cases}
$$

then if we apply operators $\mathcal{T}_{\epsilon}$, for $\epsilon \in Z_{2}$ on $f$, we will have

$$
\mathcal{T}_{0} f(x):= \begin{cases}-\left(2 x-\frac{3}{10}\right)^{2}+\frac{7}{10}, & \text { if } x \in\left[0, \frac{1}{2}\right]  \tag{2.14}\\ 0, & \text { otherwise }\end{cases}
$$

and

$$
\mathcal{T}_{1} f(x):= \begin{cases}0, & \text { otherwise }  \tag{2.15}\\ -\left(2 x+\frac{13}{10}\right)^{2}+\frac{7}{10}, & \text { if } x \in\left[\frac{1}{2}, 1\right]\end{cases}
$$

Fig. 2.2.1 and Fig. 2.2.2 illustrate the results of applications of operators $\mathcal{T}_{\epsilon}$.

Next, we recall one result from [1], which shows that the functions resulting from applications of the operators $\mathcal{T}_{\epsilon}$ with different $\epsilon$ are orthogonal.


Figure 2.2.1: Graph of $f$


Figure 2.2.2: (a) Graph of $\mathcal{T}_{0} f$; (b) Graph of $\mathcal{T}_{1} f$.

Proposition 2. For $f, g \in L^{2}(I)$ and $\epsilon, \epsilon^{\prime} \in Z_{\mu}$, we have

$$
\begin{equation*}
\left(\mathcal{T}_{\epsilon} f, \mathcal{T}_{\epsilon^{\prime}} g\right)=\Delta_{\epsilon, \epsilon^{\prime}}(f, g) \tag{2.16}
\end{equation*}
$$

where $(\cdot, \cdot)$ is the inner product of $L^{2}(I)$ and

$$
\Delta_{\epsilon, \epsilon^{\prime}}:= \begin{cases}1, & \text { if } \epsilon=\epsilon^{\prime}  \tag{2.17}\\ 0, & \text { otherwise }\end{cases}
$$

Let $\mathcal{X}_{0}:=P_{\sigma}$ be the space of all polynomials of degree less than or equal to $\sigma-1$ on $I$. With the given subspace $\mathcal{X}_{0}$ and linear operator $\mathcal{T}_{\epsilon}$, we generate recursively a sequence of multiscale piecewise polynomial spaces $\left\{\mathcal{X}_{i}\right\}_{i \in N}$ by

$$
\begin{equation*}
\mathcal{X}_{i+1}=\oplus_{\epsilon \in Z_{\mu}} \mathcal{T}_{\epsilon} \mathcal{X}_{i}, \quad i \geq 0 \tag{2.18}
\end{equation*}
$$

Obviously, $\mathcal{X}_{i}$ is the space of piecewise polynomials of degree less than or equal to $\sigma-1$ with dimension $s(i):=\sigma \mu^{i}$ and $\mathcal{X}_{i-1} \subseteq \mathcal{X}_{i}$. Let $X_{0}$ denote an orthonormal basis for $\mathcal{X}_{0}$, then Proposition 2 ensures that, for each $i \geq 0$, elements in $\mathcal{T}_{\epsilon} X_{i}$ are orthonormal and $\mathcal{T}_{\epsilon} X_{i} \perp \mathcal{T}_{\epsilon^{\prime}} X_{i}$ for any $\epsilon, \epsilon^{\prime} \in Z_{\mu}$ with $\epsilon \neq \epsilon^{\prime}$. This result, combines with (2.18), implies that

$$
\begin{equation*}
X_{i+1}:=\cup_{\epsilon \in Z_{\mu}}^{\perp} \mathcal{T}_{\epsilon} X_{i}, \text { for } i \geq 0 \tag{2.19}
\end{equation*}
$$

forms an orthonormal basis for $\mathcal{X}_{i+1}$.
In order to construct the multiscale basis of $\mathcal{X}_{n}$, we further decompose $\mathcal{X}_{n}$ as the orthogonal direct sum of its subspaces. To be more precise, let $\mathcal{W}_{n}$ denote the orthogonal complement of $\mathcal{X}_{n-1}$ in $\mathcal{X}_{n}$, and with the convention that $\mathcal{W}_{0}=\mathcal{X}_{0}$, we have

$$
\begin{equation*}
\mathcal{X}_{n}=\mathcal{W}_{0} \oplus^{\perp} \mathcal{W}_{1} \oplus^{\perp} \cdots \oplus^{\perp} \mathcal{W}_{n} \tag{2.20}
\end{equation*}
$$

For convenience, we denote $m:=\operatorname{dim} \mathcal{W}_{1}$, then

$$
m:=\operatorname{dim} \mathcal{X}_{1}-\operatorname{dim} \mathcal{X}_{0}=(\mu-1) \sigma,
$$

and

$$
w(i)=\operatorname{dim} \mathcal{X}_{i}-\operatorname{dim} \mathcal{X}_{i-1}=\mu^{i-1} m \text { for } i>1
$$

To establish a multiscale orthonormal basis for $\mathcal{X}_{n}$, it suffices to construct an orthonormal basis $W_{i}$ for the subspace $\mathcal{W}_{i}$. The technique we used is the Gram-Schmidt Orthonormal-
ization. Let $X_{0}:=\left\{u_{0 l}: l \in Z_{\sigma}\right\}$ be an orthogonal basis of $\mathcal{X}_{0}$ on $I$. Our goal is to construct an orthonormal basis $\left\{u_{1 j}: j \in Z_{w(1)}\right\}$ of space $\mathcal{W}_{1}$. To this end, we first construct a basis $X_{1}:=\left[\hat{v}_{1 j}: j \in Z_{s(1)}\right]$ of $\mathcal{X}_{1}$ via (2.19). From the functions in $X_{1}$, we form a linearly independent set $\left\{\bar{u}_{1 j}\right\}_{j=0}^{m-1}$ that are orthogonal to all elements of $X_{0}$. Next, we orthonormalize these $m$ functions. Mathematically, we begin with

$$
v_{10}=\bar{u}_{10} \quad \text { and } \quad u_{10}=\frac{v_{10}}{\sqrt{\int_{0}^{1} v_{10}^{2}(x) \mathrm{d} x}}
$$

The next function is formulated as

$$
u_{11}=\frac{v_{11}}{\sqrt{\int_{0}^{1} v_{11}^{2}(x) \mathrm{d} x}}
$$

with

$$
v_{11}=\bar{u}_{11}+a_{10} u_{10}, \quad \text { where } a_{10}=-\int_{0}^{1} \bar{u}_{11}(x) u_{10}(x) \mathrm{d} x .
$$

Following this procedure, we have

$$
u_{1 i}=\frac{v_{1 i}}{\sqrt{\int_{0}^{1} v_{1 i}^{2}(x) \mathrm{d} x}}
$$

with

$$
v_{1 i}=\bar{u}_{1 i}+a_{i 0} u_{10}+a_{i 1} u_{11}+\cdots+a_{i, i-1} u_{1, i-1}
$$

where

$$
a_{i j}=-\int_{0}^{1} \bar{u}_{1 i}(x) u_{1 j}(x) \mathrm{d} x, \quad i \in Z_{w(1)}, j=0,1, \ldots, i-1 .
$$

With this construction, the set $\left\{u_{1 i}\right\}_{j=0}^{m-1}$ serves as an orthonormal basis for $\mathcal{W}_{1}$.
In the following example, we choose $\mu=2, \sigma=3$ to demonstrate the process of generating the orthonormal basis for the space $\mathcal{W}_{1}$, based on the given orthonormal basis of $\mathcal{W}_{0}$.

Example 2.2.2 Let $\mu=2, \sigma=3$, and an orthonormal basis of $\mathcal{W}_{0}$ are given by

$$
u_{00}(t)=1, \quad u_{01}(t)=\sqrt{3}(2 t-1), \quad t \in[0,1] .
$$

Apply operator $\mathcal{T}_{0}$ on $u_{00}$ and $u_{01}$, respectively, we obtain

$$
\hat{v}_{10}(t):=\left(\mathcal{T}_{0} u_{00}\right)(t)= \begin{cases}1, & t \in\left[0, \frac{1}{2}\right]  \tag{2.21}\\ 0, & t \in\left(\frac{1}{2}, 1\right]\end{cases}
$$

and

$$
\hat{v}_{11}(t):=\left(\mathcal{T}_{0} u_{01}\right)(t)=\left\{\begin{array}{l}
\sqrt{3}(4 t-1), \quad t \in\left[0, \frac{1}{2}\right]  \tag{2.22}\\
0, \quad t \in\left(\frac{1}{2}, 1\right] .
\end{array}\right.
$$

Likewise, apply operator $\mathcal{T}_{1}$ on $u_{00}$ and $u_{01}$ respectively, we obtain

$$
\hat{v}_{12}(t):=\left(\mathcal{T}_{1} u_{00}\right)(t)= \begin{cases}0, & t \in\left[0, \frac{1}{2}\right]  \tag{2.23}\\ 1, & t \in\left(\frac{1}{2}, 1\right]\end{cases}
$$

and

$$
\hat{v}_{13}(t):=\left(\mathcal{T}_{1} u_{01}\right)(t)=\left\{\begin{array}{l}
0, \quad t \in\left[0, \frac{1}{2}\right]  \tag{2.24}\\
\sqrt{3}(4 t-3), \quad t \in\left(\frac{1}{2}, 1\right]
\end{array}\right.
$$

Then for any $\hat{v} \in \mathcal{X}_{1}$, there exist some constants $c_{1}, c_{2}, c_{3}, c_{4}$ such that

$$
\hat{v}=c_{1} \hat{v}_{10}+c_{2} \hat{v}_{11}+c_{3} \hat{v}_{12}+c_{4} \hat{v}_{13} .
$$

To obtain a basis for $\mathcal{W}_{1}$, we first search for a pair of independent functions in $\mathcal{X}_{1}$ that are orthogonal to $\mathcal{X}_{0}$. This is equivalent to solving the system of equations:

$$
\left\{\begin{array}{l}
\int_{0}^{1}\left(c_{1} \hat{v}_{10}+c_{2} \hat{v}_{11}+c_{3} \hat{v}_{12}+c_{4} \hat{v}_{13}\right)(t) u_{00}(t) \mathrm{d} t=0  \tag{2.25}\\
\int_{0}^{1}\left(c_{1} \hat{v}_{10}+c_{2} \hat{v}_{11}+c_{3} \hat{v}_{12}+c_{4} \hat{v}_{13}\right)(t) u_{01}(t) \mathrm{d} t=0
\end{array}\right.
$$

To simplify the process, we set $c_{2}=c_{4}=1$ and $c_{2}=1, c_{4}=0$, respectively, and solve the resulting system of equations. In this way, we find a basis of $\mathcal{W}_{1}$ as follows:

$$
\left\{\begin{array}{l}
\bar{u}_{10}(t):=\frac{\sqrt{3}}{3} \hat{v}_{10}+\hat{v}_{11}-\frac{\sqrt{3}}{3} \hat{v}_{12}+\hat{v}_{13},  \tag{2.26}\\
\bar{u}_{11}(t):=\frac{\sqrt{3}}{6} \hat{v}_{10}+\hat{v}_{11}-\frac{\sqrt{3}}{6} \hat{v}_{12} .
\end{array}\right.
$$

Finally, we just need to use the Gram-Schmidt process to construct an orthonormal basis $\left\{u_{10}, u_{11}\right\}$ of $\mathcal{W}_{1}$, based on $\bar{u}_{10}, \bar{u}_{11}$.

For the construction of the basis of $\mathcal{W}_{i}, i=2,3, \cdots, n$, we refer to the following proposition.

Proposition 3. For $i \in N$,

$$
\begin{equation*}
W_{i+1}=\cup_{\epsilon \in Z_{\mu}} \mathcal{T}_{\epsilon} W_{i} \tag{2.27}
\end{equation*}
$$

forms an orthonormal basis of $\mathcal{W}_{i+1}$.

Proof. We propose to prove this proposition by induction. Assume that $W_{i}$ is an orthonormal basis of $\mathcal{W}_{i}$ for some $i \geq 1$, then we only need to show that $W_{i+1}$ is an orthonormal basis of $\mathcal{W}_{i+1}$. For that end, let $W=\cup_{\epsilon \in Z_{\mu}} \mathcal{T}_{\epsilon} W_{i}$, then by Proposition 2, we know that elements in $W$ are orthonormal. Since $W_{i} \subseteq \mathcal{W}_{i} \subset \mathcal{X}_{i}$, we conclude that

$$
\begin{equation*}
W \subset \cup_{i \in Z_{\mu}} \mathcal{T}_{\epsilon} \mathcal{X}_{i}=\mathcal{X}_{i+1} \tag{2.28}
\end{equation*}
$$

On the other hand, the induction hypothesis that $W_{i} \perp X_{i-1}$, combines Proposition 2 ensuring that $\mathcal{T}_{\epsilon} W_{i} \perp \mathcal{T}_{\epsilon^{\prime}} X_{i-1}$ for any $\epsilon, \epsilon^{\prime} \in Z_{\mu}$, or in other word, $W \perp X_{i}$. This result and (2.28) imply that $W \subset \mathcal{W}_{i+1}$. The desired result is ensured by the fact that elements in $W$ are orthonormal and Card $W=\operatorname{dim} \mathcal{W}_{i+1}$.

According to Proposition 3, each basis function $u_{i j}$ may be expressed in terms of consecutive application of operators $\mathcal{T}_{\epsilon}$ to a basis function of $W_{1}$. To see that, note that each
$j \in Z_{\mu^{i-1}}$ can be uniquely written as

$$
j=\mu^{i-2} \epsilon_{0}+\cdots+\mu \epsilon_{i-3}+\epsilon_{i-2}, \quad i=2,3, \ldots, n
$$

for some $e_{i}=\left(\epsilon_{0}, \epsilon_{1}, \ldots, \epsilon_{i-1}\right) \in Z_{\mu}^{i-1}$. We define

$$
\mathcal{T}_{e_{i}}:=\mathcal{T}_{\epsilon_{0}} \circ \mathcal{T}_{\epsilon_{1}} \circ \cdots \circ \mathcal{T}_{\epsilon_{i-2}},
$$

then, for $j \in Z_{w(i)}, j=\nu\left(e_{i}\right) m+\ell$ with $i>1$ and $\ell \in Z_{m}$, we have

$$
u_{i j}=\mathcal{T}_{e_{i}} u_{\ell \ell}
$$

with support

$$
S_{i j}:=I_{\nu\left(e_{i}\right), \mu^{i-1}}=\left[\frac{\nu\left(e_{i}\right)}{\mu^{i-1}}, \frac{\nu\left(e_{i}\right)+1}{\mu^{i-1}}\right], \quad i=2,3, \ldots, n .
$$

In particular, $S_{i j}=I$ for $i=0,1$. Thus, we conclude that $\left\{u_{i j}:(i, j) \in U_{n}\right\}$ forms a multiscale orthonormal basis of $\mathcal{X}_{n}$. For convenience, in the rest of the paper, we use $\left[q_{i j}, q_{i j}^{\prime}\right]$ to represent $\left[\frac{\nu\left(e_{i}\right)}{\mu^{i-1}}, \frac{\nu\left(e_{i}\right)+1}{\mu^{i-1}}\right]$ assuming that $j=\nu\left(e_{i}\right) r+\ell$ for some $e_{i}=\left(\epsilon_{0}, \epsilon_{1}, \ldots, \epsilon_{i-2}\right) \in Z_{\mu}^{i-1}$.

We end this subsection by presenting a simple example that demonstrates the relationship between the second subscript $j$ of the multiscale basis function $u_{i j}$ and the location of the support set $S_{i j}$.

Example 2.2.3 Let $\mu=2, \sigma=3$, then $m=\mu(\sigma-1)=2 \times 3-2=4$.
In particular, for $i=2$ and $j \in Z_{w(2)}=Z_{8}$, we can represent $j$ as

$$
j=4\left(\epsilon_{0}\right)+\ell, \text { for } \epsilon_{0} \in Z_{2}, \ell \in Z_{4} .
$$

To be more specific, the wavelet basis at level $i=2$ was grouped into two sets of four
functions each having the same "support interval", i.e.

$$
S_{20}=S_{21}=S_{22}=S_{23}=\left[0, \frac{1}{2}\right]
$$

and

$$
S_{24}=S_{25}=S_{26}=S_{27}=\left[\frac{1}{2}, 1\right] .
$$

Similarly, at level $i=3$, for $j \in Z_{w(3)}=Z_{16}, j$ can be expressed as:

$$
j=4\left(2 \epsilon_{1}+\epsilon_{0}\right)+\ell, \text { for } \epsilon_{0}, \epsilon_{1} \in Z_{2}, \ell \in Z_{4},
$$

which implies 16 wavelet basis was grouped into 4 sets of 4 functions each sharing the same "support interval" with length $\frac{1}{4}$.

### 2.2.2 Formulation of Multiscale Garlekin Methods

With the sequence of multiscale piecewise polynomial spaces $\mathcal{X}_{n}$ and under the fact that $\cup_{n \in N} \mathcal{X}_{n}$ is dense in $L^{2}(I)$, we can define the orthogonal projector

$$
\mathcal{P}_{n}: L^{2}(I) \rightarrow \mathcal{X}_{n}
$$

which for $u \in L^{2}(I)$ satisfies

$$
\begin{equation*}
\left(u-\mathcal{P}_{n} u, u_{i j}\right)=0, \quad \forall u_{i j} \in X_{n} . \tag{2.29}
\end{equation*}
$$

In what follows, the notation $a \sim b$ means that there are two positive constants $c$ and $c^{\prime}$ such that $c a \leq b \leq c^{\prime} a$. We use $c$ to denote a universal constant that can be distinct at different occurrences.

Proposition 4. The following properties hold [1]:

1. "Vanishing moment property": For any $p \in P_{\sigma}$ the set of polynomials of degree less than or equal to $\sigma-1$ on $I,\left(u_{i j}, p\right)=0$, for $(i, j) \in U_{n}$.
2. For each $j \in Z_{w(i)}$, there exist a $e_{i} \in Z_{\mu}^{i-1}$ such that for $j=\nu\left(e_{i}\right) m+\ell$ with $i>1$ and $\ell \in Z_{m}$, and $u_{i j}(s)=0, s \notin S_{i j}$.
3. There exists a constant $c$ such that for $(i, j) \in U_{n}$,

$$
\left\|u_{i j}\right\|_{2}=1 \quad \text { and } \quad\left\|u_{i j}\right\|_{\infty} \leq c \mu^{i / 2}
$$

4. "Shrinking support property": If denote $d_{i}:=\operatorname{meas}\left(S_{i j}\right)$, then $s(i) \sim \mu^{i}, w(i) \sim \mu^{i}$ and $d_{i} \sim \mu^{-i}$.
5. The operator $\mathcal{P}_{i}$ are well defined and converge pointwise to the identity operator $\mathcal{I}$ in $L^{2}(I)$ as $i \rightarrow \infty$, that is, for each $g \in L^{2}(I), \lim _{i \rightarrow \infty}\left\|\mathcal{P}_{i} g-g\right\|_{2}=0$ holds.
6. There exists a positive constant $c$ such that, for all $u \in H^{\sigma}(I),\left\|u-\mathcal{P}_{n} u\right\|_{2} \leq c s(n)^{-\sigma n}\|u\|_{H^{\sigma}}$.

The proof of these properties can be found in [1]. The multiscale Galerkin method of the integral equation (2.7) is to find $u_{n} \in \mathcal{X}_{n}$ that satisfies the operator equation

$$
\begin{equation*}
\left(\mathcal{I}+\mathcal{K}_{n}\right) u_{n}=\mathcal{P}_{n} f, \tag{2.30}
\end{equation*}
$$

where $\mathcal{K}_{n}=\mathcal{P}_{n} \mathcal{K}$. Using the multiscale bases $\left\{u_{i j}:(i, j) \in U_{n}\right\}$ as basis for spaces $\mathcal{X}_{n}$, the above Galerkin method is to seek a vector $\mathbf{b}_{n}:=\left[b_{i j}:(i, j) \in U_{n}\right]$ such that the function

$$
u_{n}:=\sum_{(i, j) \in U_{n}} b_{i j} u_{i j} \in \mathcal{X}_{n}
$$

satisfied

$$
\begin{equation*}
\left(u_{n}, u_{i^{\prime} j^{\prime}}\right)+\left(\mathcal{K} u_{n}, u_{i^{\prime} j^{\prime}}\right)=\left(f, u_{i^{\prime} j^{\prime}}\right), \quad \forall u_{i^{\prime} j^{\prime}} \in X_{n}, \quad\left(i^{\prime}, j^{\prime}\right) \in U_{n} \tag{2.31}
\end{equation*}
$$

or equivalently, $\mathbf{b}_{n}$ is the solution of the linear system of equations

$$
\begin{equation*}
\left(\mathbf{E}_{n}+\mathbf{K}_{n}\right) \mathbf{b}_{n}=\mathbf{f}_{n} \tag{2.32}
\end{equation*}
$$

where

$$
\begin{gathered}
\mathbf{E}_{n}:=\left[\left(u_{i j}, u_{i^{\prime} j^{\prime}}\right):(i, j),\left(i^{\prime}, j^{\prime}\right) \in U_{n}\right], \\
\mathbf{K}_{n}:=\left[\left(\mathcal{K} u_{i j}, u_{i^{\prime} j^{\prime}}\right),(i, j),\left(i^{\prime}, j^{\prime}\right) \in U_{n}\right],
\end{gathered}
$$

and

$$
\mathbf{f}_{n}:=\left[\left(f, u_{i^{\prime} j^{\prime}}\right),\left(i^{\prime}, j^{\prime}\right) \in U_{n}\right] .
$$

Due to the orthogonality property of the multiscale bases, we conclude that $\mathbf{E}_{n}$ is a block diagonal matrix. Noting that the coefficient matrix $\mathbf{K}_{n}$ is a dense matrix, when its size $s(n)$ is large, it is expensive to generate it. By properties 1 and 4 of Proposition 4, the use of the multiscale basis allows us to compress the matrix $\mathbf{K}_{n}$ to a sparse matrix due to the absolute values of a significant amount of its entries being relatively small. As a consequence, a fast numerical algorithm can be developed.

### 2.3 Matrix Compression

In this section, we propose a matrix compression strategy for the coefficient matrix of the linear system (2.32). The results in this subsection are new and form a part of the original work in this thesis.

We partition $\mathbf{K}_{n}$ as a block matrix

$$
\mathbf{K}_{n}:=\left[\mathbf{K}_{i i^{\prime}}: i, i^{\prime} \in Z_{n+1}\right],
$$

where

$$
\mathbf{K}_{i i^{\prime}}:=\left[K_{i j, i^{\prime} j^{\prime}}: j \in w(i), j \in w\left(i^{\prime}\right)\right]
$$

and $K_{i j, i^{\prime} j^{\prime}}$ takes the form:

$$
\begin{align*}
K_{i j, i^{\prime} j^{\prime}} & =\int_{S_{i^{\prime} j^{\prime}}} \mathcal{K} u_{i j}(x) u_{i^{\prime} j^{\prime}}(x) \mathrm{d} x \\
& =a \int_{S_{i^{\prime} j^{\prime}}} \int_{0}^{x}(x-s)^{\theta-1} u_{i j}(s) \mathrm{d} s u_{i^{\prime} j^{\prime}}(x) \mathrm{d} x  \tag{2.33}\\
& =a \int_{S_{i^{\prime} j^{\prime}}} \int_{[0, x] \cap S_{i j}}(x-s)^{\theta-1} u_{i j}(s) u_{i^{\prime} j^{\prime}}(x) \mathrm{d} s \mathrm{~d} x, \quad(i, j),\left(i^{\prime}, j^{\prime}\right) \in U_{n} .
\end{align*}
$$

According to $S_{i j}:=\left[q_{i j}, q_{i j}^{\prime}\right]$ and $S_{i^{\prime} j^{\prime}}=\left[q_{i^{\prime} j^{\prime}}, q_{i^{\prime} j^{\prime}}^{\prime}\right]$ the supports of $u_{i j}$ and $u_{i^{\prime} j^{\prime}}$ in the above equation, there are four different cases that are described in Figures 2.3.3-2.3.6.


Figure 2.3.3: case 1


Figure 2.3.4: case 2


Figure 2.3.5: case 3

- Case 1. The support of $u_{i^{\prime} j^{\prime}}$ lies to the left of the one of $u_{i j}$, i.e. $q_{i^{\prime} j^{\prime}}^{\prime} \leq q_{i j}$, since $\operatorname{meas}\left([0, x] \bigcap S_{i j}\right)=0$, we have $K_{i j, i^{\prime} j^{\prime}}=0$.
- Case 2, 3. Either $\left[q_{i^{\prime} j^{\prime}}, q_{i^{\prime} j^{\prime}}^{\prime}\right] \subseteq\left[q_{i j}, q_{i j}^{\prime}\right]$ or $\left[q_{i j}, q_{i j}^{\prime}\right] \subseteq\left[q_{i^{\prime} j^{\prime}}, q_{i^{\prime} j^{\prime} j^{\prime}}^{\prime}\right], \operatorname{dist}\left(S_{i j}, S_{i^{\prime} j^{\prime}}\right)=0$. The entries corresponding to those cases usually would be"large", so we just leave these unchanged.
- Case 4. The support of $u_{i j}$ lies to the left of the support of $u_{i^{\prime} j^{\prime}}$, i.e. $q_{i j}^{\prime} \leq q_{i^{\prime} j^{\prime}}$, when the distance between those two support sets is larger than some predefined threshold,


Figure 2.3.6: case 4
the absolute value of $K_{i j, i^{\prime} j^{\prime}}$ will be sufficiently small in magnitude to some degree of precision, they can be neglected without affecting the overall accuracy of the approximation.

Thus, we propose a matrix truncation strategy for the entries of $K_{n}$ that satisfy case 4. For that end, let's give an estimate of $K_{i j, i^{\prime} j^{\prime}}$ first. For the case that $q_{i j}^{\prime} \leq q_{i^{\prime} j^{\prime}}$, we have the following estimate for $K_{i j, i^{\prime} j^{\prime}}$.

Lemma 1. For $i, i^{\prime} \in Z_{n+1}, \sigma$ as a positive integer, if $q_{i j}^{\prime} \leq q_{i^{\prime} j^{\prime}}^{\prime}$ and there is a constant $r>1$ such that

$$
\begin{equation*}
\operatorname{dist}\left(S_{i j}, S_{i^{\prime} j^{\prime}}\right) \geq r\left(d_{i}+d_{i^{\prime}}\right) \tag{2.34}
\end{equation*}
$$

then there exists a positive constant $c$ such that

$$
\begin{equation*}
\left|K_{i j, i^{\prime} j^{\prime}}\right| \leq c\left(d_{i} d_{i^{\prime}}\right)^{\sigma-\frac{1}{2}} \int_{S_{i^{\prime} j^{\prime}}} \int_{S_{i j}} \frac{1}{(x-s)^{2 \sigma+(1-\theta)}} \mathrm{d} s \mathrm{~d} x \tag{2.35}
\end{equation*}
$$

where $d_{i}:=\operatorname{meas}\left(S_{i j}\right)$.
Proof. Let $x_{0}, s_{0}$ be centers of the sets $S_{i j}$ and $S_{i^{\prime} j^{\prime}}$, respectively. Obviously, for $x \neq s, k(x, s)$ has continuous partial derivatives, we apply Taylor's theorem to $k(x, s)$ at the point $x_{0}, s_{0}$, yielding

$$
k(x, s)=p(x, s)+q(x, s)+\frac{\left(s-s_{0}\right)^{\sigma}\left(x-x_{0}\right)^{\sigma}}{(\sigma!)^{2}} R_{\sigma}(x, s)
$$

where $p(x, \cdot), q(\cdot, s)$ are polynomials of total degree $\leq \sigma-1$ in $x$ and $s$, respectively, and

$$
\left.R_{\sigma}(x, s):=\int_{0}^{1} \int_{0}^{1} \theta_{1}^{\sigma-1} \theta_{2}^{\sigma-1} D_{x}^{\sigma} D_{s}^{\sigma} k\left(x+\theta_{2}\left(x_{0}-x\right)\right), s+\theta_{1}\left(s_{0}-s\right)\right) \mathrm{d} \theta_{2} \mathrm{~d} \theta_{1}
$$

On the other hand, since $q_{i j}^{\prime} \leq q_{i^{\prime} j^{\prime}}$, we have $S_{i j} \cap[0, x]=S_{i j}$. By the vanishing moment
property of $u_{i j}$ and $u_{i^{\prime} j^{\prime}}$ (Proposition 4) we have that

$$
\int_{S_{i j}}\left(\int_{S_{i^{\prime} j^{\prime}}} p(x, s) u_{i^{\prime} j^{\prime}}(x) \mathrm{d} x\right) u_{i j}(s) \mathrm{d} x=0
$$

and

$$
\int_{S_{i^{\prime} j^{\prime}}}\left(\int_{S_{i j}} q(x, s) u_{i j}(s) \mathrm{d} s\right) u_{i^{\prime} j^{\prime}}(x) \mathrm{d} x=0
$$

which leads to

$$
K_{i j, i^{\prime} j^{\prime}}=a \int_{S_{i^{\prime} j^{\prime}}} \int_{S_{i j}} \frac{\left(s-s_{0}\right)^{\sigma}\left(x-x_{0}\right)^{\sigma}}{(\sigma!)^{2}} R_{\sigma}(x, s) u_{i j}(s) u_{i^{\prime} j^{\prime}}(x) \mathrm{d} s \mathrm{~d} x
$$

With property 3 and property 4 of proposition 4 , we continue to have the estimate that

$$
\begin{equation*}
\left|K_{i j, i^{\prime} j^{\prime}}\right| \leq \frac{c}{(\sigma!)^{2}} d_{i}^{\sigma-\frac{1}{2}} d_{i^{\prime}}^{\sigma-\frac{1}{2}} \int_{S_{i^{\prime} j^{\prime}}} \int_{S_{i j}}\left|R_{\sigma}(x, s)\right| \mathrm{d} s \mathrm{~d} x . \tag{2.36}
\end{equation*}
$$

By the mean value theorem, the following inequality

$$
\begin{equation*}
\left|R_{\sigma}(x, s)\right| \leq(2 \sigma-1)!\left(x^{\prime}-s^{\prime}\right)^{-(2 \sigma+(1-\theta))} \tag{2.37}
\end{equation*}
$$

hold for some $x^{\prime} \in S_{i^{\prime} j^{\prime}}$ and $s^{\prime} \in S_{i j}$. Furthermore, for any $x \in S_{i^{\prime} j^{\prime}}, s \in S_{i j}$ the assumption (2.34) yields

$$
\begin{equation*}
\left(x^{\prime}-s^{\prime}\right) \geq\left(1-r^{-1}\right)(x-s) \tag{2.38}
\end{equation*}
$$

Thus, combining (2.37) and (2.38) and substituting them into (2.36) proves the desired result.

Next, for each $i, i^{\prime} \in Z_{n+1}$, we define a truncation parameter as

$$
\begin{equation*}
\delta_{i i^{\prime}}:=\max \left\{\mu^{-n+\alpha(n-i)+\alpha^{\prime}\left(n-i^{\prime}\right)}, r\left(d_{i}+d_{i^{\prime}}\right)\right\} . \tag{2.39}
\end{equation*}
$$

For the matrix $\mathbf{K}_{n}$, we compress it into a new matrix $\widetilde{\mathbf{K}}_{n}:=\left[\widetilde{\mathbf{K}}_{i i^{\prime}}: i, i^{\prime} \in Z_{n+1}\right]$, where each
block $\widetilde{\mathbf{K}}_{i i^{\prime}}$ as a compressed matrix of $\mathbf{K}_{i i^{\prime}}$ is given by

$$
\widetilde{K}_{i j, i^{\prime} j^{\prime}}:= \begin{cases}0, & \text { if } \quad q_{i^{\prime} j^{\prime}}-q_{i j}^{\prime} \geq \delta_{i i^{\prime}}  \tag{2.40}\\ 0, & \text { if } q_{i^{\prime} j^{\prime}}^{\prime} \leq q_{i j} \\ K_{i j, i^{\prime} j^{\prime}}, & \text { otherwise }\end{cases}
$$

We then replace the matrix $\mathbf{K}_{n}$ in the linear system (2.32) by $\widetilde{\mathbf{K}}_{n}$ and find a vector $\widetilde{\mathbf{b}}_{n}=$ $\left[\widetilde{b}_{i j}:(i, j) \in U_{n}\right]$ that solves the compressed linear system

$$
\begin{equation*}
\left(\mathbf{E}_{n}+\widetilde{\mathbf{K}}_{n}\right) \widetilde{\mathbf{b}}_{n}=\mathbf{f}_{n} \tag{2.41}
\end{equation*}
$$

Next, we introduce an abstract operator $\widetilde{\mathcal{K}_{n}}$ which corresponds to the compressed matrix $\widetilde{\mathbf{K}}$.

Definition 2. Define a linear operator $\widetilde{\mathcal{K}}_{n}$ on $\mathcal{X}_{n}$ as

$$
\widetilde{\mathcal{K}}_{n} u_{i j}=\sum_{(l, k) \in U_{n}} b_{l k, i j} u_{l k}
$$

and

$$
\widetilde{\mathcal{K}}_{n}\left(\alpha u_{i j}+\beta u_{i^{\prime} j^{\prime}}\right)=\alpha \widetilde{\mathcal{K}}_{n} u_{i j}+\beta \widetilde{\mathcal{K}}_{n} u_{i j}
$$

where

$$
b_{l k, i j}=\left(\widetilde{\mathbf{K}}_{n} \mathbf{E}_{n}^{-1}\right)_{l k, i j}
$$

Then we have the following proposition.

Proposition 5. Solving the linear integral equation (2.41) is equivalent to finding

$$
\widetilde{u}_{n}=\sum_{(i, j) \in U_{n}} \widetilde{b}_{i j} u_{i j} \in \mathcal{X}_{n}
$$

such that

$$
\begin{equation*}
\left(\mathcal{I}+\widetilde{\mathcal{K}}_{n}\right) \widetilde{u}_{n}=\mathcal{P}_{n} f \tag{2.42}
\end{equation*}
$$

Proof. For $(i, j),\left(i^{\prime}, j^{\prime}\right) \in U_{n}$,

$$
\begin{equation*}
\left(\widetilde{\mathcal{K}}_{n} u_{i j}, u_{i^{\prime} j^{\prime}}\right)=\sum_{(l, k) \in U_{n}} b_{l k, i j}\left(u_{l k}, u_{i^{\prime} j^{\prime}}\right)=\left(\widetilde{\mathbf{K}}_{n} \mathbf{E}_{n}^{-1} \mathbf{E}_{n}\right)_{i j, i^{\prime} j^{\prime}} \tag{2.43}
\end{equation*}
$$

Equation (2.43) implies that

$$
\widetilde{\mathbf{K}}_{n}=\left\{\left(\widetilde{\mathcal{K}}_{n} u_{i j}, u_{i^{\prime} j^{\prime}}\right):(i, j),\left(i^{\prime}, j^{\prime}\right) \in U_{n}\right\}
$$

we complete the proof.
We give the estimate of the discrepancy between $\left\|\mathbf{K}_{i^{\prime} i}-\widetilde{\mathbf{K}}_{i^{\prime} i}\right\|_{2}$ in the next lemma. For convenience, we first introduce a notation

$$
D_{\delta_{i i^{\prime}}}^{j^{\prime}}:=\left\{j: j \in Z_{w(i)}, q_{i^{\prime} j^{\prime}}-q_{i j}^{\prime}>\delta_{i i^{\prime}}\right\} .
$$

Obviously, for fixed $i, i^{\prime}, j^{\prime}, D_{\delta_{i i^{\prime}}}^{j^{\prime}}$ is the index set of $j$ corresponding to $K_{i j, i^{\prime} j^{\prime}}$ that we truncated off.

Lemma 2. For a positive integer $\sigma$, then for any $r>1$, there exists a constant $c$ such that if we choose truncation parameter $\delta_{i i^{\prime}}:=\max \left\{\mu^{-n+\alpha(n-i)+\alpha^{\prime}\left(n-i^{\prime}\right)}, r\left(d_{i}+d_{i^{\prime}}\right)\right\}$, the following inequality holds,

$$
\begin{equation*}
\left\|\mathbf{K}_{i i^{\prime}}-\widetilde{\mathbf{K}}_{i i^{\prime}}\right\|_{2} \leq c\left(d_{i} d_{i^{\prime}}\right)^{\sigma} \delta_{i i^{\prime}}^{-2 \sigma+\theta} \tag{2.44}
\end{equation*}
$$

Proof. First of all, since the spectral radius of a matrix is less than or equal to any of its matrix norms, the following inequality holds,

$$
\begin{equation*}
\left\|\mathbf{K}_{i i^{\prime}}-\widetilde{\mathbf{K}}_{i i^{\prime}}\right\|_{2}^{2} \leq\left\|\mathbf{K}_{i i^{\prime}}-\widetilde{\mathbf{K}}_{i i^{\prime}}\right\|_{1}\left\|\mathbf{K}_{i i^{\prime}}-\widetilde{\mathbf{K}}_{i i^{\prime}}\right\|_{\infty} \tag{2.45}
\end{equation*}
$$

now we just need to estimate $\left\|\mathbf{K}_{i i^{\prime}}-\widetilde{\mathbf{K}}_{i i^{\prime}}\right\|_{\infty}$ and $\left\|\mathbf{K}_{i i^{\prime}}-\widetilde{\mathbf{K}}_{i i^{\prime}}\right\|_{1}$, respectively. By the definition of $\widetilde{\mathbf{K}}_{i i^{\prime}}$, we have

$$
\left\|\mathbf{K}_{i i^{\prime}}-\widetilde{\mathbf{K}}_{i i^{\prime}}\right\|_{\infty}=\max _{j^{\prime} \in Z_{w\left(i^{\prime}\right)}} \sum_{j \in D_{\delta_{i i^{\prime}}}^{j^{\prime}}}\left|K_{i j, i^{\prime} j^{\prime}}\right|
$$

then following the estimate of $K_{i j, i^{\prime} j^{\prime}}$ from lemma 1, we further have

$$
\begin{align*}
\left\|\mathbf{K}_{i i^{\prime}}-\widetilde{\mathbf{K}}_{i i^{\prime}}\right\|_{\infty} & \leq c\left(d_{i} d_{i^{\prime}}\right)^{\sigma-\frac{1}{2}} \max _{j^{\prime} \in Z_{w\left(i^{\prime}\right)}} \sum_{j \in D_{\delta_{i i^{\prime}}}^{j^{\prime}}} \int_{S_{i^{\prime} j^{\prime}}} \int_{S_{i j}} \frac{1}{(x-s)^{2 \sigma+(1-\theta)}} \mathrm{d} s \mathrm{~d} x \\
& \leq c\left(d_{i} d_{i^{\prime}}\right)^{\sigma-\frac{1}{2}} d_{i^{\prime}} \max _{\left.j^{\prime} \in Z_{w\left(i^{\prime}\right)}\right)} \max _{x \in S_{i^{\prime} j^{\prime}}} \sum_{j \in D_{\delta_{i i^{\prime}}}^{j^{\prime}}} \int_{S_{i j}} \frac{1}{(x-s)^{2 \sigma+(1-\theta)}} \mathrm{d} s  \tag{2.46}\\
& \leq c\left(d_{i} d_{i^{\prime}}\right)^{\sigma-\frac{1}{2}} d_{i^{\prime}} \int_{t>\delta_{i i^{\prime}}} \frac{1}{t^{2 \sigma+(1-\theta)}} \mathrm{d} t \\
& \leq c\left(d_{i} d_{i^{\prime}}\right)^{\sigma-\frac{1}{2}} d_{i^{\prime}} \delta_{i i^{\prime}}^{-2 \sigma+\theta} .
\end{align*}
$$

Similarly, by the definition of the $L^{1}$ norm of a matrix, we have

$$
\begin{align*}
\left\|\mathbf{K}_{i i^{\prime}}-\widetilde{\mathbf{K}}_{i i^{\prime}}\right\|_{1} & =\max _{j \in Z_{w(i)}} \sum_{j^{\prime} \in D_{\delta_{i i^{\prime}}}^{j}}\left|K_{i j, i^{\prime} j^{\prime}}\right| \\
& \leq c\left(d_{i} d_{i^{\prime}}\right)^{\sigma-\frac{1}{2}} \max _{j \in Z_{w(i)}} \sum_{j^{\prime} \in D_{\delta_{i i^{\prime}}}^{j}} \int_{S_{i^{\prime} j^{\prime}}} \int_{S_{i j}} \frac{1}{(x-s)^{2 \sigma+(1-\theta)}} \mathrm{d} s \mathrm{~d} x \\
& \leq c\left(d_{i} d_{i^{\prime}}\right)^{\sigma-\frac{1}{2}} d_{i} \max _{\left.j^{\prime} \in Z_{w\left(i^{\prime}\right)}\right)} \max _{s \in S_{i j}} \sum_{j^{\prime} \in D_{\delta_{i i^{\prime}}}^{j}} \int_{S_{i^{\prime} j^{\prime}}} \frac{1}{(x-s)^{2 \sigma+(1-\theta)}} \mathrm{d} x  \tag{2.47}\\
& \leq c\left(d_{i} d_{i^{\prime}}\right)^{\sigma-\frac{1}{2}} d_{i} \int_{t>\delta_{i i^{\prime}}} \frac{1}{t^{2 \sigma+(1-\theta)}} \mathrm{d} t \\
& \leq c\left(d_{i} d_{i^{\prime}}\right)^{\sigma-\frac{1}{2}} d_{i} \delta_{i i^{\prime}}^{-2 \sigma+\theta} .
\end{align*}
$$

Substituting the above two estimates into the right-hand side of (2.45) yields the desired results.

The next theorem provides a stability estimate for operator $\mathcal{I}-\widetilde{\mathcal{K}}_{n}$.

Theorem 2.3.1. Let $\sigma$ be a positive integer and $r>1$. Suppose that we choose truncation
parameter $\delta_{i i^{\prime}}:=\max \left\{\mu^{-n+\alpha(n-i)+\alpha^{\prime}\left(n-i^{\prime}\right)}, r\left(d_{i}+d_{i^{\prime}}\right)\right\}$ with $\alpha=1, \alpha^{\prime}>\frac{\sigma}{2 \sigma-\theta}$, then $\left(\mathcal{I}-\widetilde{\mathcal{K}}_{n}\right)^{-1}$ exists and is uniformly bounded.

Proof. According to the proof of Lemma 5.11 in [1] and the result from Lemma 5, for any $u, v \in \mathcal{X}$, we have

$$
\begin{align*}
\left.\mid\left(\mathcal{K}_{n}-\widetilde{\mathcal{K}}_{n}\right) \mathcal{P}_{n} u, \mathcal{P}_{n} v\right) \mid & \leq \sum_{i, i^{\prime} \in Z_{n+1}} c\left(d_{i} d_{i^{\prime}}\right)^{\sigma}\left(\delta_{i i^{\prime}}\right)^{-(2 \sigma-\theta)}\|u\|_{2}\|v\|_{2}  \tag{2.48}\\
& \leq \sum_{i, i^{\prime} \in Z_{n+1}} \mu^{(\sigma-\alpha(2 \sigma-\theta))(n-i)+\left(\sigma-\alpha^{\prime}(2 \sigma-\theta)\right)\left(n-i^{\prime}\right)} \mu^{-\theta n}\|u\|_{2}\|v\|_{2}
\end{align*}
$$

On the other hand, $\left(\mathcal{K}_{n}-\widetilde{\mathcal{K}}_{n}\right)=\mathcal{P}_{n}\left(\mathcal{K}_{n}-\widetilde{\mathcal{K}}_{n}\right)$ leads to

$$
\begin{equation*}
\left\|\left(\mathcal{K}_{n}-\widetilde{\mathcal{K}}_{n}\right) \mathcal{P}_{n} u\right\|=\sup _{v \in \mathcal{X},\|v\|_{2} \neq 0} \frac{\left|\left(\mathcal{P}_{n}\left(\mathcal{K}_{n}-\widetilde{\mathcal{K}}_{n}\right) \mathcal{P}_{n} u, v\right)\right|}{\|v\|_{2}}=\sup _{v \in \mathcal{X},\|v\|_{2} \neq 0} \frac{\left.\mid\left(\mathcal{K}_{n}-\widetilde{\mathcal{K}}_{n}\right) \mathcal{P}_{n} u, \mathcal{P}_{n} v\right) \mid}{\|v\|_{2}} \tag{2.49}
\end{equation*}
$$

Since there exists a constant $c$ such that $\mu^{\left(\sigma-\alpha(\sigma-\theta)(n-i)+\left(\sigma-\alpha^{\prime}(\sigma-\theta)\left(n-i^{\prime}\right)\right.\right.} \mu^{-\theta n} \leq c$, (see the proof of Theorem 5.12 in [1]), combining equation (2.48) with (2.49) yields

$$
\left\|\left(\mathcal{K}_{n}-\widetilde{\mathcal{K}}_{n}\right) v\right\| \leq c\|v\|_{2 .} \text { for } \quad v \in \mathcal{X}_{n}
$$

This, with the stability estimate of the standard Galerkin method yields

$$
\left\|\left(\mathcal{I}-\widetilde{\mathcal{K}}_{n}\right) v\right\| \geq\left\|\left(\mathcal{I}-\mathcal{K}_{n}\right) v\right\|-\left\|\left(\mathcal{K}_{n}-\widetilde{\mathcal{K}}_{n}\right) v\right\| \geq c\|v\|_{2}
$$

for any $v \in \mathcal{X}_{n}$. The above stability estimate ensures the desired result of this Theorem.

We establish the convergence order of $\widetilde{u}_{n}$ in the following theorem.

Theorem 2.3.2. Let $\sigma$ be a positive integer, $u \in \mathcal{H}^{\sigma}(I)$ be the exact solution of equation (2.7). Suppose the truncation parameters $\delta_{i i^{\prime}}$ are chosen as

$$
\begin{equation*}
\delta_{i i^{\prime}}:=\max \left\{\mu^{-n+\alpha(n-i)+\alpha^{\prime}\left(n-i^{\prime}\right)}, r\left(d_{i}+d_{i^{\prime}}\right)\right\} \tag{2.50}
\end{equation*}
$$

with $\alpha=1$ and $\alpha^{\prime}>\frac{\sigma}{2 \sigma-\theta}$, then there exists a constant $c$ such that

$$
\left\|u-\widetilde{u}_{n}\right\| \leq c s(n)^{-\sigma}\|u\|_{\mathcal{H}^{\sigma}(I)}
$$

Proof. See the proof of theorem 5.13 in [1].

### 2.3.1 Computational Complexity

The number of non-zero entries of the compressed matrix is used to evaluate the computational complexity of the proposed multiscale Galerkin method. In the next Theorem, we give an estimate for $\mathcal{N}\left(\widetilde{\mathbf{K}}_{n}\right)$, the number of nonzero entries in matrix $\widetilde{\mathbf{K}}_{n}$.

Theorem 2.3.3. For each $i, i^{\prime} \in Z_{n+1}$, and arbitrary $r>1$, we choose the truncation parameter $\delta_{i i^{\prime}}$ satisfy

$$
\begin{equation*}
\delta_{i i^{\prime}} \leq \max \left\{\mu^{-n+\alpha(n-i)+\alpha^{\prime}\left(n-i^{\prime}\right)}, r\left(d_{i}+d_{i^{\prime}}\right)\right\} \tag{2.51}
\end{equation*}
$$

then

$$
\mathcal{N}\left(\widetilde{\mathbf{K}}_{n}\right):= \begin{cases}\mathcal{O}\left(s(n) \log ^{2}(s(n)),\right. & \alpha=\alpha^{\prime}=1  \tag{2.52}\\ \mathcal{O}(s(n) \log (s(n)), & \text { otherwise }\end{cases}
$$

Proof. We first estimate the number of nonzero entries of block $\widetilde{\mathbf{K}}_{i i^{\prime}}$. we denote

$$
\left.S_{i^{\prime} j^{\prime}}^{i}:=\left\{x \in I: 0 \leq q_{i^{\prime} j^{\prime}}^{\prime}-x \leq d_{i}+d_{i^{\prime}}+\delta_{i i^{\prime}} \text { or } 0 \leq x-q_{i^{\prime} j^{\prime}}^{\prime} \leq d_{i}\right\}\right\}
$$

The zero entries of block $\widetilde{\mathbf{K}}_{i i^{\prime}}$ mainly come from two parts. Part one includes those entries due to the truncation procedure while the other part contains those entries involving the basis functions $u_{i j}$ and $u_{i^{\prime} j^{\prime}}$ satisfying $q_{i^{\prime} j^{\prime}}^{\prime} \leq q_{i j}$. Thus, if $\widetilde{K}_{i j, i^{\prime} j^{\prime}} \neq 0, S_{i j}$ must be a subset of
$S_{i^{\prime} j^{\prime}}^{i}$. Since there are $k$ basis functions $u_{i j}$ having support contained in $S_{i j}$, we have

$$
\begin{align*}
\mathcal{N}\left(\widetilde{\mathbf{K}}_{i, i^{\prime}}\right) & \leq \sigma \sum_{j^{\prime} \in w\left(i^{\prime}\right)} \frac{\operatorname{meas}\left(S_{i^{\prime} j^{\prime}}^{i}\right)}{\mu^{-(i-1)}} \leq k^{2}\left(2 d_{i}+d_{i^{\prime}}+\delta_{i i^{\prime}}\right) \mu^{i+i^{\prime}-1}  \tag{2.53}\\
& \leq \sigma^{2} \mu^{i+i^{\prime}-1}\left((r+1)\left(d_{i}+d_{i^{\prime}}\right)+d_{i}+\mu^{-n+\alpha(n-i)+\alpha^{\prime}\left(n-i^{\prime}\right)}\right)
\end{align*}
$$

Because

$$
\begin{equation*}
\mathcal{N}\left(\widetilde{\mathbf{K}}_{n}\right)=\sum_{i^{\prime} \in Z_{n+1}} \sum_{i \in Z_{n+1}} \mathcal{N}\left(\widetilde{\mathbf{K}}_{i i^{\prime}}\right), \tag{2.54}
\end{equation*}
$$

we substitute estimate (2.53) into (2.54), and obtain

$$
\begin{align*}
\mathcal{N}\left(\widetilde{\mathbf{K}}_{n}\right) & \left.\leq \sum_{i^{\prime} \in Z_{n+1}} \sum_{i \in Z_{n+1}} \sigma^{2} \mu^{i+i^{\prime}-1}\left((r+2) \mu^{-i+1}+(r+1) \mu^{-i^{\prime}+1}\right)+\mu^{-n+\alpha(n-i)+\alpha^{\prime}\left(n-i^{\prime}\right)}\right) \\
& =2 \sigma^{2}(r+2)(n+1) \sum_{i \in Z_{n+1}} \mu^{i}+\mu^{n-1} \sum_{i \in Z_{n+1}} \mu^{(\alpha-1)(n-i)} \sum_{i^{\prime} \in Z_{n+1}} \mu^{\left(\alpha^{\prime}-1\right)\left(n-i^{\prime}\right)}  \tag{2.55}\\
& = \begin{cases}\mathcal{O}\left(\mu^{n}(n+1)^{2}\right), & \alpha=\alpha^{\prime}=1, \\
\mathcal{O}\left(\mu^{n}(n+1)\right), & \text { otherwise },\end{cases}
\end{align*}
$$

as $n \rightarrow \infty$. Finally, the desired result of this theorem follows from the fact that $\mu^{n} \sim$ $s(n)$.

In order to solve (2.41), we still need to estimate the nonzero entries of the matrix $\widetilde{K}_{n}$. In the next section, we will describe a numerical quadrature scheme which is specially designed according to our singular kernel so that the quadrature errors will not ruin the overall convergence order of the approximate solution of the integral equation.

### 2.4 A Numerical Quadrature Scheme

The nonzero entries of the matrix $\widetilde{\mathbf{K}}_{n}$ are defined in terms of double integrals whose integrands involve the products of the weakly singular kernel and a piecewise polynomial. In this section, we shall present a numerical quadrature scheme to compute these nonzero
entries.
The entries of matrix $\widetilde{\mathbf{K}}_{n}$ are integrals of integrands in the form

$$
k_{i j, i^{\prime} j^{\prime}}(x):=\left(\int_{0}^{x} k(x, s) u_{i j}(s) \mathrm{d} s\right) u_{i^{\prime} j^{\prime}}(x)
$$

for $x \in S_{i^{\prime} j^{\prime}}$ and $(i, j) \in U_{n}$. To compute $K_{i j, i^{\prime} j^{\prime}}:=I\left(k_{i j, i^{\prime} j^{\prime}}\right)$, we divide $S_{i^{\prime} j^{\prime}}$ into $p$ equal subintervals of width $h:=\frac{\mu^{-i^{\prime}+1}}{p}$ with endpoints $\left[i_{\bar{a}}^{i^{\prime}}, t_{\bar{a}+1}^{i^{\prime}}\right]$, for $\bar{a} \in Z_{p}$ and $t i_{\bar{a}}:=q_{i^{\prime} j^{\prime}}+a h$. Then we use the following composite $q$ points Gaussian quadrature rule

$$
I\left(S\left(k_{i j, i^{\prime} j^{\prime}}\right)\right):=\sum_{\bar{a} \in Z_{p}} \sum_{\iota \in Z_{q}} \omega_{\iota}^{\bar{a}} k_{i j, j^{\prime} j^{\prime}}\left(\tau_{\iota}^{\bar{a}}\right),
$$

to approximate $I\left(k_{i j, i^{\prime} j^{\prime}}\right)$. Here $\omega_{\iota}^{\bar{a}}$ and $\tau_{\iota}^{\bar{a}}$ are the associated Gauss weights and Gauss points on $\left[t t_{\bar{a}}^{i^{\prime}}, t_{\bar{a}+1}^{i^{\prime}}\right]$, respectively.

Next, we turn to estimate each $k_{i j, i^{\prime} j^{\prime}}\left(\tau_{\iota}^{\bar{a}}\right)$. To this end, for any $\gamma \in(0,1)$ and $w \in N$, we define set $\pi^{i i^{\prime}}:=\left\{\zeta_{l}:=x-\gamma^{l}: l \in Z_{w}\right\} \cup\left\{\zeta_{w}:=x\right\}$, rearrange the elements of

$$
\left(\pi^{i i^{\prime}} \cup\left\{q_{i j}, q_{i j}^{\prime}\right\}\right) \cap S_{i j}
$$

in the increasing order, and write them as a new sequence $q_{i j}=q_{0}<q_{1}<\cdots<q_{m^{\prime}}=$ $\min \left\{q_{i j}^{\prime}, x\right\}$ with $m^{\prime} \leq w+2$. We define

$$
k_{i j}(x, s):=k(x, s) u_{i j}(s)
$$

and the associated partition of $[0, x] \cap S_{i j}$ as

$$
\Pi\left(k_{i j}\right):=\left\{Q_{\alpha}:=\left[q_{\alpha}, q_{\alpha+1}\right): \alpha \in Z_{m^{\prime}}\right\} .
$$

Obviously, for any $Q_{\alpha}$, there exists an $l \in Z_{w}$ such that $Q_{\alpha} \subset\left[\zeta_{l}, \zeta_{l+1}\right]$. We approximate $k_{i j, i^{\prime} j^{\prime}}$ on each interval $Q_{\alpha} \subset\left[\zeta_{l}, \zeta_{l+1}\right]$ using the Gauss-Legendre quadrature. That is, we first
construct a piecewise polynomial $S_{\alpha}\left(k_{i j}\right)$ of order $k^{\prime}$ which interpolates $k_{i j}$ at the Gauss points on $Q_{\alpha}$ and is equal to zero outside $Q_{\alpha}$, in case that $x \leq q_{i j}^{\prime}$, we set $S_{m^{\prime}-1}\left(k_{i j}\right)=0$. Next, we define $S\left(k_{i j}\right)=\sum_{\alpha \in Z_{m^{\prime}}} S_{\alpha}\left(k_{i j}\right)$ and use $I\left(S\left(k_{i j}\right)\right)(x) u_{i^{\prime} j^{\prime}}(x)$ to approximate $k_{i j, i^{\prime} j^{\prime}}(x)$.

In the rest of this section, we analyze the convergence order of this integration method. We first introduce two index sets

$$
Z_{\delta_{i_{i}}^{\prime}}^{j^{\prime}}:=\left\{j: j \in Z_{w(i)}, \operatorname{dist}\left(S_{i j}, S_{i^{\prime} j^{\prime}}\right) \leq \delta_{i i^{\prime}} \text { and } q_{i^{\prime} j^{\prime}}^{\prime} \geq q_{i j}\right\},
$$

and

$$
Z_{i^{\prime} j^{\prime}, i}^{\ell}:=\left\{j \in Z_{\delta_{i i^{\prime}}}^{j^{\prime}}: j=v\left(\mathbf{e}_{i}\right) \sigma+\ell\right\},
$$

for some $\mathbf{e}_{i} \in Z_{\mu}^{i-1}$. Then, for $\ell \in Z_{\sigma}$ and $\left(i^{\prime}, j^{\prime}\right) \in U_{n}$, we set

$$
\bar{u}_{i \ell, i^{\prime} j^{\prime}}=\sum_{j \in Z_{i^{\prime} j^{\prime}, i}^{e}} u_{i j}
$$

and

$$
h_{i \ell, i^{\prime} j^{\prime}}(x)=\left(\int_{0}^{x} k(x, s) \bar{u}_{i,, i^{\prime} j^{\prime}}(s) \mathrm{d} s\right) u_{i^{\prime} j^{\prime}}(x)
$$

Obviously, for $j_{1}, j_{2} \in Z_{i^{\prime} j^{\prime}, i}^{l}$, if $j_{1} \neq j_{2}, \operatorname{meas}\left(S_{i j_{1}} \bigcap S_{i j_{2}}\right)=0$.
It follows the above composite $q$ point Gaussian quadrature rule that

$$
I\left(S\left(h_{i \ell, i^{\prime} j^{\prime}}\right)\right):=\sum_{\bar{a} \in Z_{p}} \sum_{\iota \in Z_{q}} \omega_{\iota}^{\bar{a}} h_{i \ell, i^{\prime} j^{\prime}}\left(\tau_{\iota}^{\bar{a}}\right) .
$$

Next, we give the approximation of the $I\left(S\left(h_{i \ell, i^{\prime} j^{\prime}}\right)\right)$ according to our quadrature strategy. Let

$$
\pi\left(h_{i \ell, i^{\prime} j^{\prime}}\right)=\cup_{j \in Z_{i^{\prime} j^{\prime}, i}^{\ell}}\left(\pi^{i i^{\prime}} \cup\left\{q_{i j}, q_{i j}^{\prime}\right\}\right) \cap S_{i j},
$$

then we rearrange the elements of $\pi\left(h_{i \ell, i^{\prime} j^{\prime}}\right)$ in the increasing order and write them as a new sequence $\bar{q}_{i \ell}=\bar{q}_{0}<\bar{q}_{1} \cdots<\bar{q}_{m^{\prime \prime}}=\min \left\{\bar{q}_{i \ell}^{\prime}, x\right\}$.

Associated with the above notations, we define

$$
\begin{gathered}
f_{i \ell, i^{\prime} j^{\prime}}:=k(x, s) \bar{u}_{i l, i^{\prime} j^{\prime}}(s), \\
\Pi\left(f_{i \ell, i^{\prime} j^{\prime}}\right):=\left\{\bar{Q}_{\alpha}:=\left[\bar{q}_{\alpha}, \bar{q}_{\alpha+1}\right): \alpha \in Z_{m^{\prime \prime}}\right\} .
\end{gathered}
$$

and

$$
S\left(f_{i \ell, i^{\prime} j^{\prime}}\right)=\sum_{\alpha \in Z_{m^{\prime \prime}}} S_{\alpha}\left(f_{i \ell, i^{\prime} j^{\prime}}\right), \quad \widetilde{h}_{i \ell, i^{\prime} j^{\prime}}=I\left(S\left(f_{i \ell, i^{\prime} j^{\prime}}\right)\right) u_{i^{\prime} j^{\prime}},
$$

Our next lemma gives the estimate of the difference between $I\left(h_{i \ell, i^{\prime} j^{\prime}}\right)$ and $I\left(S\left(\widetilde{h}_{i \ell, i^{\prime} j^{\prime}}\right)\right)$.
Lemma 3. Let $E_{i \ell, i^{\prime} j^{\prime}}:=I\left(h_{i \ell, i^{\prime} j^{\prime}}\right)-I\left(S\left(\widetilde{h}_{i \ell, i^{\prime} j^{\prime}}\right)\right)$, for $p, q \in N, p>0, q>0$, there exists a positive constant $c$ such that for any $i \in Z_{n+1}, \ell \in Z_{\sigma},\left(i^{\prime}, j^{\prime}\right) \in U_{n}$ and $\gamma \in(0,1)$, we have the estimate

$$
E_{i,, i^{\prime} j^{\prime}} \leq c_{0} p^{-2 q}+\operatorname{cpq}\left(\frac{c_{1} \gamma^{\theta w}}{\theta}+c_{2}\left(\frac{1-\gamma}{\gamma}\right)^{2 k^{\prime}+1} \frac{\gamma^{\theta}}{1-\gamma^{\theta}}\left[\left(d_{i}+d_{i^{\prime}}+\delta_{i i^{\prime}}\right) \mu^{i-1}\right]^{k}\right)
$$

The proof of this lemma requires one technical lemma. Actually, by the triangle inequality, we have

$$
\begin{equation*}
\left|E_{i \ell, i^{\prime} j^{\prime}}\right| \leq\left|I\left(h_{i l, i^{\prime} j^{\prime}}\right)-I\left(S\left(h_{i \ell, i^{\prime} j^{\prime}}\right)\right)\right|+\left|I\left(S\left(h_{i \ell, i^{\prime} j^{\prime}}\right)\right)-I\left(S\left(\widetilde{h}_{i \ell, i^{\prime} j^{\prime}}\right)\right)\right| \tag{2.56}
\end{equation*}
$$

For the first term on the right side of (2.56), according to the error estimate of the composite Gauss formula, there exists a positive constant $c_{0}$ such that

$$
\begin{equation*}
\left|I\left(h_{i \ell, i^{\prime} j^{\prime}}\right)-I\left(S\left(h_{i \ell, i^{\prime} j^{\prime}}\right)\right)\right| \leq c_{0} p^{-2 q} \tag{2.57}
\end{equation*}
$$

By choosing $p, q$ large enough, this error will be sufficiently small. Thus, we just need to estimate the second term and we have the following lemma.

Lemma 4. There exists a constant $c$ such that for any $i \in Z_{n+1}, j \in Z_{\delta_{i i^{\prime}}}^{j^{\prime}},\left(i^{\prime}, j^{\prime}\right) \in U_{n}$ and
$\gamma \in(0,1)$,

$$
\begin{equation*}
\left|I\left(S\left(h_{i \ell, i^{\prime} j^{\prime}}\right)\right)-I\left(S\left(\widetilde{h}_{i \ell, i^{\prime} j^{\prime}}\right)\right)\right| \leq \operatorname{cpq}\left(\frac{c_{1} \gamma^{\theta w}}{\theta}+c_{2}\left(\frac{1-\gamma}{\gamma}\right)^{2 k^{\prime}+1} \frac{\gamma^{\theta}}{1-\gamma^{\theta}}\left[\left(d_{i}+d_{i^{\prime}}+\delta_{i i^{\prime}}\right) \mu^{i-1}\right]^{\sigma}\right) \tag{2.58}
\end{equation*}
$$

Proof. We introduce index set $\Gamma_{l}:=\left\{\alpha \in Z_{m^{\prime \prime}}: \bar{Q}_{\alpha} \in \Pi\left(f_{i \ell, i^{\prime} j^{\prime}}\right), \bar{Q}_{\alpha} \subset\left[\zeta_{l}, \zeta_{l+1}\right]\right\}$, for $l \in Z_{w}$. Associated with these index sets, we set

$$
E_{l}\left(f_{i \ell, i^{\prime} j^{\prime}}\right):=\sum_{\alpha \in \Gamma_{l}} \int_{\bar{Q}_{\alpha}}\left|f_{i \ell, i^{\prime} j^{\prime}}-S\left(f_{i \ell, i^{\prime} j^{\prime}}\right)\right| \mathrm{d} s
$$

and

$$
E\left(f_{i \ell, i^{\prime} j^{\prime}}(x)\right):=\sum_{\Gamma_{l} \neq \emptyset} E_{l}\left(f_{i \ell, i^{\prime} j^{\prime}}\right) .
$$

We first estimate $E_{w-1}\left(f_{i \ell, i^{\prime} j^{\prime}}\right)$. If $x<\bar{q}_{i \ell}^{\prime}$, we have

$$
\begin{equation*}
E_{w-1}\left(f_{i \ell, i^{\prime} j^{\prime}}\right) \leq a \int_{\zeta_{w-1}}^{x}\left|(x-s)^{\theta-1} \bar{u}_{i \ell, i^{\prime} j^{\prime}}(s)\right| \mathrm{d} s \leq \frac{c_{1} \gamma^{\theta w}}{\theta} \tag{2.59}
\end{equation*}
$$

Otherwise, for all $l \in Z_{w}$, by the error estimate of Gaussian quadrature, there exist $\eta_{\alpha} \in \bar{Q}_{\alpha}$ such that

$$
E_{l}\left(f_{i \ell, i^{\prime} j^{\prime}}\right):=\sum_{\alpha \in \Gamma_{l}} \frac{\left|D_{s}^{2 k^{\prime}} f_{i l, i^{\prime} j^{\prime}}\left(x, \eta_{\alpha}\right)\right|}{\left(2 k^{\prime}\right)!}\left|\int_{\bar{Q}_{\alpha}}\left(s-\tau_{0}^{\alpha}\right)^{2} \cdots\left(s-\tau_{k^{\prime}-1}^{\alpha}\right)^{2} \mathrm{~d} s\right|,
$$

where $\tau_{i}^{\alpha}, i \in Z_{k^{\prime}}$ are the $k^{\prime}$ zeros of the Legendre polynomial of degree $k^{\prime}$ on $\bar{Q}_{\alpha}$. By the Leibniz rule of a product of two functions, we obtain that

$$
\begin{align*}
\left|D_{s}^{2 k^{\prime}} f_{i \ell, i^{\prime} j^{\prime}}\left(\eta_{\alpha}\right)\right| & \leq \sum_{\beta \in Z_{\sigma}} C_{2 k^{\prime}}^{\beta}\left|D^{2 k^{\prime}-\beta} k\left(x, \eta_{\alpha}\right) \bar{u}_{i \ell, i^{\prime} j^{\prime}}^{\beta}\left(\eta_{\alpha}\right)\right| \\
& \leq \sum_{\beta \in Z_{\sigma}} C_{2 k^{\prime}}^{\beta}\left(x-\eta_{\alpha}\right)^{-\left(2 k^{\prime}+1-\theta-\beta\right)} \mu^{\beta(i-1)}\left|\sum_{j \in Z_{i^{\prime} j^{\prime}, i}^{e}} u_{1 \ell}^{\beta} \phi_{\mathbf{e}(s)}^{-1}\right| . \tag{2.60}
\end{align*}
$$

Since $\gamma^{l+1} \leq x-\eta_{\alpha} \leq d_{i}+d_{i^{\prime}}+\delta_{i i^{\prime}}$, we have

$$
\begin{align*}
E_{l}\left(f_{i \ell, i^{\prime} j^{\prime}}(x)\right) & \leq c \frac{\gamma^{-(l+1)\left(2 k^{\prime}+1-\theta\right)}}{\left(2 k^{\prime}-\sigma\right)!}\left(\gamma^{l}-\gamma^{l+1}\right)^{2 k^{\prime}+1} \sum_{\beta \in Z_{\sigma}}\left[\left(d_{i}+d_{i^{\prime}}+\delta_{i i^{\prime}}\right) \mu^{i-1}\right]^{\beta}  \tag{2.61}\\
& \leq c_{2}\left(\frac{1-\gamma}{\gamma}\right)^{2 k^{\prime}+1} \gamma^{(l+1) \theta}\left[\left(d_{i}+d_{i^{\prime}}+\delta_{i i^{\prime}}\right) \mu^{i-1}\right]^{\sigma}
\end{align*}
$$

Therefore,

$$
\begin{align*}
E\left(f_{i \ell, i^{\prime} j^{\prime}}\right)=\sum_{\Gamma_{l} \neq \emptyset} E_{l}\left(f_{i \ell, i^{\prime} j^{\prime}}\right) & \leq \frac{c_{1} \gamma^{(\theta) w}}{\theta}+\sum_{l=1}^{w-1} E_{l}\left(f_{i j}\right) \\
& =\frac{c_{1} \gamma^{(\theta) w}}{\theta}+c_{2}\left(\frac{1-\gamma}{\gamma}\right)^{2 k^{\prime}+1} \gamma^{\theta}\left[\left(d_{i}+d_{i^{\prime}}+\delta_{i i^{\prime}}\right) \mu^{i-1}\right]^{\sigma} \sum_{l=1}^{w-1} \gamma^{\theta l}  \tag{2.62}\\
& \leq \frac{c_{1} \gamma^{(\theta) w}}{\theta}+c_{2}\left(\frac{1-\gamma}{\gamma}\right)^{2 k^{\prime}+1} \frac{\gamma^{\theta}}{1-\gamma^{\theta}}\left[\left(d_{i}+d_{i^{\prime}}+\delta_{i i^{\prime}}\right) \mu^{i-1}\right]^{\sigma} .
\end{align*}
$$

Using estimate (2.62), we have

$$
\begin{align*}
\left|I\left(S\left(h_{i \ell, i^{\prime} j^{\prime}}\right)\right)-I\left(S\left(\widetilde{h}_{i \ell, i^{\prime} j^{\prime}}\right)\right)\right| & =\left|\sum_{a \in Z_{p}} \sum_{\iota \in Z_{q}} \omega_{\iota}^{a} h_{i \ell, i^{\prime} j^{\prime}}\left(\tau_{\iota}^{a}\right)-\sum_{a \in Z_{p}} \sum_{\iota \in Z_{q}} \omega_{\iota}^{a} \widetilde{h}_{i \ell, i^{\prime} j^{\prime}}\left(\tau_{\iota}^{a}\right)\right| \\
& \leq \sum_{a \in Z_{p}} \sum_{\iota \in Z_{q}} \omega_{\iota}^{a}\left|h_{i \ell, i^{\prime} j^{\prime}}\left(\tau_{\iota}^{a}\right)-\widetilde{h}_{i \ell, i^{\prime} j^{\prime}}\left(\tau_{\iota}^{a}\right)\right| \\
& =\sum_{a \in Z_{p}} \sum_{\iota \in Z_{q}} \omega_{\iota}^{a}\left|\left(I\left(f_{i \ell, i^{\prime} j^{\prime}}\left(\tau_{\iota}^{a}\right)\right)-I\left(S\left(f_{i \ell, i^{\prime} j^{\prime}}\left(\tau_{\iota}^{a}\right)\right)\right)\right) u_{i^{\prime} j^{\prime}}\left(\iota^{a}\right)\right| \\
& \leq c p q E\left(f_{i \ell, i^{\prime} j^{\prime}}\right) \\
& \leq c p q\left(\frac{c_{1} \gamma^{(\theta) w}}{\theta}+c_{2}\left(\frac{1-\gamma}{\gamma}\right)^{2 k^{\prime}+1} \frac{\gamma^{\theta}}{1-\gamma^{\theta}}\left[\left(d_{i}+d_{i^{\prime}}+\delta_{i i^{\prime}}\right) \mu^{i-1}\right]^{\sigma}\right) . \tag{2.63}
\end{align*}
$$

Lemma 3 follows from lemma 4 and the triangle inequality (2.56). Similarly as before, we define $\hat{\mathbf{K}}_{n}:=\left[\hat{\mathbf{K}}_{i i^{\prime}}: i, i^{\prime} \in Z_{n}\right]$ with

$$
\hat{\mathbf{K}}_{i i^{\prime}}:=\left[\hat{K}_{i j, i^{\prime} j^{\prime}}: j^{\prime} \in Z_{w(i)}, j \in Z_{w(j)}\right]
$$

where

$$
\hat{K}_{i j, i^{\prime} j^{\prime}}:=\left\{\begin{array}{l}
0, \text { if } q_{i^{\prime} j^{\prime}}-q_{i j}^{\prime} \geq \delta_{i i^{\prime}} \text { or } q_{i j}>q_{i^{\prime} j^{\prime}}^{\prime}  \tag{2.64}\\
I\left(S\left(\left(\widetilde{k}_{i j, i^{\prime} j^{\prime}}\right)\right)\right), \quad \text { otherwise }
\end{array}\right.
$$

for $(i, j),\left(i^{\prime}, j^{\prime}\right) \in U_{n}$.
Instead of solving (2.42), we solve

$$
\begin{equation*}
\left(\mathbf{E}_{n}+\hat{\mathbf{K}}_{n}\right) \hat{\mathbf{b}}_{n}=\mathbf{f}_{n}, \tag{2.65}
\end{equation*}
$$

for $\left[\hat{b}_{i j}:(i, j) \in U_{n}\right]$ and use

$$
\hat{u}_{n}:=\sum_{(i, j) \in U_{n}} \hat{b}_{i j} u_{i j} \in \mathcal{X}_{n}
$$

to approximate the exact solution $u$.
In the next lemma, we give an estimate for the discrepancy between the block $\widetilde{\mathbf{K}}_{i i^{\prime}}$ and $\hat{\mathbf{K}}_{i i^{\prime}}$.

Lemma 5. There exists a positive constant $c$ such that for all $i, i^{\prime} \in Z_{n+1}$ and $n \in N$,

$$
\begin{equation*}
\left\|\widetilde{\mathbf{K}}_{i i^{\prime}}-\hat{\mathbf{K}}_{i i^{\prime}}\right\|_{2} \leq c_{0} \sigma p^{-2 q}+c_{1} \sigma p q\left(c \frac{\gamma^{\theta w}}{\theta}+c_{2}\left(\frac{1-\gamma}{\gamma}\right)^{2 k^{\prime}+1} \frac{\gamma^{\theta}}{1-\gamma^{\theta}}\left[\left(d_{i}+d_{i^{\prime}}+\delta_{i i^{\prime}}\right) \mu^{\hat{i}-1}\right]^{\sigma}\right) \tag{2.66}
\end{equation*}
$$

where $\hat{i}=\max \left\{i, i^{\prime}\right\}$.

Proof. We first note that

$$
\left\|\hat{\mathbf{K}}_{i i^{\prime}}-\widetilde{\mathbf{K}}_{i i^{\prime}}\right\|_{\infty}=\max _{j^{\prime} \in Z_{w\left(i^{\prime}\right)}} \sum_{l \in Z_{\sigma}}\left|E\left(h_{i l, i^{\prime} j^{\prime}}\right)\right|
$$

therefore, by using lemma 3 , we have that

$$
\left\|\hat{\mathbf{K}}_{i i^{\prime}}-\widetilde{\mathbf{K}}_{i i^{\prime}}\right\|_{\infty} \leq c_{0} \sigma p^{-2 q}+c_{1} \sigma p q\left(\frac{c \gamma^{\theta w}}{\theta}+c_{2}\left(\frac{1-\gamma}{\gamma}\right)^{2 k^{\prime}+1} \frac{\gamma^{\theta}}{1-\gamma^{\theta}}\left[\left(d_{i}+d_{i^{\prime}}+\delta_{i i^{\prime}}\right) \mu^{i-1}\right]^{\sigma}\right) .
$$

Likewise, we can prove that

$$
\left\|\hat{\mathbf{K}}_{i i^{\prime}}-\widetilde{\mathbf{K}}_{i i^{\prime}}\right\|_{1} \leq c_{0} \sigma p^{-2 q}+c_{1} \sigma p q\left(\frac{c \gamma^{\theta w}}{\theta}+c_{2}\left(\frac{1-\gamma}{\gamma}\right)^{2 k^{\prime}+1} \frac{\gamma^{\theta}}{1-\gamma^{\theta}}\left[\left(d_{i}+d_{i^{\prime}}+\delta_{i i^{\prime}}\right) \mu^{i^{\prime}-1}\right]^{\sigma}\right)
$$

Since

$$
\begin{equation*}
\left\|\hat{\mathbf{K}}_{i i^{\prime}}-\widetilde{\mathbf{K}}_{i i^{\prime}}\right\|_{2}^{2} \leq\left\|\hat{\mathbf{K}}_{i i^{\prime}}-\widetilde{\mathbf{K}}_{i i^{\prime}}\right\|_{\infty}\left\|\hat{\mathbf{K}}_{i i^{\prime}}-\widetilde{\mathbf{K}}_{i i^{\prime}}\right\|_{1} \tag{2.67}
\end{equation*}
$$

we have

$$
\begin{equation*}
\left\|\hat{\mathbf{K}}_{i i^{\prime}}-\widetilde{\mathbf{K}}_{i i^{\prime}}\right\|_{2} \leq c_{0} k p^{-2 q}+c_{1} k p q\left(\frac{c \gamma^{\theta w}}{\theta}+c_{2}\left(\frac{1-\gamma}{\gamma}\right)^{2 k^{\prime}+1} \frac{\gamma^{\theta}}{1-\gamma^{\theta}}\left[\left(d_{i}+d_{i^{\prime}}+\delta_{i i^{\prime}}\right) \mu^{\hat{i}-1}\right]^{\sigma}\right) \tag{2.68}
\end{equation*}
$$

Likewise, we introduce an abstract linear operator $\hat{\mathcal{K}}_{n}$ which corresponds to the matrix $\hat{\mathbf{K}}_{n}$. Similar as the proof of Proposition 5 that we presented in section 2.3, we also can show that solving the linear integral equation $\left(\mathcal{I}+\hat{\mathcal{K}}_{n}\right) \hat{u}_{n}=\mathcal{P}_{n} f$ is equivalent to solve the new linear system of equations (2.65).

In order to ensure that the numerical integration will not ruin the convergence order of the Galerkin method, we choose special $q$, $w$ for each $i, i^{\prime} \in Z_{n+1}$ and use $q\left(i, i^{\prime}\right), w\left(i, i^{\prime}\right)$ to indicate $q, w$ with respect to different $i, i^{\prime}$, respectively. The existence and uniform boundness of operator $\left(\mathcal{I}+\hat{\mathcal{K}}_{n}\right)^{-1}$ is guaranteed by Lemma 5 and the specific way we choose $q\left(i, i^{\prime}\right)$, $w\left(i, i^{\prime}\right)$ in the next theorem (See proof of theorem 2.3.1).

Theorem 2.4.1. If $u \in H^{\sigma}(I)$, for $i, i^{\prime} \in Z_{n+1}, \delta_{i i^{\prime}}$ are chosen as

$$
\begin{equation*}
\delta_{i i^{\prime}}:=\max \left\{\mu^{-n+\alpha(n-i)+\alpha^{\prime}\left(n-i^{\prime}\right)}, r\left(d_{i}+d_{i^{\prime}}\right)\right\} \tag{2.69}
\end{equation*}
$$

with $\alpha=1,1>\gamma>\frac{1}{2}$ and $\alpha^{\prime}>\frac{\sigma}{2 \sigma-\theta}$, moreover, for fixed $p \in N$, choose

$$
\begin{equation*}
q\left(i, i^{\prime}\right) \geq \frac{\sigma\left(i+i^{\prime}\right) \log \mu}{2 \log p} \tag{2.70}
\end{equation*}
$$

$$
\begin{equation*}
k^{\prime} \geq \frac{\frac{-\sigma\left(\hat{i}+i+i^{\prime}\right) \log \mu}{\log \left(\frac{1-\gamma-\gamma}{\gamma}\right)}-1}{2}, \tag{2.71}
\end{equation*}
$$

and

$$
\begin{equation*}
w\left(i, i^{\prime}\right) \geq \frac{-\sigma\left(i+i^{\prime}\right) \log \mu}{\theta \log \gamma} \tag{2.72}
\end{equation*}
$$

then there exists a positive constant $c$ and a positive integer $N$ such that for all $n>N$,

$$
\|u-\hat{u}\| \leq c s(n)^{-\sigma}\|u\|_{H^{\sigma}(I)} .
$$

Proof. Since $\left(d_{i}+d_{i^{\prime}}+\delta_{i i^{\prime}}\right) \leq\left(r^{-1}+1\right) \delta_{i i^{\prime}}$, we have

$$
\left[\left(d_{i}+d_{i^{\prime}}+\delta_{i i^{\prime}}\right) \mu^{\hat{i}-1}\right]^{\sigma} \leq c\left(\delta_{i i^{\prime}} \mu^{\hat{i}-1}\right)^{\sigma} .
$$

In order to prove this theorem, according to the proof of lemma 5.13 in [1], it suffices to prove that
$c_{0} p^{-2 q\left(i, i^{\prime}\right)}+c_{1} p q\left(i, i^{\prime}\right)\left(\frac{c_{1} \gamma^{\theta w\left(i, i^{\prime}\right)}}{\theta}+c_{3}\left(\frac{1-\gamma}{\gamma}\right)^{2 k^{\prime}+1} \frac{\gamma^{\theta}}{1-\gamma^{\theta}}\left[\left(d_{i}+d_{i^{\prime}}+\delta_{i i^{\prime}}\right) \mu^{\hat{i}-1}\right]^{\sigma}\right) \leq c \delta_{i i^{\prime}}^{-(2 \sigma-\theta)} \mu^{-\sigma\left(i+i^{\prime}\right)}$,
we only need to show that by the way we choose $q\left(i, i^{\prime}\right), w\left(i, i^{\prime}\right)$, for some positive constants $c$, the following inequalities hold:

$$
\begin{gathered}
p^{-2 q\left(i, i^{\prime}\right)} \leq c \delta_{i i^{\prime}}^{-(2 \sigma-\theta)} \mu^{-\sigma\left(i+i^{\prime}\right)}, \\
p q\left(i, i^{\prime}\right) \frac{c_{1} \gamma^{\theta w\left(i, i^{\prime}\right)}}{\theta} \leq c \delta_{i i^{\prime}}^{-(2 \sigma-\theta)} \mu^{-\sigma\left(i+i^{\prime}\right)},
\end{gathered}
$$

and

$$
\left.\left(\frac{1-\gamma}{\gamma}\right)^{2 k^{\prime}+1} \frac{\gamma^{\theta}}{1-\gamma^{\theta}}\left[\left(d_{i}+d_{i^{\prime}}+\delta_{i i^{\prime}}\right) \mu^{\hat{i}-1}\right]^{\sigma}\right) \leq c \delta_{i i^{\prime}}^{-(2 \sigma-\theta)} \mu^{-\sigma\left(i+i^{\prime}\right)} .
$$

By taking the logarithmic function on both side, one can verify this hold, thus, the conclusion
of this theorem follows. On the other hand, by triangle inequality, we have

$$
\begin{equation*}
\left\|\mathbf{K}_{i i^{\prime}}-\hat{\mathbf{K}}_{i i^{\prime}}\right\|_{2} \leq\left\|\mathbf{K}_{i i^{\prime}}-\widetilde{\mathbf{K}}_{i i^{\prime}}\right\|_{2}+\left\|\widetilde{\mathbf{K}}_{i i^{\prime}}-\hat{\mathbf{K}}_{i i^{\prime}}\right\|_{2} \leq c\left(\delta_{i i^{\prime}}\right)^{-(2 \sigma-\theta)} \mu^{-\sigma\left(i+i^{\prime}\right)} \tag{2.73}
\end{equation*}
$$

By proof of theorem 5.13 in [1], we can have the desired results.

### 2.5 Numerical experiments

In this section, we present numerical examples to demonstrate the accuracy of the proposed multiscale Galerkin method and to verify the error estimates derived in the previous section. The computations associated with the examples are performed by visual studio 2017.

We choose $\mu=2, r=1.2, \gamma=0.8, q=32, p=5$ in the following numerical experience. The basis functions of $\mathcal{X}_{0}$ are given by

$$
u_{00}=1, \quad u_{01}=\sqrt{3}(2 t-1), \quad u_{02}=\sqrt{5}\left(6 t^{2}-6 t+1\right)
$$

and the orthonormal basis function of $\mathcal{W}_{1}$ are given by

$$
\begin{gather*}
u_{10}:= \begin{cases}1-6 t, & t \in\left[0, \frac{1}{2}\right] \\
5-6 t, & t \in\left(\frac{1}{2}, 1\right] .\end{cases}  \tag{2.74}\\
u_{11}:= \begin{cases}\frac{\sqrt{93}}{31}\left(240 t^{2}-116 t+9\right), \quad t \in\left[0, \frac{1}{2}\right] \\
\frac{\sqrt{93}}{31}(3-4 t), & t \in\left(\frac{1}{2}, 1\right] .\end{cases}  \tag{2.75}\\
u_{12}:= \begin{cases}\frac{\sqrt{93}}{31}(4 t-1), & t \in\left[0, \frac{1}{2}\right] \\
\frac{\sqrt{93}}{31}\left(240 t^{2}-364 t+133\right), & t \in\left(\frac{1}{2}, 1\right] .\end{cases} \tag{2.76}
\end{gather*}
$$

Table II: $L^{2}$ error between approximate solution and exact solution for Example 2.5.1.

| $\sigma$ | $n$ | $s(n)$ | $\left\\|u-u_{n}\right\\|_{2}$ |
| :---: | :---: | :---: | :---: |
| 3 | 5 | 96 | $6.310376 e-04$ |
| 3 | 6 | 192 | $1.189533 e-04$ |

Table III: Absolute Error between approximate solution and exact solution for Example 2.5.1.

| $x$ | Exact Solution | Absolute Error for $n=5$ | Absolute Error for $n=6$ |
| :--- | :--- | :--- | :--- |
| 0.0 | 0.000000 | $0.000000 e+00$ | $0.000000 e+00$ |
| 0.1 | 0.316288 | $2.722910 e-06$ | $8.077163 e-06$ |
| 0.2 | 0.447214 | $1.152158 e-05$ | $1.097334 e-06$ |
| 0.3 | 0.547723 | $1.530953 e-05$ | $1.476194 e-06$ |
| 0.4 | 0.632456 | $2.440685 e-05$ | $6.315013 e-06$ |
| 0.5 | 0.707107 | $2.108546 e-05$ | $2.477836 e-06$ |
| 0.6 | 0.774597 | $2.085941 e-05$ | $9.794490 e-07$ |
| 0.7 | 0.836660 | $2.231643 e-05$ | $1.578995 e-06$ |
| 0.8 | 0.894427 | $2.201259 e-05$ | $6.668973 e-07$ |
| 0.9 | 0.948683 | $2.587488 e-05$ | $4.117267 e-06$ |
| 1.0 | 1.000000 | $2.755061 e-05$ | $4.593362 e-06$ |

Example 2.5.1 Consider the weakly singular VIE of the second kind with $\theta=1 / 2, a=$ $\frac{1}{\Gamma(1 / 2)}$,

$$
u(x)+\frac{1}{\Gamma(1 / 2)} \int_{0}^{x} \frac{u(s)}{\sqrt{x-s}} \mathrm{~d} s=\Gamma(3 / 2) x+x^{1 / 2}
$$

The exact solution to the above integral equation is $u(x)=x^{1 / 2}$. The computed results are listed in Table II and III.

For this example, $u_{n}$ approximate $u$ in order $10^{-6}$ except on a small interval around $[1 / 256,1 / 128]$ where the approximate order is $10^{-4}$, by taking larger $\sigma$ or $n$, the maximum error can be reduced quite well. For example, for $\sigma=4, n=7,\left\|u-u_{n}\right\|_{2}$ is reduced to order $10^{-6}$.

Table IV: $L^{2}$ error between the approximate solution and the exact solution for Example 2.5.2.

| $\sigma$ | $n$ | $s(n)$ | $\left\\|u-u_{n}\right\\|_{2}$ |
| :---: | :---: | :---: | :---: |
| 3 | 5 | 96 | $1.915886 e-05$ |
| 3 | 6 | 192 | $6.104507 e-06$ |

Table V: Absolute Error between the approximate solution and the exact solution for Example 2.5.2.

| $x$ | Exact Solution | Absolute Error for $n=5$ | Absolute Error for $n=6$ |
| :--- | :--- | :--- | :--- |
| 0.0 | 0.00 | $0.000000 e+00$ | $0.000000 e+00$ |
| 0.1 | 0.01 | $6.147957 e-07$ | $1.128921 e-05$ |
| 0.2 | 0.04 | $1.410004 e-07$ | $1.935597 e-06$ |
| 0.3 | 0.09 | $1.331423 e-06$ | $3.114641 e-06$ |
| 0.4 | 0.16 | $1.428655 e-05$ | $6.661716 e-06$ |
| 0.5 | 0.25 | $7.754397 e-06$ | $3.004420 e-06$ |
| 0.6 | 0.36 | $1.716972 e-05$ | $2.106952 e-06$ |
| 0.7 | 0.49 | $2.300065 e-05$ | $3.140744 e-06$ |
| 0.8 | 0.64 | $2.653462 e-05$ | $9.921378 e-07$ |
| 0.9 | 0.81 | $3.505066 e-05$ | $3.932623 e-06$ |
| 1.0 | 1.00 | $3.925652 e-05$ | $2.004118 e-06$ |

Example 2.5.2 Consider the weakly singular VIE of the second kind with $\theta=1 / 2, a=1$,

$$
u(x)+\int_{0}^{x} \frac{u(s)}{\sqrt{x-s}} \mathrm{~d} s=x^{2}+\frac{16}{15} x^{\frac{5}{2}}
$$

The exact solution is $u(x)=x^{2}$. Numerical results are listed in Table IV and V.

Example 2.5.3 Consider the weakly singular VIE of the second kind with $\theta=0.9, a_{1}=$ $\frac{1}{\Gamma(0.9)}$,

$$
u(x)+\frac{1}{\Gamma(0.9)} \int_{0}^{x} \frac{u(s)}{(x-s)^{0.1}} \mathrm{~d} s=\frac{\Gamma(\sqrt{3}+1)}{\Gamma(\sqrt{3}+1.9)} x^{\sqrt{3}+0.9}+x^{\sqrt{3}}
$$

The exact solution is $u(x)=x^{\sqrt{3}}$. Numerical results are listed in Table VI and VII.
To show the efficiency of our method, we plot matrix $\hat{K}_{n}$ according to our truncation

Table VI: $L^{2}$ error between the approximate solution and the exact solution for Example 2.5.3.

| $\sigma$ | $n$ | $s(n)$ | $\left\\|u-u_{n}\right\\|_{2}$ |
| :---: | :---: | :---: | :---: |
| 3 | 5 | 96 | $4.071175 e-06$ |
| 3 | 6 | 192 | $2.721076 e-06$ |

Table VII: Absolute Error between the approximate solution and the exact solution for Example 2.5.3.

| $x$ | Exact Solution | Absolute Error for $n=5$ | Absolute Error for $n=6$ |
| :--- | :--- | :--- | :--- |
| 0.0 | 0.000000 | $0.000000 e+00$ | $0.000000 e+00$ |
| 0.1 | 0.018533 | $4.900351 e-06$ | $4.566543 e-06$ |
| 0.2 | 0.061567 | $3.998990 e-07$ | $4.326019 e-07$ |
| 0.3 | 0.124262 | $2.096073 e-06$ | $2.070912 e-06$ |
| 0.4 | 0.204525 | $1.785370 e-06$ | $1.742832 e-06$ |
| 0.5 | 0.301023 | $3.550855 e-06$ | $3.147336 e-06$ |
| 0.6 | 0.412807 | $2.210742 e-06$ | $2.279901 e-06$ |
| 0.7 | 0.539140 | $5.206239 e-07$ | $5.714249 e-07$ |
| 0.8 | 0.679433 | $1.084797 e-06$ | $1.168992 e-06$ |
| 0.9 | 0.833193 | $4.057441 e-09$ | $3.132106 e-09$ |
| 1.0 | 1.000000 | $3.244073 e-06$ | $3.282330 e-06$ |

strategy. Figures 2.5 . 7 and 2.5 .8 shows the distribution of values of $\hat{K}_{n}$ with $n=4$ and $n=5$, respectively. Black grids represent nonzero entries, gray grids represent zero entries corresponding to case 1 while white grids represent entries that were compressed to zeros. Table VIII lists the number of entries we need to calculate with our numerical quadrature rule after compression. $T_{n}$ means the number of entries corresponding to case 1. $O_{n}$ means the number of entries that can be truncated. $C_{n}$ represents the total number of entries that we need to calculate. When $n>7$, the value of $\frac{s(n) \log s(n)}{C_{n}} \sim 10$.


Figure 2.5.7: Value distribution of matrix $\hat{K}_{4}$.

### 2.6 Conclusion

The Multiscale-Galerkin method has been applied for solving the linear Volterra integral equation of the second kind with a weakly singular kernel. In this approach, we take advan-


Figure 2.5.8: Value distribution of Matrix $\hat{K}_{5}$.
tage of the structure of the Volterra integral equation and the shrinking support property of multiscale basis functions to eliminate large many zero entries of the resulting coefficient matrix. For example, let $T_{n}$ represent the number of zero entries in $\mathbf{K}_{n}$, then $T_{4} / s(4)^{2}$ is $639 / 2304, T_{5} / s(5)^{2}$ is $3303 / 9216, T_{6} / s(6)^{2}=15255 / 36864$. When $n$ is getting larger, the ratio $T_{n} / s(n)^{2}$ is getting smaller. The numerical results show that the efficiency of our method and its accuracy in approximating exact solutions can compete with the existing methods

Table VIII: Numerical result for truncation strategy

| $n$ | $s(n)$ | $T_{n}$ | $O_{n}$ | $C_{n}$ | $\frac{s(n) \log s(n)}{C_{n}}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 4 | 48 | 639 | 270 | 186 | 7.5 |
| 5 | 96 | 3303 | 2151 | 3762 | 8.6 |
| 6 | 192 | 15255 | 12114 | 9495 | 9.4 |

for solving Volterra integral equations.

## Chapter 3

## Preliminary Review of Machine

## Learning

In recent years, deep learning neural networks as a type of machine learning model are getting more and more popular. A wave of interest in applying deep learning neural networks to solving all kinds of mathematical equations emerged. Inspired by the existing works, we have tried to apply the deep learning neural network model to solve integral equations and to evaluate special functions. In this chapter, we shall give a brief review of basic machine learning concepts which will be used in the following chapters of this thesis. For details of machine learning concepts, one can refer to [20] [21] [22].

Most tasks of a deep learning algorithm consist of learning a function that maps an input vector to an output vector based on an optimization algorithm. The main components of a deep learning algorithm include a dataset, a feed-forward neural network model, a cost function, and an optimization algorithm. We shall review these components in the following sections.

### 3.1 Feed-forward Deep Neural Network

We begin with the description of a feed-forward deep neural network model. The goal of a feed-forward neural network is to approximate some function $f(X)$ given input $X$ by defining a mapping $f^{*}(X ; w, b)$ and training the values of the parameters $w, b$ that can lead to best function approximation in some sense. A feed-forward neural network model is usually associated with a directed acyclic chain structure which describes how functions are composed from one side of the chain to the other side. To be more specific, the output of the neural network model $\hat{y}=f^{*}(X ; w, b)$ is obtained by applying affine transformation $z=w X+b$ accompanied with an activation $a(z)$ function on each layer, which results in a chain of composite functions $a_{L} \circ a_{L-1} \circ \cdots \circ a_{1}$. In this case, the function $a_{i}$ represents $i$ th layer of the network. The overall length of the chain is called the depth of the model by [20]. The name "deep learning" arose from this terminology.

### 3.1.1 Deep Neural Network Design

Consider a feed-forward neural network with input $X_{0}$, output $X_{L}$, and $L+1$ layers. At each layer $\ell$ for $\ell=1, \ldots, L+1$, we have

- $X_{\ell-1}$ input nodes, with $X_{\ell-1}$ a column vector, $X_{\ell-1} \in \mathbb{R}^{N_{\ell-1} \times 1}$
- $W_{\ell}$ weights, with $W_{\ell}$ a matrix, $W_{\ell} \in \mathbb{R}^{N_{\ell-1} \times N_{\ell}}$
- $b_{\ell}$ biases, with $b_{\ell}$ a column vector, $b_{\ell} \in \mathbb{R}^{N_{\ell} \times 1}$

Let us call $z_{\ell}=W_{\ell} X_{\ell-1}+b_{\ell}$ the input to the $\ell$ th layer, and $X_{\ell}=a_{\ell}\left(z_{\ell}\right)$ the output of $\ell$ th layer, where $a_{\ell}$ is an activation function. As a result, the neural network model to approximate the unknown function at layer $\ell$ is given as

$$
X_{\ell}=a_{\ell}\left(W_{\ell} X_{\ell-1}+b_{\ell}\right)
$$

which would recursively contribute to the network output $\hat{y}=X_{L}=a_{L}\left(W_{L} X_{L-1}+b_{L}\right)$.

Fig. 3.1.1 shows a four layers feed-forward neural network with two hidden layers, where $X_{0}=\left[x_{0}, x_{1}, x_{2}, x_{3}\right], X_{1}=\left[h_{1}^{(1)}, h_{2}^{(1)}, h_{3}^{(1)}, h_{4}^{(1)}\right]$ and $X_{2}=\left[h_{1}^{(2)}, h_{2}^{(2)}, h_{3}^{(2)}\right]$.


Figure 3.1.1: An example of a feed-forward neural network.

For simplicity, in the rest of the paper, we shall use $w, b$ to represent all the parameters $W_{\ell}$ and $b_{\ell}$, for $\ell=1,2, \ldots, L$, respectively, and use $\theta$ to represent $(w, b)$.

### 3.2 Activation Function

From the above section, we can see that activation functions are applied to the output data of the previous layer before passing them to the next layer. The purpose of the activation function is to introduce non-linearity into the output of a neuron. A network comprised of only linear functions is easy to train, but cannot learn complex functions. Nonlinear activation functions allow neural networks to model complex non-linear functions, hence the neurons have the ability to learn more complex structures in the data. Commonly used nonlinear activation functions are sigmoid, tanh, and Relu (See [23], [24]), which are defined as follows, respectively,

1. Sigmoid: $a(t)=\frac{1}{1+e^{-t}}$, Fig. 3.2.2.
2. Hyperbolic tangent: $a(t)=\frac{e^{t}-e^{-t}}{e^{t}+e^{-t}}$, Fig. 3.2.3.
3. Rectified Linear: $a(t)=\max \{0, t\}$, Fig. 3.2.4.


Figure 3.2.2: Graph of the sigmoid function

The activation functions discussed above each possess distinct advantages and limitations. Sigmoid and tanh, being differentiable everywhere, are crucial for the effective back-propagation required in training deep neural networks. In addition, their smooth and monotonic shape makes optimization easier and helps avoid getting stuck in local minima. However, both functions suffer from a general problem, known as "saturation", wherein the output almost remains constant as the input grows too large or too small, resulting in near-zero gradients. This, in turn, negatively affects the learning process and the model's weight adjustment. Another significant limitation of sigmoid and tanh is the "vanishing gradients" problem. "Vanishing gradients" cause the gradients to "vanish" during back-propagation, which makes it difficult to know the direction for parameter adjustment to optimize the model (See [20]). On the other hand, Relu doesn't suffer from the "vanishing gradients" problem and is simple and computationally efficient. Nonetheless, the lack of differentiability at zero can cause challenges in optimization algorithms like gradient descent. Furthermore, Relu's tendency to discard negative values can hamper the model's ability to fit the data properly.


Figure 3.2.3: Graph of the Hyperbolic tangent function

### 3.3 Cost Function

In order to evaluate the performance of a designed deep neural network model, we also need to choose an appropriate quantitative measure. In the field of machine learning, people use the cost function, also known as the objective function, to measure "how wrong the model is", i.e. the difference between the predicted output of a model and the true output. Most neural networks use the negative log-likelihood as their cost function (See, for example, [20] [21] [22]), which is given by

$$
\begin{equation*}
\mathcal{C}(\theta)=-E_{x, y \sim p_{\text {data }}} \log p_{\text {model }}(y \mid x, \theta), \tag{3.1}
\end{equation*}
$$

where $p_{\text {data }}$ denotes probability distribution of the data while $p_{\text {model }}$ denotes the predicted probability distribution by the learning algorithm and $p_{\text {model }}(y \mid x, \theta)$ denotes the corresponding conditional probability function of $y$ given $x$. The specific form of the cost function $\mathcal{C}$ depends on how the $p_{\text {model }}(y \mid x, \theta)$ is defined. In particular, if we assume that, for each data point $x$, the predict value $y$ is drawn from a Gaussian distribution with mean $f^{*}(x, \theta)$ and


Figure 3.2.4: Graph of the Relu function
variance $\sigma^{2}$, i.e.

$$
p_{\text {model }}(y \mid x, \theta):=\frac{1}{\sqrt{2 \pi \sigma^{2}}} \exp ^{-\frac{\left(f^{*}(x, \theta)-y\right)^{2}}{2 \sigma^{2}}},
$$

then by applying the principle of Maximum likelihood, we recover the mean squared error (MSE) cost

$$
\begin{equation*}
\mathcal{C}(\theta)=\frac{1}{2} E_{p_{x, y \sim \text { data }}}\left\|y-f^{*}(x, \theta)\right\|^{2} . \tag{3.2}
\end{equation*}
$$

Details can be found in section 5.5 in [20] and the references therein. MSE is commonly used for regression models. We adopt MSE as our cost function for neural network models presented in this thesis. Specifically, for a given data set $D:=\left\{\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \ldots,\left(x_{n}, y_{n}\right)\right\}$ and a deep learning model with $L$ layers, the MSE cost between training data and the model distribution can be formulated as:

$$
\begin{equation*}
\mathcal{C}(\theta)=\frac{1}{n} \sum_{i=1}^{n} \mathcal{L}\left(a_{L}\left(x_{i} ; \theta\right), y_{i}\right) \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{L}\left(a_{L}\left(x_{i} ; \theta\right), y_{i}\right)=\left(y_{i}-a_{L}\left(x_{i} ; \theta\right)\right)^{2}, \quad i=1,2 \ldots, n \tag{3.4}
\end{equation*}
$$

is called the squared loss, which represents the squared error incurred by one single sample.

### 3.4 Regularization

A good machine learning algorithm should perform well not just on the training data, but also on unseen data. In order to improve the performance of the model on test data, many strategies have been explored. These strategies are known collectively as regularization. In [20], the author defines regularization as "any modification we make to a learning algorithm that is intended to reduce its generalization error but not its training error." Simply speaking, regularization is a technique used to prevent "overfitting". One commonly used regularization strategy in the regression model is adding extra terms in the objective function, which discourages the model from assigning too large values to any parameter, such as $L_{1}$ (e.g. Lasso regression) regularization and $L_{2}$ (e.g. Ridge regression) regularization. Lasso regression (3.5) adds a $L_{1}$ norm penalty while Ridge regression (3.6) adds a $L_{2}$ norm penalty to the original objective function, and $\lambda \in(0, \infty)$ is a hyperparameter that weights the relative contribution of norm penalty term in the objective function, in other words, it determines the trade-off between model complexity and overfitting.

In general, by adding a regularization term, the model is encouraged to have small coefficients, which led to a simpler, more interpretable model with improved generalization performance. In particular, in this thesis, we choose $L_{2}$ regularization considering it's differentiable everywhere. Lasso regression is not differentiable at zero, but it usually results in sparse solutions, for that reason, it can be used for feature selection.

$$
\begin{equation*}
\text { Lasso regression: } \mathcal{C}_{1}\left(a_{L}\left(x_{i} ; \theta\right), y_{i}\right)=\frac{1}{n} \sum_{i=1}^{n}\left(a_{L}\left(x_{i} ; \theta\right)-y_{i}\right)^{2}+\frac{\lambda}{n} \sum_{j \in L}\left\|W_{j}\right\|_{1} \tag{3.5}
\end{equation*}
$$

Ridge regression : $\mathcal{C}_{2}\left(a_{L}\left(x_{i} ; \theta\right), y_{i}\right)=\frac{1}{n} \sum_{i=1}^{n}\left(a_{L}\left(x_{i} ; \theta\right)-y_{i}\right)^{2}+\frac{\lambda}{n} \sum_{j \in L}\left\|W_{j}\right\|_{2}^{2}$

### 3.5 Back-propagation

When we use a feed-forward neural network, the input provides the initial information that then propagates up to the output layer through hidden layers and finally produces the predicted output. This process is called forward propagation. The back-propagation algorithm (See [25]) is an automatic differentiation algorithm that allows the information from the $\operatorname{cost} \mathcal{C}$ to flow backward through the network by computing the gradients $\frac{\partial \mathcal{C}}{\partial w}$ and $\frac{\partial \mathcal{C}}{\partial b}$. Specifically, the error in the predicted output will be propagated to the parameters on each hidden layer in the form of gradients.

### 3.6 Gradient Decent

The objective during training is to minimize the value of the cost function by iteratively adjusting the model's parameters. To this end, iterative optimizers are utilized for training the neural networks. Gradient descent is an optimization algorithm used to minimize a function by iteratively updating its parameter in the direction of the steepest descent. This is achieved by computing the gradient of the function with respect to its parameters and updating them accordingly until the optimization algorithm converges to a minimum. Mathematically, for a given differentiable function $f(w), w \in R^{n}$, according to Taylor expansion, with sufficient small $\left\|w_{k+1}-w_{k}\right\|_{2}$, we have

$$
\begin{equation*}
f\left(w_{k+1}\right) \approx f\left(w_{k}\right)+\left(w_{k+1}-w_{k}\right)^{T} \nabla f\left(w_{k}\right) \tag{3.7}
\end{equation*}
$$

For the purpose of minimizing $f(w)$, we expect that for each iteration,

$$
f\left(w_{k+1}\right)-f\left(w_{k}\right)<0, \quad k \in N,
$$

thus, we update $w$ through

$$
\begin{equation*}
w_{k+1}=w_{k}-\alpha \nabla f\left(w_{k}\right), \tag{3.8}
\end{equation*}
$$

where $\alpha>0$ is called the learning rate.
In particular, to achieve the goal of minimizing the cost function of the neural network $\mathcal{C}$, weights and bias can be updated as follows according to (3.8),

$$
\begin{align*}
W_{\ell} & \leftarrow W_{\ell}-\alpha \frac{\partial \mathcal{C}}{\partial W_{\ell}}  \tag{3.9}\\
b_{\ell} & \leftarrow b_{\ell}-\alpha \frac{\partial \mathcal{C}}{\partial b_{\ell}} \tag{3.10}
\end{align*}
$$

for $\ell=1, \ldots, L$.

### 3.6.1 Batch Gradient Decent

Gradient descent optimization algorithms that use the entire training set are called batch gradient methods. In batch gradient descent, the gradients of all training samples are computed, averaged, and then used to update the model's parameters. The approach involves processing the entire training set during each iteration or epoch. Batch gradient descent is a reliable and efficient optimization algorithm for small datasets. However, the computational cost of processing large datasets becomes excessive. To tackle this problem, people have proposed using statistical estimation of the gradient instead of the mean gradient of the entire dataset. Stochastic Gradient Descent is one of the optimization algorithms based on this idea.

### 3.6.2 Stochastic Gradient Descent

Gradient descent optimization algorithms that use only a single example at a time are called stochastic methods. Stochastic gradient descent (SGD) (See [26]) or minibatch SGD is probably the most used optimization algorithm for machine learning in general. In minibatch
stochastic gradient descent (SGD), we consider using $k$ samples in each minibatch to take a single step. We can obtain an unbiased estimate of the gradient by taking the average gradient on a minibatch of k samples drawn independently and identically from the datagenerating distribution. The following steps are taken in one epoch for minibatch SGD:

1. Take $k$ samples randomly.
2. Feed those samples to the neural network.
3. Calculate the average of the gradients of $k$ samples.
4. Use the gradient we calculated in the last step to update the weights.
5. Repeat the above steps for all the samples in the training data set.

Mathematically, the above procedure can be formulated as follows:

$$
\begin{align*}
W_{\ell} & \leftarrow W_{\ell}-\alpha \frac{1}{k} \sum_{i=1}^{k} \frac{\partial \mathcal{L}}{\partial W_{\ell}},  \tag{3.11}\\
b_{\ell} & \leftarrow b_{\ell}-\alpha \frac{1}{k} \sum_{i=1}^{k} \frac{\partial \mathcal{L}}{\partial b_{\ell}} . \tag{3.12}
\end{align*}
$$

### 3.7 Momentum

The stochastic gradient descent (SGD) algorithm is widely used in machine learning, but its efficiency can be limited due to noisy gradients, especially for objective functions with poorly conditioned Hessian matrices. To address this issue, Polyak (1987) (See [27]) introduced the concept of momentum, which accelerates the learning of the algorithm by overcoming the oscillations in gradients. In comparison with the SGD, SGD with momentum introduces a new variable $v$ (velocity), which is the exponentially weighted moving average of past gradients. The idea behind "momentum" can be analogous to particle motion in
physics. Instead of just considering the current gradient to update $\theta=(w, b)$, momentum also factors in previous gradients. The process can be written as follows:

$$
\begin{gather*}
v_{0}=0  \tag{3.13}\\
v_{n}=\beta v_{n-1}+(1-\beta) \nabla_{\theta} \mathcal{C}\left(X_{L}\left(x_{i} ; \theta\right), y_{i}\right)  \tag{3.14}\\
\theta \leftarrow \theta-\alpha v_{n} . \tag{3.15}
\end{gather*}
$$

Here we use subscript $n$ to represent $n$th iteration. $\beta \in(0,1)$ is called the momentum constant, it determines how fast the influence of the previous gradient decay. The effects of SGD and SGD with Momentum on a cost function that has elongated contour lines are illustrated in Figure 3.7.5 [28].


Figure 3.7.5: (a) SGD update: The red path indicates the learning rule followed by stochastic gradient decent algorithm; (b) SGD with Momentum: The red path depicts the path followed by the momentum learning rule, while the green line and blue indicate the current gradient decent direction and previously accumulated gradient decent direction, respectively.

### 3.8 Adaptive Learning Rate Algorithm

The previous approach uses the same fixed learning rate for all weights updates. But in practice, it is necessary to change the learning rate gradually. Since large learning rate for weights that have steep gradient may cause over-correction, while a small learning rate for
weights that has gentle gradient leads to converging too slowly. In the face of this, it's natural to propose the idea that we should change the learning rate over time. Well-known adaptive learning rate algorithms are AdaGrad, RMSProp, and Adam. For AdaGrad, this algorithm individually adapts the learning rates of all model parameters by scaling them inversely proportional to the square root of the historical square values of the gradient (See [29]), it works well for convex function. But if the cost function is not convex, AdaGrad shrinks the learning rate according to the entire history of the gradient and may have made the learning rate too small before arriving at the local minima (See [20]). RMSProp (See [30]) modifies AdaGrad by replacing the sum of previously squared gradients with an exponentially weighted moving average. Briefly speaking, RMSProp discards extreme gradients from the past that makes it converge rapidly whenever it finds a local convex bowl. Adam (See [31] and Algorithm 1 below) can be understood as a modified combination of momentum and RMSProp, it possesses the strengths of both methods and also utilizes initialization bias correction terms to account for their initialization at the origin. It's one of the states of art optimizers that consistently delivers exceptional performance. Therefore, we have selected the Adam optimization algorithm for the purpose of minimizing in this thesis.

```
Algorithm 1 Adam Algorithm [31]
    Input Stepsize: \(\alpha\), Exponential decay rate for the moment estimate: \(\beta_{1}, \beta_{2} \in[0,1)\). Initial
    parameter vector \(\theta_{0}\), first moment vector \(m_{0}=0\), second moment vector \(v_{0}=0\), iteration
    time: \(n=0\).
    While \(\theta_{n}\) not converge do:
        Sample a minibatch of \(k\) examples \(\left\{\left(x_{1}, y_{1}\right), \ldots,\left(x_{k}, y_{k}\right)\right\}\) from the training set.
        Compute gradient at \(n\)th iteration: \(\left.g_{n} \leftarrow \nabla_{\theta} \sum_{i=1}^{k} \mathcal{C}_{n}\left(a_{L}\left(x_{i} ; \theta_{n-1}\right), y_{i}\right)\right)\)
        \(n \leftarrow n+1\)
        Update biased first moment estimate: \(m_{n}=\beta_{1} m_{n-1}+\left(1-b_{1}\right) g_{n}\)
        Update biased second moment estimate: \(v_{n}=\beta_{2} v_{n-1}+\left(1-\beta_{2}\right) g_{n}^{2}\)
        Compute bias-corrected first moment estimate: \(\hat{m}_{n} \leftarrow m_{n} /\left(1-\beta_{1}^{n}\right)\)
        Compute bias-corrected second moment estimate: \(\hat{v}_{n} \leftarrow v_{n} /\left(1-\beta_{2}^{n}\right)\)
        Update parameter: \(\theta_{n} \leftarrow \theta_{n-1}-\alpha \hat{m}_{n} /\left(\sqrt{\hat{v}_{n}}+\epsilon\right)\)
```

In the above algorithm, $\epsilon$ is a small constant term that is used to prevent division by zero. By default, $\epsilon=10-8, \alpha=0.001, \beta_{1}=0.9, \beta_{2}=0.99$.

### 3.9 Xavier Initialization

Deep learning models are a form of iterative algorithm and thus require the initialization of the parameters to commence iterations. The initial points play a crucial role in determining the convergence of the algorithm, and when the algorithm does converge, the rate of convergence of the algorithm is also contingent upon the initial points selected. The aim of a carefully designed weight initialization is to enhance the convergence rate by preventing layer activation outputs from exploding or vanishing during the course of a forward pass through a deep neural network. If either situation mentioned above occurs, loss gradients will either be too large or too small to flow backward.

As an illustration, when the sigmoid function is utilized as an activation function, if the weights are excessively small, the variance of the input signal declines as it proceeds through each layer in the network, eventually leading to the input value falling within the range where the sigmoid function behaves in a nearly linear fashion, consequently resulting in the loss of the model's nonlinearity. On the other hand, if the weights are excessively large, the variance of input data tends to surge rapidly, attaining a value within the range where the sigmoid function is almost flat. This, in turn, causes the gradient to be zero, and learning ceases prior to reaching the minima. To address this issue, Xavier Glorot and Yoshua proposed the Xavier initialization (See [32]). Xavier initialization involves selecting the initial weights from a normal distribution with a mean of zeros and a variance that is based on the number of inputs and outputs of the layer:

$$
\begin{equation*}
W \sim N\left[0, \frac{\sqrt{2}}{\sqrt{n_{1}+n_{2}}}\right] \tag{3.16}
\end{equation*}
$$

where $n_{1}$ is the number of inputs to the nodes and $n_{2}$ is the number of outputs from the layer. The main idea behind Xavier initialization is to initialize the weights of a neural network layer in such a way that the variance of the outputs of the layer is roughly equal to the variance of its inputs.

In the rest of this section, we use network Fig. 3.1.1 as an example to show how (3.16) could maintain the variance of activations and back-propagated gradients all the way up or down the layers of a network.

To prevent the gradients of the network's activations from vanishing or exploding, we shall stick to two rules. Firstly, the mean of the activation outputs should be zero. Secondly, the variance of the activation outputs should stay the same across every layer. For simplicity, let's assume that the input $X_{0}$ and weights $W_{1}$ are drawn from independent identically distributed Gaussian distributions, respectively. Moreover, for illustration purposes, we also assume that the network 3.1.1 only consists of a chain of matrix multiplications, with no nonlinearities. Then the input value $h_{1}^{(1)}$ of the first hidden layer can be formulated as

$$
\begin{equation*}
h^{(1)}=\sum_{i=0}^{3} w_{1 i} x_{i}, \tag{3.17}
\end{equation*}
$$

where $w_{1 i}, i=0,1,2,3$ represent the weights between the input layer and the first neuron of the first hidden layer. Taking variance of both sides of (3.17), and by the fact that the input $X_{0}$ and weights $W_{1}$ are iid, we have

$$
\begin{equation*}
\operatorname{Var}\left(h_{1}^{(1)}\right):=\sum_{i=0}^{3} \operatorname{Var}\left(w_{1 i} x_{i}\right)=\sum_{i=0}^{3}\left[E\left(x_{i}\right)^{2} \operatorname{Var}\left(w_{1 i}\right)+E\left(w_{1 i}\right)^{2} \operatorname{Var}\left(x_{i}\right)+\operatorname{Var}\left(w_{1 i}\right) \operatorname{Var}\left(x_{i}\right)\right], \tag{3.18}
\end{equation*}
$$

since the input $X_{0}$ and weights $W_{1}$ all have mean zero, (3.18) can further be reduced to

$$
\begin{equation*}
\operatorname{Var}\left(h_{1}^{(1)}\right):=\sum_{i=0}^{3} \operatorname{Var}\left(w_{1 i}\right) \operatorname{Var}\left(x_{i}\right)=4 \operatorname{Var}\left(w_{1 i}\right) \operatorname{Var}\left(x_{i}\right) \tag{3.19}
\end{equation*}
$$

If we expect the variance of output $h_{1}^{(1)}$ to be the same as variance of input $X_{0}$, we need $\operatorname{Var}\left(w_{1 i}\right)=\frac{1}{4}$. Generally, to ensure that the variance of output matches that of input, it is necessary to set $\operatorname{Var}\left(w_{1 i}\right)=\frac{1}{N}$, where $N$ is the number of neurons on the corresponding output layer. In other words, the weights of each layer must be randomly sampled from a normal distribution $N\left(0, \frac{1}{N}\right)$. This applies to both forward propagation and backward
propagation.
Xavier initialization is a widely used method for initializing weights in neural networks, and it has been shown to be effective in a variety of applications.

### 3.10 Summary

Deep learning is a type of machine learning. It can simulate models that involve a greater amount of compositions, so it has more potential than other machine learning models in solving mathematical problems. The next two chapters will discuss the application of deep learning in solving integral equations.

## Chapter 4

## Solving Fredholm Integral Equations of the Second Kind using a Neural <br> Network Model

### 4.1 Introduction

The universal approximation theorem [33] [34] states that a feed-forward network with a linear output layer and at least one hidden layer with any "squashing" activation function can approximate any Borel measurable function from one finite-dimensional space to another with any desired accuracy, provided that the network is given enough hidden units [32]. This theorem provides a theoretical foundation for solving various kinds of mathematical equations with deep learning models. Since solutions of Fredholm integral equations (FIEs) lies in the space where functions are Borel measurable, provided that their solution exists, it should be feasible to use deep learning neural network model to handle Fredhlom integral equations.

In this chapter, we present our approach for solving Fredholm integral equations of the second kind via a neural network model. A brief review of the Fredholm integral equation is provided in section 2, while section 3 presents a formulation of the neural network method
for second-kind FIEs. In section 4, numerical experiments are conducted to demonstrate the performance of the proposed method.

### 4.2 Fredholm Integral Equation of the Second Kind

In this section, we give a brief review of Fredholm integral equations of the second kind. Unlike Volterra integral equations which have variable integral limits, a Fredholm equation is an integral equation in which the kernel function term has constants as integration limits. But similar to Volterra integral equations, Fredholm integral equations also can be divided into the first kind and the second kind. A Fredholm integral equation of the first kind is an integral equation of the form

$$
\begin{equation*}
f(t)=\int_{0}^{1} k(t, s) u(s) \mathrm{d} s, \quad t \in[0,1] \tag{4.1}
\end{equation*}
$$

while a Fredholm integral equation of the second kind can be expressed as

$$
\begin{equation*}
f(x)=u(x)+\mu \int_{0}^{1} k(x, s) u(s) \mathrm{d} s, \quad x \in[0,1], \quad \mu \neq 0 \tag{4.2}
\end{equation*}
$$

where the Fredholm integral operator is defined by

$$
(\mathcal{K} u)(x)=\int_{0}^{1} k(x, s) u(s) \mathrm{d} s .
$$

We will focus on Fredholm integral equations of the second kind due to the fact that the first kind equations can be converted to the second kind through regularization. However, for the purpose of evaluating the performance of a deep learning model in solving integral equations, we have chosen to begin with simpler cases. Specifically, we have opted to work with continuous functions for the kernel $k(t, s):[0,1] \rightarrow[0,1]$ and $f(t):[0,1] \rightarrow R$. The existence of the solution of Fredholm integral equations of the second kind with a continuous
kernel is discussed in [1].

### 4.3 Neural Network Formulations

Recall that the Fredholm integral equation of the second kind takes the form:

$$
\begin{equation*}
f(x)=u(x)+\mu \mathcal{K} u(x), \quad x \in[0,1], \tag{4.3}
\end{equation*}
$$

with the integral operator defined by

$$
\mathcal{K} u(x)=\int_{0}^{1} k(x, s) u(s) \mathrm{d} s .
$$

A neural network model for solving (4.3) is to find an approximate solution $u_{w, b}(x)$ such that

$$
\begin{equation*}
\mathcal{C}_{w, b}=\frac{1}{n} \sum_{i=1}^{n} \mathcal{L}_{w, b}\left(x_{i}\right)+\frac{\lambda}{n}\|w\|_{2}^{2} \tag{4.4}
\end{equation*}
$$

with

$$
\mathcal{L}_{w, b}\left(x_{i}\right)=\left(\mu \mathcal{K} u_{w, b}\left(x_{i}\right)+u_{w, b}\left(x_{i}\right)-f\left(x_{i}\right)\right)^{2},
$$

can be minimized. $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ is a set of distinct points in $[0,1]$.
Specifically, let's consider a neural network model comprises of one hidden layer with $m$ hidden units and one linear output unit, then $u_{w, b}$ can be formulated as

$$
\begin{equation*}
u_{w, b}(x)=W_{2}\left(a_{1}\left(W_{1} x+b_{1}\right)\right)+b_{2} \tag{4.5}
\end{equation*}
$$

The above process is illustrated in Fig. 4.3.1. The weights between the input layer and the hidden layer of the network are $W_{1}^{T}:=\left[w_{11}, w_{12}, \ldots, w_{1 m}\right]$, the activation function on neurons of the hidden layer is $a_{1}$, and the weights between the hidden layer and output layer are $W_{2}^{T}:=\left[w_{21}, w_{22}, \ldots, w_{2 m}\right]$, additionally, $z_{i}=a_{1}\left(W_{1} x_{i}+b_{1}\right)$.


Figure 4.3.1: Diagram of NN-collocation model.

By taking partial derivative of $\mathcal{C}_{w, b}$ with respect to $w_{l r}, b_{l}$, respectively, we have

$$
\frac{\partial \mathcal{C}_{w, b}}{\partial w_{l r}}=\frac{2}{n} \sum_{j \in Z_{n}}\left(U_{j}+\mu K_{j}-f_{j}\right)\left(\frac{\partial U_{j}}{\partial w_{l r}}+\mu \frac{\partial K_{j}}{\partial w_{l r}}\right)+\frac{2 \lambda}{n} w_{l r},
$$

and

$$
\frac{\partial \mathcal{C}_{w, b}}{\partial b_{l}}=\frac{2}{n} \sum_{j \in Z_{n}}\left(U_{j}+\mu K_{j}-f_{j}\right)\left(\frac{\partial U_{j}}{\partial b_{l}}+\mu \frac{\partial K_{j}}{\partial b_{l}}\right),
$$

where

$$
\begin{gather*}
U_{j}=u_{w, b}\left(x_{j}\right) \\
K_{j}=\int_{0}^{1} k\left(x_{j}, s\right) u_{w, b}(s) d s  \tag{4.6}\\
\frac{\partial K_{j}}{\partial w_{l r}}=\int_{0}^{1} k\left(x_{j}, s\right) \frac{\partial u_{w, b}\left(x_{j}\right)}{\partial w_{l r}} d s  \tag{4.7}\\
\frac{\partial K_{j}}{\partial b_{l}}=\int_{0}^{1} k\left(x_{j}, s\right) \frac{\partial u_{w, b}\left(x_{j}\right)}{\partial b_{l}}  \tag{4.8}\\
f_{j}=f\left(x_{j}\right)
\end{gather*}
$$

for $j \in Z_{n}, l=1,2$ and $r=1,2, \ldots, m$. The most expensive computational cost are from calculating $K_{j}, \frac{\partial K_{j}}{\partial w_{l r}}$ and $\frac{\partial K_{j}}{\partial b_{l}}$, where the integrands involve parameter $w, b$. We have to
recalculate the integrals whenever we get $w, b$ updated. In order to save computational cost, instead of using the entire training data set to calculate the gradient, we choose mini-batch Stochastic gradient descent (SGD) with sample size $k$ to estimate $\frac{\partial C_{w, b}}{\partial w_{l r}}$ and $\frac{\partial C_{w, b}}{\partial b_{l}}$. The whole procedure is summarized in Algorithm 2.

```
Algorithm 2 Our Algorithm
    Input regularization parameter \(\lambda\), number of training data \(n\), training set \(S_{n}:=\left\{x_{i}: i \in\right.\)
    \(\left.Z_{n}\right\}\) and mini-batch size \(k\). Initialize the weights \(\left\{w_{j}: j \in Z_{m}\right\}\) by Xavier initialization
    [32].
    Compute \(U_{j}, K_{j}, \frac{\partial U_{j}}{\partial w_{l r}}, \frac{\partial U_{j}}{\partial b_{l}}, \frac{\partial K_{j}}{\partial w_{l r}}, \frac{\partial K_{j}}{\partial b_{l}}\) and then \(\frac{\partial C}{\partial w_{l r}}, \frac{\partial C}{\partial b_{l}}\).
    Update the weights \(w_{l r}\) and of \(b_{l}\) with the Adam optimizer [35], until meet a stop criteria
    Compute \(u_{w, b}\) via (4.5) with the optimal weights \(W_{i}, i=1,2\).
```


### 4.4 Numerical Integration

In order to calculate $K_{j}, \frac{\partial K_{j}}{\partial w_{l r}}$ and $\frac{\partial K_{j}}{\partial b_{l}}$, we need to develop an efficient numerical method to estimate integrals involved in (4.6), (4.7) and (4.8) with high accuracy. Since kernel $k(x, s)$ is continuous, we choose Gaussian quadrature within tolerance to approximate these integrals.

### 4.5 Results

In this section, we will present three examples of various types of Fredholm integral equations to illustrate the performance of our proposed neural network (NN) model. Our algorithm was implemented in Python using the Numpy library [36] for efficient matrix manipulation. Our neural model comprises one hidden layer with ten hidden units and one linear output unit. Although adding more hidden neurons or training points can potentially improve the model's performance, this approach may not always be viable due to the vanishing gradient problem. In our numerical experiments, we used a training set of $n=1000$ numbers sampled uniformly at random from the interval $[0,1]$, while the test set consisted

Table I: Partial iterative results of the loss function for Example 1.

| Iteration | loss | Iteration | loss |
| :--- | :--- | :--- | :--- |
| 10 | 22.18 | 150 | 0.005 |
| 20 | 3.05 | 200 | 0.0004 |
| 50 | 0.29 | 500 | 0.00032 |
| 100 | 0.025 | 1000 | 0.00025 |

of $n=1000$ numbers equally spaced from the same interval.
Example 1. Consider the following linear FIE of the second kind

$$
u(x)-\int_{0}^{1} 2 e^{x+y} u(y) d y=e^{x}
$$

The equation has $u(x)=\frac{e^{x}}{2-e^{2}}$ as its exact solution.
For example 1, the number of training iterations is 1000 . The loss function converges to $e-4$, and the generalization MSE converges to $9.4 e-5$. Figure 4.5 .2 shows the graphs of the exact solution and the neural network's approximate solution, the red curve depicts the graph of the Exact solution while the green curve depicts the graph of the neural network's approximate solution. The convergence of the loss function is shown in Fig. 4.5.3(a), 4.5.3(b) shows the generalization MSE between the exact solution and the approximation solution. Partial iterative results of the loss function showed in Table II.


Figure 4.5.2: Example 1: Exact solution vs Neural network approximate solution.


Figure 4.5.3: Example 1: (a) Convergence of the loss function; (b) MSE between the exact solution and the approximation solution.

Table II: Partial iterative results of the loss function for Example 2.

| Iteration | loss | Iteration | loss |
| :--- | :--- | :--- | :--- |
| 10 | 0.13 | 200 | 0.0004 |
| 20 | 0.09 | 250 | $1.89 \mathrm{e}-5$ |
| 50 | 0.03 | 400 | $2.9 \mathrm{e}-6$ |
| 100 | 0.01 | 500 | $2.78 \mathrm{e}-6$ |

Example 2. Consider the following linear FIE of the second kind

$$
u(x)+\int_{0}^{1} x\left(e^{x y}-1\right) u(y) d y=e^{x}-x .
$$

The equation has the $u(x)=1$ as its exact solution.
For Example 2, the number of iterations is 500 . The loss function converges to $e-6$, and the generalization MSE converges to $2.7 e-6$. Figure 4.5 .4 shows the graphs of the exact solution and the neural network approximate solution. The convergence of the loss function is shown in Fig. 4.5.5(a), 4.5.5(b) shows the generalization MSE between the exact solution and the approximate solution. Partial iterative results of the loss function showed in Table II.


Figure 4.5.4: Example 2: Exact solution vs Neural network approximate solution.
Table III: Partial iterative results of the loss function for Example 3.

| Iteration | loss | Iteration | loss |
| :--- | :--- | :--- | :--- |
| 10 | 5.24 | 200 | 0.0056 |
| 20 | 0.44 | 500 | 0.0011 |
| 50 | 0.048 | 1000 | 0.0002 |
| 100 | 0.0083 | 1200 | 0.00013 |

Example 3. Consider the following linear FIE of the second kind

$$
u(x)-\int_{0}^{1} 9 x y u(y) d y=x^{2}
$$

The equation has he exact solution $u(x)=x\left(x-\frac{9}{8}\right)$.
For example 3 , the number of iteration is 1000 . The loss function converges to $e-4$, and the generalization MSE converges to $1.3 e-4$. Figure 4.5 .6 show the graphs of the exact solution and the neural network approximate solution. The convergence of the loss function is shown in Figure 4.5.7(a), 4.5.7(b) shows the corresponding generalization MSE. Partial iterative results of the loss function showed in Table III.


Figure 4.5.5: Example 2: (a) Convergence of the loss function; (b) MSE between the exact solution and the approximation solution.

### 4.6 Conclusion

In this chapter, we presented our approach for solving Fredholm integral equations of the second kind via a neural network model. The problem with this approach is its expensive computation cost since the solution is totally attained by learning. To be more specific, each time the weights get updated, one has to re-compute to integral which involves the product of the kernel and the derivative of the approximate solution with respect to the weights. Furthermore, numerical errors are introduced when evaluating the integral, and as the number of iterations increases, the cumulative error also grows. It is also worth noting that even though the universal approximation theorem states that a multi-layer perceptron with a large number of layers can approximate any Borel measurable function, it does not guarantee that we can find the optimal parameter values to correspond to the optimal function. The representative capacity of the learning algorithm plays a significant role in this regard. Although the neural network model exhibits promising results in solving integral equations, the accuracy of this approach is inferior to other existing mathematical methods. These findings reinforce our concerns that applying deep learning models to solve mathematical problems without a comprehensive understanding of the optimization process can


Figure 4.5.6: Example 3: Exact solution vs Neural network approximate solution.
lead to significant uncertainties.
To address the inadequate representative capacity and the significant computational burden of computing the integrals at each iteration, we propose an alternative approach which combines the traditional collocation method with Adam optimization in the next chapter.


Figure 4.5.7: Example 3: (a) Convergence of the loss function; (b) MSE between the exact solution and the approximation solution.

## Chapter 5

## A Collocation method-based Neural

## Network model for Solving Fredholm

## Integral Equations

Our first attempt to employ a neural network for solving Fredholm integral equations, as discussed in chapter 4, doesn't work well due to the limited representational capacity of the model. To be more specific, the model specifies a family of functions in the form of $w_{2}\left(e^{-\left(w_{1} x+b\right)}\right)+b_{2}$ that the learning algorithm can choose from. But without a sufficient number of neurons in the hidden layer, functions in this form may not be guaranteed to approximate the exact solution well. In response, we introduce an alternative approach in this chapter based on the collocation method, which improves the initial neural network model by restricting its representational capacity to a polynomial space. That is, we first choose the space of polynomials as the projection space for the collocation method, then approximate the solution of the integral equation by a linear combination of polynomials in that space. This model can also be viewed as a neural network learning model, but with different activation functions in the hidden layer. The coefficients of the linear combination of polynomials function are served as the weights between the hidden layer and the output
layer of the neural network. In the remainder of this chapter, we refer to this model as the NN-Collocation model for brief.

The collocation method is another popular projection technique for solving integral equations that has garnered significant attention in practical applications. One of the key advantages of this method is its simplicity and flexibility, particularly when utilized to incorporate neural network models. It offers an ideal structure for converting integral equations into data-fitting models, without the need for introducing additional integrals as is the case with the Galerkin method. Consequently, the computational requirements associated with collocation are considerably lower.

We organize this chapter into two sections. In section 1, we present the formulation of the neural network (NN)-Collocation method for the second kind FIEs. Numerical experiments are provided in Section 2 to demonstrate the performance of the proposed method.

### 5.1 NN-Collocation Formulations

We consider an integral equation that takes the form of

$$
\begin{equation*}
u(x)+\mu \int_{0}^{1} k(x, y) u(y) \mathrm{d} y=f(x), \quad x, y \in[0,1] \tag{5.1}
\end{equation*}
$$

where $f \in C[0,1], k(x, y) \in C[0,1] \times C[0,1]$ are known, $u \in C[0,1]$ is unknown and

$$
\mathcal{K}(u)=\int_{0}^{1} k(x, y) u(y) \mathrm{d} y
$$

is the Fredholm integral operator. With this notation, the above integral equation can be rewritten as

$$
\begin{equation*}
(\mathcal{I}+\mu \mathcal{K}) u=f \tag{5.2}
\end{equation*}
$$

where $\mathcal{I}$ is the identity operator.
In chapter 2 , we introduced the intuition behind the Galerkin method, which seeks an
approximate solution that makes the residual small via minimizing $\left\|\mathcal{A} u_{n}-f\right\|$, where $\mathcal{A}:=$ $\mathcal{I}+\mu \mathcal{K}$. In comparison, the Collocation method makes the residual $r_{n}:=\mathcal{A} u_{n}-f$ small by making it zero on some finite set of points. Specifically, we choose a finite dimensional space $\mathcal{X}_{n}$ and a finite set $S \subset[0,1]$ of points, and want to find an approximate solution $u_{n} \in \mathcal{X}_{n}$ such that

$$
\mathcal{A} u_{n}(x)-f(x)=0, \text { for } x \in S
$$

In particular, the traditional collocation method solving integral equation (5.2) seeks vectors $\mathbf{w}_{n}:=\left[w_{j}: j \in Z_{n}\right]$ such that

$$
\begin{equation*}
u_{n}=\sum_{j \in Z_{n}} w_{j} \psi_{j} \tag{5.3}
\end{equation*}
$$

is the solution of

$$
\begin{equation*}
(\mathcal{I}+\mu \mathcal{K}) u_{n}\left(x_{i}\right)=f\left(x_{i}\right), i \in Z_{m} \tag{5.4}
\end{equation*}
$$

where $S=\left\{x_{i}: i \in Z_{m}\right\}$ is a finite subset of $[0,1],\left\{\psi_{j}\right\}_{j=1}^{n}$ are the basis functions of the projection space $\mathcal{X}_{n}$. The equivalent system of equations form of (5.4) is

$$
\begin{equation*}
\left(\mathbf{E}_{n}+\mu \mathbf{K}_{n}\right) \mathbf{w}_{n}=\mathbf{f}_{n} \tag{5.5}
\end{equation*}
$$

where

$$
\begin{gathered}
\mathbf{E}_{n}=\left\{E_{i j}, i \in Z_{m}, j \in Z_{n}\right\}, \\
\mathbf{K}_{n}=\left\{K_{i j}, i \in Z_{m}, j \in Z_{n}\right\}, \\
\mathbf{f}_{n}=\left\{f_{i}, i \in Z_{m}\right\},
\end{gathered}
$$

with

$$
E_{i j}=\psi_{j}\left(x_{i}\right), \quad K_{i j}=\int_{s} k\left(x_{i}, y\right) \psi_{j}(y) \mathrm{d} y, f_{i}=f\left(x_{i}\right)
$$

The NN-Collocation method based on this idea tries to minimize the cost function which
is formulated by the means square error with $L^{2}$ regularization

$$
\begin{equation*}
\mathcal{C}=\frac{1}{m} \sum_{i \in Z_{m}} L_{n}\left(\hat{f}\left(x_{i}, \mathbf{w}_{n}\right), f_{i}\right)+\frac{\lambda}{m}\left\|\mathbf{w}_{n}\right\|_{2}^{2} \tag{5.6}
\end{equation*}
$$

with the loss function

$$
\begin{equation*}
L_{n}\left(\hat{f}\left(x_{i}, \mathbf{w}_{n}\right), f_{i}\right)=\left(\hat{f}\left(x_{i}, \mathbf{w}_{n}\right)-f_{i}\right)^{2}, \tag{5.7}
\end{equation*}
$$

where $\hat{f}\left(x_{i}, \mathbf{w}_{n}\right):=(\mathcal{I}+\mu \mathcal{K}) u_{n}\left(x_{i}\right), \lambda$ is the regularization parameter, $\left\|\mathbf{w}_{n}\right\|_{2}$ represents the Euclidean norm of $\mathbf{w}_{n}$. With the notations introduced in (5.5), the loss function (5.7) of the NN-Collocation model can be rewritten as

$$
\begin{equation*}
L_{n}\left(\hat{f}\left(\mathbf{x}_{i}, \mathbf{w}_{n}\right), f_{i}\right)=\left(\sum_{j \in Z_{n}}\left(E_{i j}+\mu K_{i j}\right) w_{j}-f_{i}\right)^{2} \tag{5.8}
\end{equation*}
$$

In other words, we use $\left\{\left(x_{i}, f_{i}\right)\right\}_{i=0}^{m}$ as our training data set to implement a learning process for a trail model such that the MSE between the predicted value $(\mathcal{I}+\mu \mathcal{K}) u_{n}$ and exact value of $(\mathcal{I}+\mu \mathcal{K}) u$ at the training data set is minimized while emphasizing on maximizing margin to avoid the overfitting problem.

The process described above can be interpreted as a feed-forward network with one hidden layer and a linear output layer. The weights between the input layer and the hidden layer of the network are all set to 1 , while the activation function of the $j$ th neuron in the hidden layer is $\phi_{j}(x)=(\mathcal{I}+\mu \mathcal{K}) \psi_{j}(x)$, and the weights between the hidden layer and the output layer are $w_{i}$ s. The network is illustrated in Fig. 5.1.1.

We intend to find $\mathbf{w}_{n}$ that can minimize $\mathcal{C}$ by using the gradient descent with Adam optimizer. To this end, we need to calculate $\frac{\partial L_{n}}{\partial w_{j}} \mathrm{~S}$. By taking partial derivative with respect to $w_{j}$ in (5.8), we have

$$
\begin{equation*}
\frac{\partial L_{n}}{\partial w_{j}}=2\left(\sum_{k \in Z_{n}}\left(E_{i k}+\mu K_{i k}\right) w_{j}-f_{i}\right)\left(E_{i j}+\mu K_{i j}\right) \tag{5.9}
\end{equation*}
$$



Figure 5.1.1: Diagram of NN-collocation model.

The primary computational cost is attributed to the calculations of $K_{i j} \mathrm{~s}$, which involve evaluating integrals, but only once. We store the values of $\left(E_{i j}+\mu K_{i j}\right)$ s in a matrix. In this paper, we use the Gauss-quadrature for the evaluation of $K_{i j} \mathrm{~s}$. The whole procedure is summarized in Algorithm 3.

```
Algorithm 3 Our Algorithm
    Input regularization parameter \(\lambda\), number of training data \(m\), training set \(S:=\left\{x_{i}\right.\) :
    \(\left.i \in Z_{m}\right\}\). Initialize the weights \(\left\{w_{j}: j \in Z_{n}\right\}\) by Xavier initialization [32].
    : Compute \(\phi_{j}\left(x_{i}\right):=E_{i j}+\mu K_{i j}\), and store the result in matrix \(A\) with \(A_{i j}=\phi_{j}\left(x_{i}\right)\),
    \(i \in Z_{m}, j \in Z_{n}\).
    Compute \(\frac{\partial C}{\partial w_{j}}=\frac{1}{m} \sum_{i \in Z_{m}} \frac{\partial L_{n}}{\partial w_{j}}+\frac{2 \lambda}{m} w_{j}\) according to chain rule.
    Update the weights \(w_{j}\) with the Adam optimizer.
    : Compute the approximation of (5.3) by using the optimal weights \(\left\{w_{i}: i \in Z_{n}\right\}\).
```


### 5.2 Results

For the purpose of comparison, we use the same numerical examples listed in chapter 4 to demonstrate the NN-Collocation model's performance. The projection space is polynomial space with shifted Legendre polynomials on interval $[0,1]$ of degree up to $n$ as bases. we utilized a training set of $m=2000$ numbers sampled uniformly at random from the interval
$[0,1]$. Testing sets consisting of 2000 evenly spaced values on the interval $[0,1]$.
Example 1. Consider the following linear FIE of the second kind

$$
u(x)-\int_{0}^{1} 2 e^{x+y} u(y) \mathrm{d} y=e^{x}
$$

with the exact solution $u(x)=\frac{e^{x}}{2-e^{2}}$.
For $n=6$, the generalization MSE is $e-09$ after 20000 iterations, and the associated optimal weights are

$$
\begin{aligned}
\mathbf{w}_{n}= & {[-0.23858496,-0.15568655,-0.11762842,} \\
& 0.02070347,-0.0158611,0.00271201]
\end{aligned}
$$

Figure 5.2.2(a) shows the graph of the exact solution and the approximate solution, the red curve depicts the graph of the exact solution while the green curve depicts the graph of the approximate solution, and Figure 5.2.2(b) shows the generalization MSE. The numerical results can be found in Table I.

(a)

(b)

Figure 5.2.2: Example 1: (a) Exact solution vs NN-Collocation approximate solution with $\mathrm{n}=6$; (b) MSE between the exact solution and the approximate solution.

Table I: The MSE error for Example 1.

| n | MSE on Training set | MSE on Testing set |
| :--- | :--- | :--- |
| 3 | $1.09689663 \mathrm{e}-06$ | $9.59122925 \mathrm{e}-07$ |
| 4 | $1.27886941 \mathrm{e}-07$ | $1.12720023 \mathrm{e}-07$ |
| 5 | $1.8071884 \mathrm{e}-08$ | $2.2415795 \mathrm{e}-08$ |
| 6 | $1.0746993 \mathrm{e}-09$ | $2.98199195 \mathrm{e}-09$ |
| 7 | $1.72614602 \mathrm{e}-09$ | $1.53534553 \mathrm{e}-09$ |

Table II: The MSE error for Example 2.

| n | MSE on Training set | MSE on Testing set |
| :--- | :--- | :--- |
| 3 | 0.00474284 | 0.00475947 |
| 4 | $7.23014255 \mathrm{e}-05$ | $7.26806487 \mathrm{e}-05$ |
| 5 | $8.22319408 \mathrm{e}-07$ | $6.70043825 \mathrm{e}-07$ |
| 6 | $8.39516517 \mathrm{e}-08$ | $1.02247121 \mathrm{e}-07$ |
| 7 | $2.89689923 \mathrm{e}-11$ | $2.40565254 \mathrm{e}-11$ |

Example 2. Consider the following linear FIE of the second kind

$$
u(x)+\frac{1}{3} \int_{0}^{1} e^{2 x-\frac{5 y}{3}} u(y) d y=e^{2 x+\frac{1}{3}}
$$

with the exact solution $u(x)=e^{2 x}$.
For $n=7$, the generalization MSE is around $e-11$ after 30000 iterations, and the corresponding optimal weights are

$$
\begin{aligned}
\mathbf{w}_{n}= & {[1.87982320,2.75563720,1.95524998,5.05200551 e-01,} \\
& 2.75259395 e-01,5.81048575 e-04,1.72820486 e-02] .
\end{aligned}
$$

Figure 5.2.4(a) shows the graph of the exact solution and approximate solution, and Figure 5.2.4(b) shows the generalization MSE. The numerical results can be found in Table II.

Example 3. Consider the following linear FIE of the second kind

$$
u(x)+\int_{0}^{1} x\left(e^{x y}-1\right) u(y) \mathrm{d} y=e^{x}-x
$$



Figure 5.2.3: Example 2: Exact solution vs NN-Collocation approximate solution with $\mathrm{n}=6$;


Figure 5.2.4: Example 2: MSE between the exact solution and the approximation solution.
with the exact solution $u(x)=1$.
For $n=4$, the generalization MSE is around $e-15$ after 30000 iteration with optimal weights

$$
\begin{aligned}
\mathbf{w}_{n}= & {[9.99998676 e-01,2.92296511 e-06} \\
& -2.37639142 e-06,9.37088253 e-07]
\end{aligned}
$$

And order of accuracy around $e-16$ for $n=3$ after 50000 iteration with optimal weights

$$
\mathbf{w}_{n}=[9.99999927 e-01,1.43643199 e-07,-8.92090066 e-08]
$$

Figure 5.2.6(a) shows the graph of the exact solution and approximate solution, and Figure 5.2.6(b) shows the accuracy measured in MSE. The numerical results can be found in Table III.


Figure 5.2.5: Example 3: Exact solution vs NN-Collocation approximate solution with $\mathrm{n}=6$


Figure 5.2.6: (Example 2: MSE between the exact solution and the approximate solution.

Table III: The MSE error for Example 3.

| n | MSE on Training set | MSE on Testing set |
| :--- | :--- | :--- |
| 3 | $1.09178389 \mathrm{e}-16$ | $9.83884687 \mathrm{e}-17$ |
| 4 | $2.72825599 \mathrm{e}-15$ | $2.19793864 \mathrm{e}-15$ |
| 5 | $8.72100376 \mathrm{e}-12$ | $7.84314389 \mathrm{e}-12$ |
| 6 | $7.75215323 \mathrm{e}-11$ | $6.39991518 \mathrm{e}-11$ |
| 7 | $8.23544625 \mathrm{e}-11$ | $9.99376595 \mathrm{e}-11$ |

Table IV: The MSE error for Example 4.

| a | n | MSE on Training set | MSE on Testing set |
| :--- | :--- | :--- | :--- |
| 0 | 3 | $2.00812521 \mathrm{e}-14$ | $1.7978776 \mathrm{e}-14$ |
| 0 | 4 | $2.20219156 \mathrm{e}-12$ | $2.10087744 \mathrm{e}-12$ |
| 5 | 3 | $1.25071358 \mathrm{e}-15$ | $1.12903254 \mathrm{e}-15$ |
| 5 | 4 | $3.17235264 \mathrm{e}-14$ | $2.71073112 \mathrm{e}-14$ |

Example 4. Consider the following linear FIE of the second kind

$$
u(x)-\int_{0}^{1} 9 x y u(y) d y=a x^{2}-4 x^{2}
$$

with the exact solution $u(x)=(a-4) x\left(x-\frac{9}{8}\right)$.
The approximate solution has order of accuracy around $e-14$ for $a=0, n=3$ after 30000 iteration, with optimal weights

$$
\mathbf{w}_{n}=[-1.33333235,4.49999805,-2.66666542]
$$

For, $n=3, a=5$, the generalization MSE is around $e-15$ after 30000 iteration, and the corresponding optimal weights are

$$
\mathbf{w}_{n}=[0.33333309,-1.12499951,0.66666636]
$$

Figure 5.2.8(a) and Figure 5.2.10(a) show the exact and approximate solutions for $a=$ $0, n=3$ and $a=5, n=3$, respectively. Figure $5 \cdot 2 \cdot 8(\mathrm{~b})$ and Figure 5.2.10(b) show the corresponding accuracy measured in MSE. The numerical results can be found in Table IV.


Figure 5.2.7: Example 4: Exact solution vs NN-Collocation approximate solution with $a=0$ and $n=3$;


Figure 5.2.8: Example 4: MSE between the exact solution and the approximate solution with $a=0$ and $n=3$.

### 5.3 Conclusion

Numerical results show that the NN-Collocation model provides solutions with higher accuracy in comparison to the previous neural network approach for solving Fredholm integral equations of the second kind. The model offers a low computational cost since the required integrals only need to be evaluated once. It is worth pointing out that the accuracy of the NN-Collocation model on the testing set is as good as on the training set, indicating that the NN-Collocation model is stable and reliable. Moreover, this approach overcomes the


Figure 5.2.9: Example 4: Exact solution vs NN-Collocation approximate solution with $a=5, n=3$


Figure 5.2.10: Example 4: MSE between the exact solution and the approximation solution with $a=5, n=3$.
problem of the traditional collocation method which requires the number of bases to match the number of collocation points to ensure a square matrix after discretization. However, this NN-Collocation model only works for linear integral equations.

## Chapter 6

## Special Function Neural Network (SFNN) Models

Robust implementations of special functions have been a concern in many scientific areas, from electromagnetics to statistics. For example, the kernel of the Helmholtz equation in a boundary integral formulation is based on Hankel functions, or the Matérn covariance in statistics depends on the functions Gamma and modified Bessel. Traditionally these special functions are implemented using known asymptotic expansions on certain critical intervals. The strategy we introduce here is to replace asymptotic expansions with neural network (NN) models taking advantage that NNs can be provably considered to be universal approximators. This approach facilitates a plethora of operations previously inaccessible. For instance, highorder derivatives of a neural network model preserve the accuracy of the trained model and, as such, can be more reliable than derivatives of asymptotic expansions. Implementations of series expansions may be computationally prohibitive and prone to numerical errors in regions where they do not converge sufficiently fast. In the current work, we develop neural network models to be a stand-in for special functions, focusing on the Bessel functions of the first and second kind, and corresponding derivatives. Special functions may require different series expansions for different ranges of the argument. We showcase a strategy for using the
same neural network model over any interval within the domain of definition of the function, that would otherwise require different asymptotic expansion representations.

Special functions lack a formal definition, and a commonly accepted description of what renders a function special is that it is non-algebraic. In this spirit, even commonly used functions such as the trigonometric functions sine, cosine or the exponential and logarithmic functions qualify as special functions. However, due to their ubiquitous use in applications, their implementations are highly reliable, and due to their apparent simplicity, they also possess analytically known derivatives. Subsequently, the tendency is to regard as special some of the functions less encountered in the literature, e.g., Bessel functions, hypergeometric functions, etc. Bessel functions, for example, are known as solutions of differential equations, and different parameters yield different types of Bessel functions. Particularly, the Bessel functions of 1st and 2nd kind, denoted as $J_{0}(x)$ and $Y_{0}(x)$ stem from $x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}+\left(x^{2}-\alpha^{2}\right) y=0$ as a solution pair corresponding to $y(x)$, where the arbitrary $\alpha$ is known as the order of the Bessel function.

It should be noted that special functions garnered an unfair reputation of being a niche topic in scientific computing. However, these functions are to be found in many areas of computational science, as kernels of the Helmholtz equation, or in renowned algorithms such as the Fast Multipole Method [37], or Ewald summation [38], and even in statistics in the Matérn kernel. The study of such functions was prevalent prior to the advent of high-performance computing and the general reliance on libraries in scientific computing. The implementation of special functions relies on asymptotic expansions [39] in regions of interest and may require different numerical treatments as they converge to either infinity or in the vicinity of a zero, e.g., $x$ where $x$ satisfies $f(x)=0$. Several libraries [40], [41] have been developed to provide accurate evaluations across the interval of definition of such functions, equipped with a range of dedicated algorithms [42]. In many circumstances, particularly for mathematical software such as MATLAB, numpy, Mathematica, the underlying
implementation is not readily available, it may be unreliable ${ }^{1}$ and prone to errors as these functions are subject to complex manipulations. The lack of numerically stable expressions for some special functions or their by-products prompts a user to invoke multi-precision libraries, which are notorious for slowing down computations.

In the current work, we advocate for replacing convoluted analytical expressions with neural network models, which may converge slowly to a reliable model, however, these models may be far more reliable in practice and intuitive to a novice user. This approach is justified by theoretical results, such as the universal approximation theorem [?], which assure that a multi-layer feed-forward neural network can mimic any known function. Additionally, such models can be deployed as a JIT (just in time) library and trained at compute time.

The work is organized as follows, in Sec. 6.0.1 we detail some of the known issues crippling special function evaluations and operations. In Sec. 6.1 we describe the approach to designing neural network models and some of the theoretical results that can be used to define adequate loss functions and accelerate the training phase. Sec. 6.2 gathers current results for some basic special functions, here the Bessel functions of 1st and 2nd kind, as well as accuracy considerations in using the neural network models in complex computations, while Sec. 6.3 and 6.4 summarize the status of the current work and identify future tracks.

### 6.0.1 Challenges of special functions

The main challenge posed by special functions is of a practical nature; handling complex analytical expressions is cumbersome and time-consuming since the expressions and properties differ from one special function to another. Beyond this difficulty, the range of available formulas, most notably gathered in compendiums [39], [43], prove to be insufficient as we seek expressions for high-order derivatives, numerically stable formulations for complex orders, or compounded special functions.

Of the many expressions available for a Bessel function let us assess the Bessel function

[^0]of the first kind, positive order $\alpha$ and real argument $x$, given in terms of $\Gamma$, the Gamma function:
$$
J_{\alpha}(x)=\sum_{m=0}^{\infty} \frac{(-1)^{m}}{m!\Gamma(m+\alpha+1)}\left(\frac{x}{2}\right)^{2 m+\alpha}
$$

We note a few of the under-reported issues encountered in applications

Numerical errors The truncation of series expansions used in conjunction with analytical formulas to derive more complicated expressions using special functions leads to undesired cancellations that alter the final result. It is well established that interlacing numerical expressions with analytical formulas may be unreliable. Special functions libraries may be deceiving to a user since they do not consistently uncover the specific low-level implementation.

Erroneous derivative computations Even if a series expansion is valid for a given function in a certain range, there is no guarantee that taking derivatives of each individual term in the series yields a novel series sufficiently converged to the correct value or even a converging series. This aspect becomes highly problematic for derivatives of special functions, and analytical derivatives used in numerical computations may introduce numerical mismatches which accumulate and propagate.

Sensitivity to round-off errors The computation of derivatives is one of the most sensitive operations to round-off errors. However, such sensitivities can also be observed for Bessel functions of complex order, etc. In such cases, a multi-precision library could alleviate the onset of round-off errors. Multiprecision libraries, though, lead to inefficient evaluations. Therefore if the function is known and used extensively, an analytical derivative could be better suited. However, explicit derivatives, if not evaluated themselves correctly or of a different nature than the original function, may induce numerical artifacts.

### 6.1 Special function neural network (SFNN) model

We seek to develop neural network models that approximate special functions with high accuracy, but are also sufficiently compact to be evaluated efficiently. The accuracy is determined by the choice of loss function and activation functions, while the efficiency of a neural network model depends on the size of the neural network layers. We focus primarily on the accuracy of a neural network model, however we choose layer sizes that may be implemented efficiently on Graphical processing units (GPU). We note that GPUs display significantly higher computational speeds for arithmetically intense algorithms and reliable SFNNs should be implemented at compiler level.

Consider a feed-forward neural network with input $x_{0}$, output $x_{L}$, and $L$ layers. At each layer $\ell$, for $\ell=1, \ldots, L$ we have

- $x_{\ell-1}$ input nodes, with $x_{\ell-1}$ a column vector, $x_{\ell-1} \in \mathbb{R}^{N_{\ell-1} \times 1}$
- $W_{\ell}$ weights, with $W_{\ell}$ a matrix, $W_{\ell} \in \mathbb{R}^{N_{\ell-1} \times N_{\ell}}$
- $b_{\ell}$ biases, with $b_{\ell}$ a column vector, $b_{\ell} \in \mathbb{R}^{N_{\ell} \times 1}$

Let us call $z_{\ell}=W_{\ell} x_{\ell-1}+b_{\ell}$ the input to a layer, and $x_{\ell}=a_{\ell}\left(z_{\ell}\right)$ the output of a layer, where $a_{\ell}$ is an activation function. A special function neural network model (SFNN) is given at a layer $\ell$ as

$$
x_{\ell}=a_{\ell}\left(W_{\ell} x_{\ell-1}+b_{\ell}\right),
$$

which would recursively contribute to the network output $x_{L}=a_{L}\left(z_{L}\right)=a_{L}\left(W_{L} x_{L-1}+b_{L}\right)$.
To define a loss function there are several approaches available. We can either train the SFNN by taking a data fitting approach, a residual minimization approach [44] or construct a complex multi-objective loss function [45]. Here, we seek to model a function $y(x)$ by restricting ourselves to a cost functional

$$
\mathcal{L}\left(x_{L}, y(x)\right)=\left\|x_{L}-y(x)\right\|_{*},
$$

where $\|\cdot\|_{*}$ can be the $L_{1}, L_{2}$ norms, or any other norm of choice.

SFNN design By adding an $L_{2}$ regularization term we consider mainly loss functions of the type

$$
\begin{equation*}
\mathcal{L}\left(x_{L}, y(x)\right)=\frac{1}{N} \sum_{i \in N}\left(x_{L}-y\left(x_{i}\right)\right)^{2}+\lambda \sum_{j \in L}\left\|W_{j}\right\|^{2} \tag{6.1}
\end{equation*}
$$

where $N$ is the size of the training set, $\lambda$ is the regularization parameter, and $L$ the number of layers. The training will be performed by drawing samples $x \in \mathcal{X}_{t}$, where $\mathcal{X}_{t}$ is a random distribution over a training interval $[a, b]$. The initialization of weights is performed using the Xavier weight initialization [32].

The obtained SFNN model will be available as a function $\hat{y}\left(x_{0}\right)$ given as

$$
\begin{equation*}
\hat{y}\left(x_{0}\right)=W_{L} a_{L}\left(\ldots W_{2} a_{1}\left(W_{1} x_{0}+b_{1}\right)+b_{2} \ldots\right)+b_{L}, \tag{6.2}
\end{equation*}
$$

where $a_{1}, \ldots, a_{L}$ are the activation functions per layer, and $x_{0}$ is the evaluation point which should be in the training interval $[a, b]$. The restriction that a model is usually not available outside its training interval poses no inconveniences for special function models since asymptotic series expansions are also valid only within certain ranges. The optimization algorithm used for updating the weights and biases in the training phase is ADAM [35].

Large interval evaluations Since the initial weight and bias depend on the scale of the input the performance of the training as well as accuracy decays for larger intervals. By selecting smaller ranges, typically on the order of $[a, b]$ with $|a-b|<10$ we achieve higher convergence and preserve well balanced weights and biases. We focus on small intervals $[a, b]$ and larger intervals, or intervals far away from the origin, are mapped to the original $[a, b]$. We give preference to intervals centered around the origin, which has a two-fold interpretation: a) assures a proper balance of the weights, b) conforms with the symmetry properties of the modeled functions. The mapping of an interval $[c, d]$ to the target interval
$[a, b]$ relies on the formula

$$
x \in[a, b], \quad x^{*}=\frac{(x+b)(d-c)}{b-a}+a
$$

This amounts to a shift of the model to be trained on $[a, b]$, which yields the intermediary model $\hat{y}^{*}$. To retrieve the correct value on the appropriate interval we reverse the shift of $\hat{y}\left(x^{*}\right)$ to

$$
\hat{y}(x)=\hat{y}^{*}\left(\frac{(b-a)(x-c)}{d-c}+a\right),
$$

where $\hat{y}(x)$ will now be the special function model on the interval $[c, d]$.
The final goal of the current work is to provide reliable and efficient SFNNs which are also flexible and have the following properties

- the SFNN model can be easily imported as a function composition
- the SFNN model can be identically generated across the entire domain of definition without modifications.
- the SFNN model is easy to generate on-the-fly for novel special functions and their derivatives
- minimal modeling is required of the user to generate novel SFNN models


### 6.2 Results

The main appeal of SFNN models is that they can provide reliable derivative computations, unattainable for expressions relying on series expansions. Although many existing special functions libraries achieve computer precision accuracy in most of the domain of definition, the absolute errors decrease to values close to single precision, i.e., $10^{-7}$ in certain regions. Coincidentally, since many GPU implementations are still in the range of single-precision, such models can already be useful when double precision is not immediately
achievable. In this spirit, we find sufficient to impose an SFNN model accuracy on the order of $10^{-8}$. Our initial goal is to obtain robust SFNN models, which can subsequently improve by tightening the accuracy demands, extending the number of iterations, and computing the weights and biases in multi-precision truncated to double-precision upon convergence.

We focus on two special functions: the Bessel function of 1st kind and zero-order $J_{0}(x)$ and the Bessel function of 2 nd kind and zero-order $Y_{0}(x)$, which we illustrate in Fig. 6.2.1. These Bessel functions serve as a stepping stone to constructing other more sophisticated functions, such as the Hankel function defined as $H_{0}^{0}(x)=J_{0}(x)+i Y_{0}(x)$. Note that training a neural network in the complex space can be highly difficult, and it is desirable to construct a model for the Hankel function based on its real $\mathcal{R} e\left(H_{0}(x)\right)$ and imaginary $\mathcal{I} m\left(H_{0}(x)\right)$ components.


Figure 6.2.1: The behaviour of Bessel functions $J_{0}(x), Y_{0}(x)$ on a large interval.

Bessel function of 1st kind $J_{\alpha}(x)$ One of the most challenging properties of Bessel functions of 1 st kind is owed to their highly oscillatory nature, see Fig. 6.2.1. Each zero of the function poses problems to implementations. For example, MATLAB can achieve only one correct digit in relative error in the vicinity of zeros ${ }^{2}$. The absolute error of Bessel function evaluations, however, is accurate within computer precision. The relative error gains importance in contexts in which numerical differentiation is needed, or evaluations which should yield cancellations unexpectedly lead to accumulations of errors, etc.

[^1]We note that for any real values of order $\alpha$, the behavior of the Bessel function of the first kind is similar in nature, and the difficulties of selecting and training an appropriate SFNN model share sufficient similarities to allow us to focus on the order $\alpha=0$. In the design of a model for $J_{0}(x)$ we identified that a simple network with a single hidden layer of size $N=36$ and the sigmoid

$$
\sigma(x)=\frac{1}{1+e^{-x}},
$$

as the activation function provides the fastest convergence for an accuracy of $10^{-8}$. The full model reads

$$
\begin{equation*}
\hat{y}\left(x_{0}\right)=W_{2} a_{1}\left(W_{1} x_{0}+b_{1}\right)+b_{2} . \tag{6.3}
\end{equation*}
$$

The training was performed on the interval $[-5,5]$ and approximately $10^{5}$ epochs were necessary to attain the imposed accuracy. In Fig. 6.2 .2 we illustrate the approximation using intervals mapped to $[-5,5]$ which yield a robust model with bounded and balanced weights and biases. We note that other mappings are possible as in Sec. 6.1, however we did not observe significant advantages by choosing sub-intervals of $[-5,5]$, and $[-5,5]$ represented an upper limit of interval size.

The model is validated by applying it to values outside the training set $\mathcal{X}_{t}$, i.e. $x_{0} \notin\left\{\mathcal{X}_{t}\right\}$. The error incurred between the model $\hat{y}(x)$ and $J_{0}(x)$ provided by a special functions library is illustrated in Fig. 6.2.3. The error behavior is bounded around $10^{-7}$, however, it has offshoots at the end of the training interval. This was observed consistently for a range of intervals, constraints, and layer sizes and is a numerical artifact that evokes the Gibbs phenomenon encountered in high-order polynomial fitting. We observed that performing the training on intervals $[a, b]$ and applying the model on intervals $[a+\epsilon, b-\epsilon]$ with $\epsilon=0.1$ is highly reliable and alleviates this issue. In Fig. 6.2 .5 we show that training the model on a rescaled interval using an affine transformation yields a SFNN model with similar properties as for intervals in a small vicinity of the origin. The behaviour of the Bessel function in the range $[120,125]$ would typically require a different series expansion than in the range
$[-5,5]$, see [46]. The error incurred by remapping the interval of definition to a region close to the origin is insignificant. A higher impact could be expected on the evaluations of the model itself. However, in Fig. 6.2.5 we note that the error range is bounded by $10^{-7}$ on the inner domain with spikes at the interval ends as observed also for the model developed on $[-5,5]$.


Figure 6.2.2: SFNN model of the Bessel function of 1st kind, $J_{0}(x)$, on the interval $[-5,5]$.


Figure 6.2.3: MSE for the SFNN model of the Bessel function of 1st kind, $J_{0}(x)$, on the interval $[-5,5]$.

Bessel functions of the first kind are characterized by several symmetry properties [39] that can be leveraged in constructing multi-objective loss functions. For example for an integer order $\alpha$ we have that $J_{-\alpha}(x)=(-1)^{\alpha} J_{\alpha}(x)$, and such knowledge has been previously integrated in the loss function, see [45]. Since we intend to remove the modeling burden from the user we avoided the incorporation of such identities in the loss function provided


Figure 6.2.4: SFNN model of the Bessel function of the 1st kind, $J_{0}(x)$, on the interval [120, 125], using interval remapping.


Figure 6.2.5: MSE for the SFNN model of the Bessel function of 1 st kind, $J_{0}(x)$, on the interval $[120,125]$, using interval remapping.
in Eq. 6.1. However, we noticed that training on symmetric intervals as opposed to nonsymmetric ones is significantly slower in terms of number of iterations as well as numerical stability of the produced model.

Bessel function of 2 nd kind $Y_{\alpha}(x)$ The Bessel function of 2 nd kind, $Y_{\alpha}(x)$ shares the oscillatory behaviour of $J_{\alpha}(x)$ and poses an additional difficulty in the vicinity of $x=0$ where it decays asymptotically as $Y_{\alpha}(x) \approx-\infty$. The numerical evaluation of $\left.Y_{\alpha}(x)\right|_{x \approx 0}$ is in essence unfeasible and an interval too close to the origin is either provided as a limit value, truncated or avoided altogether. To train an SFNN model for $Y_{0}(x)$ we restrict ourselves to an interval away from zero and for the same loss function as in Eq. 6.1 we observe that a
larger network is necessary. Without compromising generality we focus on $Y_{0}(x)$, the Bessel function of the second kind and zero order. In this case we consider a network with three hidden layers given as

$$
\begin{equation*}
\hat{y}\left(x_{0}\right)=W_{4}\left(a_{3}\left(W_{3} a_{2}\left(W_{2} a_{1}\left(W_{1} x_{0}+b_{1}\right)+b_{2}\right)+b_{3}\right)+b_{4},\right. \tag{6.4}
\end{equation*}
$$

with activation functions $a_{1,3}(x)=\max (0, x)$ (ReLU) and $a_{2}(x)=\sigma(x)$ (sigmoid). The training on the interval $[0.1,1]$ achieved the imposed tolerance of $10^{-8}$ in approximately $5 \times 10^{3}$ epochs.

In Fig. 6.2 .6 we illustrate a comparison between the model $\hat{y}(x)$ and the reference implementation $Y_{0}(x)$ on the interval [0.1, 1]. The error displayed in Fig. 6.2.7 exhibits the same spikes at the end of the training interval and we recommend to consider in practice the model $\hat{y}:[0.1+\epsilon, 1-\epsilon] \rightarrow \mathbb{R}$.


Figure 6.2.6: Bessel function of 2 nd kind, $Y_{0}(x)$, on the interval $[0.1,1]$.

Derivatives of special functions One of the most glaring computational inconveniences of special functions is that the most reliable expressions are derived analytically even if used in complex numerical implementations. This interplay between analytical and numerical evaluations may lead to precision mismatches that accumulate and propagate, leading ultimately to entirely flawed results. A common source of inaccuracies arises from derivatives of special functions. For example, the derivative of the Bessel function of 1st kind, zero


Figure 6.2.7: MSE for the SFNN model of the Bessel function of 2nd kind, $Y_{0}(x)$, on the interval $[0.1,1]$.
order, can be determined analytically from known properties to be $\frac{d}{d x} J_{0}(x)=-J_{1}(x)$. It is appropriate to implement the derivative of the first order Bessel as the negative Bessel function of the first order, however, the evaluation error may not be of the same nature as for the function $J_{0}$.

Using a SFNN model representation for $J_{0}$, as in Eq. 6.3 , we can take derivatives safely either using the automatic differentiation implementation of Tensorflow, or by traversing the NN model using the chain rule and the known derivatives of activation functions. In Fig. 6.2.8 we illustrate that the derivative of the constructed $J_{0}(x)$ SFNN model is a good approximation of the analytical derivative $-J_{1}(x)$, and in Fig. 6.2.9 we illustrate that the error preserves the behaviour of $J_{0}(x)$ and incurs an error less than one order of magnitude.


Figure 6.2.8: Derivative of the Bessel function of 1st kind and zero order on the interval $[-5,5]$.


Figure 6.2.9: Error of the derivative of $J_{0}(x)$ on the interval $[-5,5]$.

### 6.3 Future work

The final goal of the current work is to construct reliable neural network models for the approximation of special functions, which can be used by applications at compute time. Although the current reliability does not surpass single-precision, we identified interesting behaviors worthy of in-depth studies, such as off-shoots at interval ends and unconstrained neural network behaviors consistent with known special functions properties. Incipient work indicated that higher accuracy can be achieved by seeking convergence in higher-precision. We intend to conduct specialized studies on neural network behavior in conjunction with multi-objective loss functions, which embed function properties as well as minimize the residual of the differential equation defining the special function. Most importantly we seek to apply the neural network models to intractable expressions and derivatives of special functions.

### 6.4 Conclusion

We explored the advantages and limitations of using neural networks as models for special functions, referred to as SFNN (special function neural networks). The highlight of this work is that we identified that intervals which traditionally require different asymptotic expansions can be treated identically using neural network models. We chose two classical and well-
known functions, Bessel of 1st and 2nd kind, which display several numerically challenging issues. Both functions are oscillatory and have a range of solutions on their interval of definition, while Bessel of 2nd kind is undefined at the origin. The focus was on the design and training of neural networks to preserve the numerical accuracy of the original functions. The loss function was taken as a regularized MSE norm between the model output and discrete values of the function under training. Different training intervals were explored, and a strategy for large intervals was identified. Due to the oscillatory nature, smaller intervals containing at most one or two zeros of the modeled function provide the best convergence rate and accurate neural networks. To avoid spurious effects in the weights or biases, we used an interval remapping strategy. Consistently we noted offshoots at the ends of the training interval which we corrected by differentiating between the training interval $[a, b]$ and the model definition interval $[a+\epsilon, b-\epsilon]$ with $\epsilon$ selected heuristically as $\epsilon=0.1$. The maximal accuracy we obtained did not exceed $10^{-7}$. However, the error behavior is preserved and the magnitude is bounded under derivative operations performed on the SFNN model which indicates that such models have the potential to fully replace current special function implementations.
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## Chapter 7

## Conclusion and Future Work

We employed the multiscale Galerkin method to solve Volterra integral equations of the second kind with a weakly singular kernel in chapter 2. Through leveraging the structure of the Volterra integral operator and the vanishing moment properties of multiscale basis functions, we eliminated a substantial portion of zero entries from the coefficient matrix of the corresponding discrete system of equations. We then designed a truncation strategy to compress the coefficient matrix for the remaining nonzero entries. To estimate the rest of the nonzero entries, we introduced a numerical quadrature rule, with an error control strategy designed to prevent the quadrature error from ruining the overall convergence order of the multiscale Galerkin method. The numerical results demonstrate the robustness of this approach.

In chapters 4 and 5, we propose neural network models to solve numerically the linear Fredholm integral equations of the second kind with a continuous kernel. The cost function is defined using the average residual of the Fredholm integral equation on some finite set of points and is optimized by the Adam method. The numerical results confirm the potential of applying this method in solving integral equations, but the accuracy of the neural network is not as good as that of the traditional mathematical method. Specifically, the approach discussed in chapter 4 is totally by learning, the solution of this method is restricted in
form $w_{2}\left(\frac{1}{1+e^{-\left(w_{1} x+b_{1}\right)}}\right)+b_{2}$. Without a sufficient number of neurons in the hidden layer, this form of function has limitations in approximating the exact solution. To overcome this limitation, in chapter 5, we adopt a new approach that first restricts the solution space to the polynomial space and designed a Collocation method-based neural network model. The second approach is more efficient and accurate than the first one and is comparable to traditional mathematical methods in some cases. However, the performance of the neural network model highly depends on the learning algorithm, especially the choice of the cost function. In our proposed approaches in chapter 4 and chapter 5, instead of minimizing the difference between the exact and approximate solutions directly, we minimize the average residue of the integral equation at the given input data. Hence, even if we find the minimum of the cost function value, we are not guaranteed to be close to the desired solution. This is a typical under-fitting problem that occurs in machine learning algorithms. In our future work, we plan to explore how to improve the cost function of the neural network model to enhance its performance. One possible approach is to use quadrature methods to discretize the integral equation and solve it for a range of input values. The resulting output values then can be used as the training data for the neural network. Another potential way to achieve this is to impose additional restrictions on the cost function. Additionally, it would be worthwhile to investigate combining the collocation method and the Galerkin method, with the cost function being the residue of the Fredholm integral equation resulting from both methods.

In the last chapter, we developed a neural network model to approximate special functions with high accuracy, the main appeal of our proposed SFNN model is that it can provide reliable derivative computations [47]. The error behavior is preserved and the magnitude is bounded under derivative operations performed on the SFNN model which indicates that such models have the potential to fully replace current special function implementations.
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