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Abstract 
 

 

In order to orient ourselves in the environment our senses have evolved so as to acquire optimal 

information. The optimization, however, incurs mistakes. To avoid costly ones, the over-

perception of patterns (in humans) augments the decision making. I tested the decision-making in 

two modalities, acoustic and visual. A set of stimuli (using computer-generated graphics, based on 

output from a very good pseudo random generator) was produced: masks with a random pattern 

with varying degree of transparency over geometrical figures were used, followed by similar task 

that involved black and white high-contrast patterns. In both cases, I was able to find, using a 

Bayesian statistical approach, that the ability to detect the correct pattern presence (or lack 

thereof) was related to respondents’ thinking styles, specifically Rationality and Intuition. 

Furthermore, I used ambiguous facial expressions, and accompanying vocalizations, of high-

intensity affects (pain, pleasure and fear) and low-intensity (neutral and smile/laughter). My 

findings evidenced that the high-intensity facial expressions and vocalizations were rated with a 

low probability of correct response. Differences in the consistency of the ratings were detected 

and also the range of probabilities of being due to chance (guessing). When arousal was 

manipulated in the respondents by using the harmless, but reliable, method Cold Pressor Task, the 

ratings of unimodal stimuli shifted towards higher accuracy for facial expressions of pleasure and 

laugh, and decreased in accuracy for vocalizations of laughter and neutral speech; all only for 

male stimuli. When the two modalities are presented simultaneously and in congruence, the 

probability of correct ratings did not increase for high-intensity displays but the due-to-chance 

calculations showed that none of the displays were rated due to chance except for the intersexual 

assessment of pleasure. In other words, when responding to the other-sex stimulus of pleasure, the 

valence is guessed by the respondent. In the incongruent conditions (for which no correct rating 

can exist), I found that most of the decisions are based on the auditory modality, the visual one 

being suppressed. The one exception was the facial expression of pleasure combined with neutral 

speech; it resulted in cross-talk — namely, a doubly incorrect rating. 

 
 
 
 
 
 
 
 
 
 
 
 



6 

 

 

Abstrakt 
 

 

 

Naše smysly se vyvinuly tak, abychom z okolního prostředí získávat optimální množství 

informací. Tato optimalizace ovšem znamená, že je třeba počítat s chybami. Proto, abychom 

předešli těm s významným dopadem, vyvinula se u člověka tendence k nadhodnocování významu 

vzájemných souvislostí (i ve smyslu vnímání vzorů a posloupností). Ve své práci jsem testovala 

schopnost vyhodnocování vizuálních a akustických stimulů. Za použití počítačové grafiky byl 

vyvinut soubor testovacích stimulů, kde bylo rozložení prvků určeno sofistikovaným generátorem 

pseudo-náhodných čísel. Tyto výsledné masky s různou mírou průhlednosti byly užity k překrytí 

geometrických tvarů. Podobného postupu bylo užito k vytvoření černobílých stimulů s vysokým 

kontrastem. Za použití metod bayesovské statistiky jsem nalezla vzájemnou provázanost 

schopnosti určit přítomnost vzoru (a její absenci) a stylu myšlení, specificky racionálního a na 

intuici založeného. Dále jsem pak použila nejednoznačné výrazy tváře a vokalizace vysoce 

intenzivních afektivních stavů (bolest a slast) a stavů nízké intenzity (neutrální výraz/promluva, 

úsměv/smích). Výsledkem je zjištění, že vysoká intenzita projevu je spojena s nízkou schopností 

respondentů správně vyhodnotit valenci vizuálních i akustických stimulů. Díky použitému 

statistickému přístupu jsem mohla také vyhodnotit, zda je výsledek konzistentní a zda je 

důsledkem hádání. Všechny vizuální stimuly byly vyhodnoceny formou hádání, naopak akustické 

stimuly nejsou vyhodnoceny hádáním. Po užití manipulace zvyšující vzrušení hodnotitelů, šlo o 

bezpečnou, ale spolehlivou metodu (Cold Pressor Task), pravděpodobnost správného hodnocení 

stimulů se zvýšila v případě hodnocení výrazů obličejů slasti a úsměvu mužů. Naopak ke zhoršení 

pravděpodobnosti správného určení valence došlo v případě smíchu a neutrální promluvy – opět 

při hodnocení mužů jako stimulů. Pokud jsou prezentovány souhlasné stimuly kombinující 

vizuální a akustickou složku, nedojde ke zpřesnění určení valence v případě stimulů spojených 

s vysokou intenzitou. Žádné hodnocení není hádáním s výjimkou slasti a to vždy opačným 

pohlavím (muži hádají u žen a naopak). Při prezentaci nesouhlasných vizuálních a akustických 

stimulů, kdy nemůže být hodnocení správné, je vizuální modalita potlačena akustickou. Jedinou 

výjimkou je kombinace výrazu slasti v obličeji a neutrální promluvy. Tento stimul je hodnocen 

jako negativní (tedy nesprávně pro každou z modalit). 
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Chapter 1:  Overview  

The study of perception and signal processing in biology has always benefited from an 

interdisciplinary approach. The sensory perception of the organism is clearly adapted to its 

environment in order to gain relevant information to survive, to reproduce while the 

cost/benefit ratio is constantly being taken into account. One limiting factor of the information 

retrieved from the environment is the metabolic cost during information decoding (by the 

sensory organs) but also during its cognitive elaboration in the brain. At the same time, the 

success of the actions of the organisms strongly depends on the accuracy of their perception. 

Nonetheless, in the process of perception flaws occur, and the percept is not always in 

agreement with the stimulus that elicits it. For this reason, both the condition of uncertainty 

and the existence of ambiguous stimuli are particularly interesting fields of study: situations 

that force the individual to make a decision that is based on the cost of possible mistakes 

(false positive and false negative errors), and heuristics (long- and short-term experience, 

innate mechanisms, learned aversions, etc.).  

Error Management Theory describes the implications of costly decisions and the reasons 

for over-perception of patterns as a safety-mechanism, albeit in a runaway manner. How 

much information and how many cues are sufficient to assess the stimulus correctly, and what 

constitutes a strong enough signal are interesting questions to pose.  

Numerous insights from fields like physics and mathematics, but also psychology and 

neuroscience have helped in the development of new theoretical and methodological 

frameworks for the study of perception. The recent advances in technology and computational 

power can and does bring this interdisciplinary endeavor even further. Specifically, by using 

audiovisual media, computer-generated graphics, Bayesian statistical procedures (not so novel 

in some fields), and Artificial Neural Networks, we could devise novel testing procedures 

using ambiguous stimuli where we could rely on objective measures of control before the 

research was begun. 

By definition, ambiguous stimuli do not have a unique interpretation and so the cues 

present in these stimuli can lead to different percepts. Therefore, in the pre-testing phase, it is 

not only impossible but also counterproductive to reach any version of an agreement (one of 

which is the procedure used by researchers to ensure low interrater variability) about such 

stimuli among human raters whether these are experts or naïve.  

To test the perception of visual patterns, we created a set of stimuli in which we could 

control the randomness or non-randomness of each of the stimuli. The use of a state-of-the-art 

pseudo-random number generator (which, at this level of practicality, is truly random) gave us 

the possibility to statistically evaluate stimuli regarding the presence or absence of the 
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randomness without the need for it to be evident to human rater and, to boot, to the 

experimenter. For the first time, to our knowledge, we were able to create sets of stimuli to 

study false positive errors in visual pattern detection (pareidolia) and false negative errors 

(apoidolia). 

One study involved stimuli sets in color, created with the use of a commercially 

available, patented automaton. This automaton was able to generate a set of stimuli with a 

gradient from random to non-random with varying difficulty for the non-random ones. This 

was achieved by manipulating the transparency of the random mask with a pattern 

underneath; the latter consisting of uniformly colored geometrical shapes. By utilizing 

Dirichlet distributions, we were able to identify differences between subjects who accurately 

rated the randomness or non-randomness of the images and those who exhibited pareidolia 

and apophenia. Additionally, we found that both of these perceptual errors are related to 

thinking style, specifically the rational (analytical and logical operation) and experiential 

(operating through automatic and associative learning) approaches to interpreting one’s 

environment. We confirmed these results in a follow-up study where we used black and white 

stimuli (to ensure that the contrast between the elements in the images was maximal). In fact, 

cluster analysis shows that in each case of the tested thinking styles (subscales of Rationality 

and Intuition), there are two statistically distinct clusters relating these thinking styles to the 

proportion of correct identifications of the patterns and errors (either false positive or false 

negative). We note that the relation is a nonlinear one and was detected by the autoencoder. 

In a further study dealing with visually ambiguous stimuli, we tested the assessment of 

human expressions of affective states with high or low intensity. Indeed, recent studies on 

facial and vocal affective expressions showed that intense affective states (characterized by 

high arousal) are ambiguous stimuli to human perceivers and are more difficult to correctly 

assess in comparison with low-intensity expressions, an effect known as the paradox of 

intensity. Furthermore, in the case of facial expressions pain and pleasure, even the use of the 

muscula action units (FACS system) to describe the grimace is not sufficient to distinguish 

between the two expressions. To assess the difference, we used an AI application with a 

feature extraction algorithm resulting in identifiable differences between the two, confirming 

that enough cues are present in the images of the faces to discriminate pain expressions from 

pleasure expressions for the machine learning environment but insufficient for the human 

perception, which, we conclude, could not catch such cues. Indeed, the results of subsequent 

studies, involving human raters, showed that the ratings were not only inaccurate and 

inconsistent; oftentimes the raters were simply guessing (evidenced by a novel statistical 

method that can calculate the probability of guessing). Interestingly, when testing the 

matching emotional vocalizations, we found that the vocalizations of high-intensity affective 
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states were rated with a low accuracy but the results were not due to chance: this means that, 

in contrast to the visual stimuli, the raters were convinced (not guessing) about their rating 

even if they were incorrect — a truly remarkable discovery. 

Furthermore, we tested whether the integration of this information (facial expressions 

and vocalizations presented simultaneously) will increase the accuracy of the assessment of 

the ambiguous stimulus when the two modalities carried information regarding the same 

affective states (congruent condition) and, alternatively, if we observe possible cross-talk 

when they are presented with different displays (incongruent condition). The redundancy of 

information in the congruent condition did not decrease the perception ambiguity of the 

highly intensive affective states: the raters did not succeed in distinguishing between pain and 

pleasure (both were rated almost equally often positive and negative). However, we observed 

a change in the probability of guessing by the raters: they were more confident in their 

decision in the congruent condition than when rating only facial expressions but less confident 

in comparison with the vocalization rating condition. 

In the incongruent condition, surprisingly, we found evidence of sensory cross-talk in 

only one case: when the visual stimulus depicted a neutral expression was paired with a 

vocalization of pleasure. In this last case, neither of the modalities (visual or auditory) was 

suppressed, but the two interfered with each other, resulting in an assessment that matched 

neither of the modalities. Most often, however, we observed that the auditory modality 

suppressed the visual one. This may be due to the fact that the ratings of the vocalizations 

were not due to chance but the facial expressions were. Further research using a methodology 

that prevents guessing (for example, by implementing an experimental set-up that rigorously 

enforces The Lady Tasting Tea randomization) will be necessary to understand this 

mechanism better.  

Finally, we tested whether the inner state of the rater (specifically: arousal induction) has 

an impact on the assessment of the stimuli, either facial expression or vocalization. To do so, 

we used a safe but reliable procedure that increases the cortisol levels of the raters (called 

Cold Pressure Task) in an experimental group. The procedure involves immersion of one 

lower limb (crus) in the ice-cold water for 90 seconds, leading to an increase in their arousal 

while rating the stimuli. Surprisingly, we observed a more accurate assessment than in the 

control group for facial expressions of laugh and pleasure, and a lower accuracy of assessment 

for vocalizations of laughter and neutral was only on stimuli depicting a male expresser. 

This thesis contains numerous innovations in stimuli creation with increased ecological 

validity (1) pretesting the stimuli without using a control group, (2) rating procedures, (3) 

reduction of the possibility of obtaining the result due to chance (and exactly calculating its 

probability), (4) use of questionnaire data without index computation, (5) statistical evaluation 
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without of null hypothesis statistical testing fallacies, and (6) initating arousal in laboratory 

experiments.  

Furthermore, two questionnaires were standardized into Czech, and a further four 

translated to two languages, Czech and Italian. 
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Chapter 2 History of Signal and Cue 

2.1 Signal and cue in ethology 

Charles Sanders Peirce was a man of many hats: a chemist, a mathematician, a logician, a 

philosopher, and a founder of philosophical pragmatism. He is considered the founder of 

abductive reasoning: a rigorously combined formulation of mathematical induction and 

deductive reasoning. He is one of the originators of the use of logical operators in electrical 

switching circuits that were later applied in digital computers — a change that made science 

different forever.  

Modern semiotics is to a large degree inspired by Peirce´s work. Unfortunately, a 

majority of his findings was not published and he is known primarily for the inspiration he 

provided to other thinkers. The most well-known are William James, a psychologist, Konrad 

Lorenz and Nico Tinbergen, both biologists (ethologists) and together winners of the Nobel 

Prize in Physiology and Medicine.  

James developed his theory of emotions, in which he suggested that the physiological 

trigger reaction is what determines the cascading feeling of emotions — thereby labeling 

emotions and affects.  

Lorenz, after reading Pierce´s work, developed his theory of animal communication. 

Specifically, he was inspired by Peirce in differentiating between purposeful and non-

purposeful communication. The difference between the two is the intentionality in the 

communicated message. An example of purposeful communication would be a rattlesnake’s 

tail: an anatomic device that is used to communicate a warning message to the recipient. In 

contrast, the buzzing of a mosquito is a non-purposeful communication; it is perceived as a 

message by the to-be-attacked host but it is without a communicative value on the part of the 

mosquito. And it may even provide information, such as location, that the mosquito would 

arguably avoid communicating. The rattle is a specifically evolved set of scales that signals to 

the undesired (by the rattlesnake) creature the fact that the very next behavior of the snake 

would be an attack if the intruder were not to move out of harm’s way. The mosquito buzz 

perceived by the host is a disadvantage because it prevents a stealthy approach. The buzz 

cannot be suppressed; the mosquito´s wings need to move so that flight and hovering is 

assured. 

To the ethological community, these two modes of communication are known as signals 

and cues. According to the signaling theory developed by Scott-Philips, signals are defined as 

“Any act (or structure) that (i) affects the behavior of other organisms; (ii) evolved because of 

those effects; and (iii) which is effective because the effect (the response) has evolved to be 

affected by the act or structure.” And cues are defined as “Any act (or a structure) that (i) 
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affects the behavior of other organisms; and (ii) which is effective because the effect has 

evolved to be affected by the act or structure; but which (iii) did not evolve because of those 

effects.” (Scott-Philips, 2008, p.387). 

Signals in a biological/ethological sense are very different from what is defined as a 

signal in the physical sciences. There are only four possibilities for the ethological concept of 

signal: 

1)  Nothing is sent — so nothing has been perceived. 

2)  A cue has been leaked from the sender and the receiver can perceive it and possibly 

adjust his/her behavior accordingly. 

3) The sender has intentionally sent the signal and the receiver has perceived it. 

4) The sender has sent the signal or cue but the receiver did not register it.  

There is hardly any literature that would focus on when too much information has been 

lost for a signal to become a cue and when many cues are so reliably interpreted that they take 

over the role of being a signal. 

2.2 Signal transmission, noise, entropy and all that 

As opposed to the aforementioned signaling theory, the relation between communication, 

information and signal transmission in physics and the concept of entropy was proposed in 

1948 by Claude Shannon in the paper A Mathematical Theory of Communication. Shannon 

was a mathematician working at Bell Laboratories in New Jersey, USA and was developing a 

theory to understand the loss of information during the transmission of messages — for 

instance electromagnetic signals traveling via some medium while two individuals were 

mutually sending and receiving messages, as during a telephone call.  

Although his model was originally developed to deal with the observation that there is a 

loss of information during transmission, he realized that the problem of information loss 

applies to any type of information transmission. After transmission, the received signal it is 

not the same as what the sender sent. During the transmission the information decreased; the 

difference between the original information and the received information is called noise. I 

note that entropy is a quantity — and, therefore, so is information — as Shannon discovered 

in 1948. Indeed, both entropy and information can be measured; they both have the (physical) 

unit JK– 1. Just as it is not valid to refer to amount of entropy (or, for that matter, amount of 

energy), it is also invalid to refer to amount of information (and, consequently, amount of 

noise is also invalid). Information is additive, so information has been transmitted from two 

channels leads to more information in the sense that the information from these two channels 

can be added: 𝐼 < 𝐼
+ 𝐼

. When the signal is corrupted during 

transmission, information is decreased (hence the “<” in the formula) and noise is increased. 
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The sum remains constant during this degradation process. 

A naïve explanation of this phenomenon is that noise was added to the signal, changing 

the information and being a distractor when the receiver decodes the message. Shannon was 

well aware of the fact that the noise is not an addition that masks the information, but it is an 

actual loss of information.  

He developed an equation that allowed him to calculate the loss. After sharing his results 

and insights with another mathematician, John von Neumann (the inventor of the hardware 

implementation of the Turing machine), suggested that this loss should be named entropy, 

because of the formula’s identity with Boltzmann’s formula for entropy in the statistical 

modeling of the 2nd Law of Thermodynamics. Later, both Shannon and van Neumann, and, 

ultimately, the whole physical science community observed that not only the mathematical 

expression for Shannon’s and Boltzmann’s entropy were the same, but the underlying 

mechanism was identical. 

Boltzmann was a physicist working on the statistical interpretation of the kinetic theory 

of gases and he developed the formula for entropy, namely 𝑆 = 𝑘 lnΩ (k is the Boltzmann 

constant and Ω is the number of microstates of a system). Boltzmann’s discovery was that 

only if a system is understood statistically can experimental outcome fluctuations be 

understood and these can only be calculated with his formula. These fluctuations are the 

noise; noise is, therefore, the increase in entropy because of the 2nd Law of Thermodynamics 

makes the increase inevitable.  

The distinction between information and noise is very important in the scientific study of 

perception. During the transmission of the message or signal, the information contained is 

deteriorated by the increase in entropy. The information, therefore, needs to be retrieved via 

decoding and reconstruction; the challenge is to retrieve enough of the original meaning. 

Not only physicists and engineers were aware of the mechanism of information loss — 

even prior to Shannon’s discovery of the relation of the loss with the 2nd Law of 

Thermodynamics. The problem the communication experts were trying to solve was how to 

ensure a minimal loss (preferably zero) due to the transmission. Their approach was to 

implement a redundancy so as to aid in reconstruction. A general, still widespread, 

misconception is to consider redundancy as a repeat of the signal a second time. This must be 

a false approach, because the receiver is not capable of, in the case of the two signals being 

different, knowing which of these two signals is the one with the smallest corruption. 

Repeatedly sending a signal does not eliminate signal corruption and signal loss. 

The approach is to ensure redundancy by clever encoding schemes. Internal relations 

between elements of the signal can be encoded with an invertible encoding algorithm. The 

receiver inverts the encoding to retrieve the maximum possible information in the message. 
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Clearly, the amount of information transmitted via the signal has increased, because this 

redundancy has also been transmitted. However, in all these encoding/decoding schemes, the 

algorithm used for generating the redundancy is transmitted beforehand (again, obviously, via 

an encoded signal). The more secure the reconstruction of the sent signal, the more elaborate 

the redundancy algorithm has to be. 

A tempting thought in this context is the speculation that the redundancy in biological 

signals is an algorithm that has evolved: maybe the decoding of the received signal is possible 

because ‘evolution’ has made it possible that redundancy is invertible. 

This plethora of signal transmission, noise and redundancy features is often summarized 

as communication of information between two individuals: the sender and the receiver. 

Ethologists are not adequately rigorous in these aspects of signal transmission. Rather, they 

focus on the quality or reliability of the signal. In this thesis, I communicate to you, the 

reader, the interplay between perception, signal properties and noise by describing several of 

my published studies and possible conclusions and inferences for future studies. They show 

that unraveling noise and signal reliability is statistically very challenging. 

2.3 Perception in biological descriptions 

With the word perception we refer to the results of elaboration processes pertaining to sensory 

information. The word perception comes from the Latin perceptio (gathering, receiving, 

conceiving) and can be considered as the results of a process of organization and elaboration 

of the information that has been gathered through many sensory modalities.  

It is essential to the survival of organisms for them to make inferences regarding the 

environment and their surroundings in order for them to perform any type of action. The 

success of the action will strongly depend on the accuracy (actually: reliability) of the 

perception. In the current scientific approach, two aspects of perception are of utmost interest: 

the sensory data (decoded by senses through sensory transduction) and their elaboration. 

Obviously, the accuracy of the perception is higher when the information is redundantly 

encoded (i.e. via congruent multimodal overlapping), allowing for a more robust percept. 

However, the metabolic cost of encoding stimuli limits this possibility. The encoding is, 

however, dependent on the species-specific sensory dispositions. These species-specific 

sensory dispositions refer to the results of an evolutionary sensory adaptation that allows each 

species to encode the type of environmental stimuli relevant for its survival. 

The senses construct the species-specific perception of the environment. This concept of 

Umwelt, formulated by the Estonian biologist Uexkull, founder of biosemiotics, in 1920s is 

still relevant. The qualitative experience of the organism is fine-tuned via a species-specific, 

therefore subjective, construction and interpretation of the world that depend on the needs of 

the organism. Hence the species-typical lived-world (Umwelt in German). A quote by Uexkull 
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(1926, p.15) summarizes this situation: 

The task of biology consists in expanding in two directions the results of Kant’s 
investigations: (1) by considering the part played by our body, and especially by our 
sense-organs and central nervous system, and (2) by studying the relations of other 
subjects (animals) to objects. 

2.4 Perception in nonhuman animals  

In octopi (Abdopus aculeatus), the lack of visual sensitivity to colors is compensated with the 

ability of detect polarized light (Temple et al., 2021). Light polarization is a property related 

to the plane of oscillation of the waves that compose light, in contrast to color which is a 

property related to the wavelength of these waves. In seawater the short and long wavelengths 

of visible light are more attenuated than the middle wavelengths, making color vision less 

reliable than polarized vision (Smith & Baker, 1981). As a result, polarized vision is more 

effective in detecting animals and inanimate objects in a marine environment and therefore 

allows for successful actions in the octopi’s environment.  

Differently from octopus, dogs (Canis familiaris) are adapted to a land environment. 

Their eye anatomy includes receptors that allow for color perception, namely a type of 

photoreceptor called cones that can transduce information regarding the wavelength emitted 

by objects. Their color vision is very different from ours. The spectrum of color that is visible 

to the subject is determined by the types of cones present in the retina of the eye. We, humans, 

have three different types of photoreceptors (for short wavelengths — violet and blue; for 

medium wavelengths — green, and orange; for long wavelengths — yellow and red), and the 

combined activity of these different types of cones allows us to perceive the full spectrum of 

the colors visible to the naked human eye. In the case of dogs, only two cones (for short 

wavelengths — blue and longer wavelengths — yellow) are present in the retina, and, 

consequently, their vision of the world is very different (Jacobs et al., 1993). The closest that 

a human can experience this type of color vision, is one type of color blindness, a genetic 

condition for which one or more types of cones do not function well — leading to lack of 

distinguishing between some wavelengths, and therefore not seeing some colors. To 

differentiate even further dogs’ visual perception from ours: results of recent studies also 

suggest that dogs’ vision is also sensitive to UV light (Byosiere et al., 2018). 

Another animal with a color vision very different from ours is the mantis shrimp 

(Stomatopod crustaceans). It has 16 different types of photoreceptors; in addition to the 

ability of perceive UV light and circularly polarized light (Cronin et al., 2014), this animal 

needs only one eye to perceive spatial depth and it can move each eye independently. The 

structure of the mantis shrimp’s eye is among the most complex in nature. Attempting to 

imagine how we could see the world with polarized light (i.e. the octopus) or with less colors 
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(i.e. dogs) is difficult; it is certainly impossible to imagine how the world looks through a 

mantis shrimp’s eyes. 

2.5 Perception in Humans: Senses 

Classically, the human perceptive senses are five: visual, auditory, olfactory, haptic (touch), 

and gustatory (taste). These senses have been recognized for millennia as the perceptual basis 

from which we create and infer the meaning of our environment (Aristoteles, 4th Cent. BC). 

In reality, there are other sensory systems that may be less intuitive but also fundamental 

to our ability of perceiving and acting in the world. Depending on how we characterized a 

sense, up to 33 senses can be identified (Fairhurst, 2014). Considering the sensory modality as 

a type of transduction (meaning the transformation made by a receptor of various types of 

energy to electric signals that can be interpreted by the brain), we can identify the nociceptor 

(perception of pain), mechanoreceptor (proprioception, kinesthesis, balance, acceleration and 

muscle stretch), thermoreceptor (perception of temperature) and interoceptors (blood pressure 

and temperature).  

We can extend this list further if we consider the specific sensation arising from the 

specific type of receptor. For example, in the case of vision, we can consider it as one sense 

(since it is based on the transformation of light energy to neurosignals), or as two (since we 

have two types of photoreceptors: the rods — sensitive to low light levels — and cones – 

sensible to the colors, but only at adequately high light levels) or as four (we have only one 

type of rods but three types of cones). In this way, humans can be considered to have from 

five to 33 senses. 

Our conscious perception of the world takes into account that the information arriving via 

all these different channels creates at least one coherent output called a percept. Disentangling 

the role of the information carried by one channel becomes very complicated. Even more so 

when considering that even within the biological range of the senses of one single species, 

there is also an individuality aspect in the perception process, due to the elaboration of the 

information being related to the learning and the experiences of the individual organism. 

2.6 Multimodal cues 

The signals that a healthy individual receives from the different sensory channels need to be 

integrated in order to create one (coherent) information. How this information is integrated in 

terms of neural pathways and brain areas involved is a complex topic studied in numerous 

neuroscientific disciplines. In this present work, I focus on the behavioral consequences of 

multimodal perception, specific advantages in decision-making and the modality crosstalk 

issues.  

Each individual needs to orient himself/herself in a highly complex environment and use 
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information from the environment to regulate his/her decisions and behaviors. To this aim, the 

integration of information originating from different sources (in terms of sensory input) brings 

the advantage of a much more detailed assessment, in which many features can be taken into 

consideration (Metaxakis et al., 2018). Accessing different sensory inputs from the same 

stimulus can provide a better chance of correctly decoding the cues and the signal 

(Campanella & Belin, 2007). Indeed, the information carried by the different sensory 

modalities can be — in parts — redundant (in the sense of signal components from different 

sensory modalities carrying the same information or the same meaning; Akçay & Beecher, 

2019). This can bring an advantage in terms of information decoding, decision-making and 

behavioral output, because the redundancy can compensate for the degradation of the signal 

(noise). In such cases, we can expect an improvement in terms of stimulus assessment and 

consequential behavioral choice. The opposite situation is when two (or more) senses bring 

two different information contents that are incompatible or incongruent with each other. We 

refer to such a phenomenon as modality crosstalk. As a result of such situations, the reliability 

of the assessment decreases. However, one of the incongruent sources of information could be 

suppressed, relying on the assumption that at least one other modality is considered to be 

more salient (Liu et al., 2019). The study of the effect of congruent or incongruent multimodal 

information can help to disentangle the role of the information carried by one sensory channel 

in the final percept and trigger of the consequential behavioral response. 

2.7 Pattern perception 

To detect meaningful cues and relationships between cues and other elements in the 

environment means to detect patterns. In this sense, humans are pattern-seeking animals that 

have developed cognitive and perceptual processes in response to evolutionary pressure — a 

pressure that facilitates the detection of patterns (Barrett, 2000). As theorized by the Error 

Management Theory (EMT; Haselton & Galperin, 2012), the cost-benefit relationship 

between false negative error (to not detect a pattern when it is present) and false positive error 

(to detect a pattern when it is not present) shows the possible advantage of overperception of 

patterns. To walk in a forest and miss-interpret a stick as being a snake (false positive error) 

has much lower cost than miss-interpreting a snake as being a stick (false negative error). The 

resulting bias in perceiving patterns when they are not present is called apophenia, and in the 

specific case of visual modality (illusonary visual pattern) is called pareidolia. The main 

feature of pareidolia is that random visual elements and noise are perceived by the individual 

as meaningful. Differently from visual hallucination (that arises without the need of a physical 

object), pareidolia is elicited by a real stimulus that is wrongly interpreted (Yokoi et al., 

2014). The study of these phenomena can offer insight about which characteristics of the 

individual are associated with the ability to correctly distinguish between non-random patterns 
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and random stimuli or, conversely, to become victim to a false positive or a false negative 

error. The subjective sensitivity to erroneous pattern detection may lead to another bias, the 

attribution of agency to non-living objects (Hyperactive Agency Detection Device; van der 

Tempel & Alcock, 2015), which leads, ultimately, towards supernatural beliefs (Barrett, 

2000). Indeed, cognitive and perceptual biases can become candidates for hypotheses used to 

explain the emergence and the perseverance of religious and paranormal beliefs (Willard & 

Norenzayan, 2013). Previous studies have associated the overperception of patterns with 

different types of beliefs in the supernatural, as beliefs in the paranormal and believing the 

self-contradictory view that coincidences are not meaningless, but rather meaningful (Zhou & 

Meng, 2020; Bressan, 2002).  

Most case studies of pareidolia are related to face perception. Elements in a stimulus that 

occupy the expected position of the eyes and of the mouth in the correct spatial arrangement 

are perceived as a face. However, faces are special stimuli for humans, because they are 

essential for our intra-specific communication. The relevance of the face as a stimulus has 

been documented in numerous studies (Tsao & Livingstone, 2008; Kanwisher & Yovel, 2006) 

and therefore some specific visual biases (i.e. face overperception) may be related to face 

pareidolia more than a generic pattern perception bias. For this reason, in our study we 

employed types of stimuli that are not derived from biological geometries and in which we 

can statistically control for the presence of patterns and noise.  

2.8 Communication of affective states 

The distinction between signals (in the traditional ethological sense) and cues is the results of 

ethological studies on animal communication (Lorenz, 1939) described above. The non-noise 

part of a signal is a physiological pattern that has evolved to actively convey specific 

information to a specific receiver. The success of the information transmission is related to the 

ability of the receiver to detect the signal, correctly interpret the meaningful part (decoding 

them reliably) and act consistently, based on the conveyed information. Signal transmission 

and signal detection are both evolutionary adaptations: both are fundamental parts of intra-

specific and inter-specific communication.  

Cues, on the other hand, transmit information but they did not evolve with the aim of 

communication. Both the cue(s) and the non-cue information contained in the signal can 

involve one or more sensory modalities, and both enable the organism to navigate in its 

environment.  

In intra-specific communication, the sender encodes the information and transmits it to a 

receiver who decodes and interprets the message. For example, in human social interaction, 

the ability to read others’ affective states is essential in order to, among other things, assess 

their mood and their mental state. To this goal, a variety of information is involved, ranging 
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from non-verbal behavior (Grammer et al., 1998), facial (Grammer et al., 1990), and vocal 

expression (Leongómez et al., 2014). Darwin (1872) suggested, and later Paul Ekman tested 

(Ekman, 2006), that emotions and their facial and senso-motoric displays are universally 

recognized, as a sort of innate signaling system in humans. However, these claims were later 

criticized and several shortcomings were addressed in meta-analytical studies (Scherer et al., 

2001; Elfenbein, et al., 2002). Generally, the decoding accuracy was highest (1) in naturally 

occurring emotional expressions (in line with the importance of ecological worth of the 

stimuli), (2) when raters and stimuli were of the same race, (3) when raters and stimuli had a 

similar cultural background (highlighting the role of previous experience of the decoders), (4) 

when participants were provided with visual and vocal cues simultaneously (Scherer et al., 

2001; Elfenbein, et al., 2002) and (5) when the descriptors and the labelling of affective states 

are clear. For scientific research, there was the need to classify emotions as discrete or as 

continuous. The debate on this topic is still ongoing, with two main approaches: Discrete 

Category Theory (that considers each emotion as the result of a specific and distinct 

psychophysiological activation; Izard, 1994) and the Circumplex Model of Emotion (that 

considers emotion as a dimensional phenomenon; Posner at al., 2005; Russell, 1980). This 

second model suggests that all affective states arise from two mutually independent 

neurophysiological activations: represented geometrically by a finite valence interval (from 

extremely negative to extremely positive) and a finite arousal interval (from extremely low 

arousal to extremely high arousal). In this theory, affective experience is a linear combination 

of these two independent activations, which is then interpreted as representing a particular 

emotion (for review see Posner et al., 2005). 

During the interpretation-decoding of the affective state that the sender is displaying, the 

context plays a very important role. By “context” we mean other information present in the 

environment that can be perceived and added to the original input. This increase can, on the 

one hand, be due to two stimuli detected with the same modality complementing their 

interpretative values (i.e. the two visual modalities facial expression and body posture) or, on 

the other hand, be detected with different modalities that can be employed to increase the 

information and, consequently, the accuracy of decoding. When a receiver can obtain 

information through visual (facial expression) and auditory (appropriate vocalization) 

channels, an approximately 90–100 % accuracy rate in the judgment of basic emotion 

perception (e.g., disgust, fear and happiness; Aviezer et al., 2008; Sourina & Liu, 2011) can 

be attained. In this case, the context, which is an enhancement due to additional cues available 

to the rater, adds information and increases the probability of correct decoding. However, the 

context may also consist of incongruent information that actually decreases the chance of 

correct assignment of the emotional state. If raters are presented with congruent information 
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(i.e., emotional expression of the face and emotional prosody of the voice that match in terms 

of the emotion expressed), then the rate of correct identification is greater and response times 

are reduced (Wittfoth et al., 2010; Dolan et al., 2001). If the information provided is 

incongruent then confusion between signals occurs; ambiguity results. Since the two sources 

also cues regarding different states, we can suspect either (1) the suppression of one source in 

the interpretations or (2) the phenomenon of crosstalk, in which the two sources interfere with 

each other to the point that none is correctly identified. The discrepancy between incongruent 

stimuli is strongest when one modality represents a neutral state (Müller et al., 2011; 

Boschetti et al., 2023c). 
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Chapter 3:  Laboratory and Stimuli Preparation Methodology 

3.1 Stimuli construction in a laboratory 

The use of a laboratory in experiments about human perception allows researchers to control 

many properties of the environment (i.e. illumination, sounds, and temperature, but also the 

display resolution of and the distance to the monitor) that would otherwise be confounding 

variables and possibly bias the data collected. Our use of the laboratory became important not 

only for the collection of the data but also for the construction of stimuli and their preparation. 

The stimuli were often first generated in a laboratory and then further refined in an attempt to 

reduce the corruption of the signal (van der Zant & Nelson, 2021). As explained above, the 

noise (entropy) is included in the transmission and the signal’s degradation, therefore, can 

never be reduced during transmission. However, inclusion of redundancy in the transmission 

process can enable overcoming some of the degradation and thus increase the reliability of 

stimulus identification — at the cost of increasing the load to be transmitted along the 

communication channel. 

In the study of affective states communication, databases created in laboratory are 

available and are used in many studies (Ma et al., 2015), increasing the possibilities of 

outcome comparisons. The images of these facial expressions are standardized in terms of 

background, face angle, eye level, illumination etc. (Lundqvist et al., 1998). Despite the 

attractiveness of making larger and larger data bases available, there are two shortcomings in 

this arrangement. First, a typical feature of these stimuli sets is that they were created by 

employing actors and actresses to produce the different requested facial expressions, namely 

those corresponding to mental images of different emotional states. Second, to confirm the 

communicative value of these stimuli, the images undergo a pre-test procedure before being 

used in a study. The pre-testing procedure involves a small number of test individuals who 

provide their ratings; these are used to compute inter-rater reliability. Those stimuli that best 

represent the desired expression are later used in the research. 

On the one hand, this procedure provides results that are stable, replicable and allow for 

controlling confounding variables. On the other hand, this procedure increases the distance 

between the responses acquired in a laboratory experiment and the responses in an ecological 

valid situation, let alone in the real world. Stimuli produced by actors and actresses who 

emulate the emotions via facial expressions and related vocalizations have the advantage of 

being controllable and standardized. However, there is the risk that they are not perceived by 

the study participants in an adequately similar way as genuine expressions, because they are 

not elicited in the actors or actresses by the same physiological activation. For example, when 

a real, genuine laugh is compared to the acted laugh, the two are not only perceived 
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differently in terms of categorization but they also activate distinct brain regions (McGettigan 

et al., 2015). There are instances where the specificity of the task demands the use of 

genuinely elicited affective expressivity. There are methods to produce the stimuli in more 

realistic ways: make the individuals undergo a procedure that causes them to experience the 

affective state (Sebe et al., 2007), or use pre-existing recordings of ecological valid situations 

and extract the parts containing the desired stimuli (Fernández-Dols at al., 2011; Aviezer et 

al., 2012; Wenzler et al., 2016; Raine et al., 2017; Boschetti et al., 2022; Binter et al., 2023a). 

Another important issue deals with the emotional condition of the raters. In a real life 

scenario, the raters (or some other receiver of the stimulus) is not in a neutral emotional state 

when assessing the meaning of the stimulus. Instead, often he/she is in the same contextual 

situation that elicits the stimulus from the sender; therefore, the rater is not in a neutral 

condition. In addition, the sender may by affected emotionally by the stimulus, creating a 

circular communication of affective states that affect one another and modulate one another’s 

interpretation. It is, of course, of interest to investigate how the manipulation of the affective 

states of the receiver may bring about insights in the assessment and interpretation of cues 

involved in different emotional states.  

3.2 Inter-Rater Agreement 

To confirm the communicative value of the stimuli, there are different pre-testing procedures 

available. One way of pre-testing the stimuli that depict emotional expressions is the inter-

rater agreement (Ma et al., 2015). Before being used in an experimental set-up involving 

participants, the stimuli undergo a rating procedure with both naïve and expert raters who 

together categorized the emotion in the images or in the vocalizations’ audio tracks. The 

resulting inter-rater agreement can be statistically derived as deviations (but not the 

differences, because the ratings are categorical variables) in the responses of the raters 

(Boschetti et al., 2022): Another possibility is to reach an agreement through an open debate 

about those stimuli that were rated or categorized differently (Robertson et al., 2010). This 

last approach is more often used when the raters are experts. There are several problems 

inherent in this procedure: (1) cultural and linguistic variations can have a strong impact; (2) 

the type of rating employed (categorization of the specific emotion expressed vs. 

categorization of valence or arousal of the expression); (3) the most relevant (in the context of 

this thesis) problem is that facial expressions of some type of emotions are inherently 

ambiguous (i.e. pain and pleasure; Wenzler et al., 2016). In these cases, arriving at an inter-

rater agreement is not only very difficult but attempting to find an agreement can also be 

counterproductive, because there is the risk of choosing the images with a lower degree of 

ambiguity and, therefore, through the selection, constructing artificial prototypes that are even 
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more distant from an ecologically valid situation. 

3.3 FACS 

Another way to pre-test and even create the facial expression stimuli is through the Facial 

Action Coding System. This system, originally proposed by Carl-Herman Hjortsjö (1970) and 

later developed by Ekman and Friesen (1978), is based on the fact that facial muscles are 

activated during emotional expression. There are various advantages of using this system, one 

of which is that instead of the grappling with the nature of the emotional category, it is the 

muscle activation that differentiates the emotions. In this way, the problem of language and 

culture in the labeling of emotions can be avoided (Hamm et al., 2011).The basic units of this 

system are the Action Units (AU), which correspond to specific muscle activations (i.e. upper 

lip raiser, brow lowerer, etc). The AU are used to catalogue the facial muscle group 

activations, expression by expression. Specific groups of AU activations correspond to 

specific emotional categories (Aviezer et al., 2015). Based on the expected AU activation for 

the specific emotion, it is possible to use FACS to pre-test the stimuli. Another advantage of 

this system is that the recognition of the AUs activated in the specific facial expression can be 

done by both trained human experts and specifically developed, dedicated software. Using the 

software, the information about the AUs activation can also be used in a prescriptive way, 

namely for the creation of animations of facial expressions. A third advantage of this system 

is that ambiguous emotional expressions can be straightforwardly described through the AU, 

without the need to reduce the expression to a prototype. With this (third) advantage, it was 

possible to demonstrate a further ambiguity involved in the facial expression of pain and 

pleasure: the AUs activated in these two cases are indeed extremely similar (Fernández-Dols 

et al., 2011). Using these methods could, therefore, not be sufficiently adequate to pre-test and 

distinguish between these types of stimuli. 

3.4 AI as an evaluative tool 

An alternative method to pre-test the visual stimuli is to implement Artificial Intelligence to 

quantify the differences between images. This approach allows the investigation of the 

differences in facial expressions without any prior categorization of muscle activation or rater 

input. Even when using software for muscle activation recognition and group identification of 

the AU involved in the expression, there is still a small number of differences (or cues) that 

the software considers relevant (Hamm et al., 2011). In contrast, the use of AI does not limit 

the analysis to the possible AUs involved. In the context of differentiation between facial 

expressions, applying a feature extraction function on the stimuli allows for the high-

dimensional feature vectors that contain more information about the stimuli than AUs 
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possibly can. These feature vectors are then dimension-reduced via an autoencoder (a neural 

network; Fig. 3-1), making it possible to calculate the Euclidean distance between pairs of 

these dimension-reduced feature vectors.  

 

Figure 2-1 A symbolic rendition of an autoencoder. The 11 inputs (in the drawing) are represented by blue 
arrows from left to right. The inputs are conventionally labelled neurons (hence the name “neural network”). 
Each input neuron (light blue) has as many outputs as there are neurons in the next layer (8 in the drawing, 
represented as yellow discs). Each ‘yellow’ neuron thus has 11 inputs (represented as thin black lines, called 
edges). Each neuron in the yellow layer has as many outputs as there are neurons in the next layer: 6 outputs 
for each ‘yellow’ neuron and therefore 8 inputs for each ‘green’ neuron of the next layer. And so it continues: 
each ‘green’ neuron has as many outputs as there are neurons in the next layer (consisting of two ‘orange’ 
neurons) and each ‘orange’ neuron has 6 inputs. The light blue neurons on the left are called the input layer, 
the light blue neurons on the right are called the output layer. The (two) yellow layers, the (two) green layers 
and the (one) orange layer are called the hidden layers. An autoencoder always has the same number of 
output neurons as it has input neurons. The number of hidden layers, as well as the number of neurons in 
each hidden layer, is part of the design by the engineer constructing the autoencoder. The numerical values 
along the black edges between neurons are determined by an algorithm. The autoencoder attempts to produce 
an output equal to the input (hence the name ‘autoencoder’) without being an identity mapping. An important 
feature for modern autoencoders is the ability to cut (set to zero) certain interconnections (edges), or make 
them numerically very small (usually by using a sigmoid function). The central layer is called the code. If 
the inputs are the feature vectors, then the numerical values of the code are the components of the dimension-
reduced feature vector. In the drawing: the input feature vector has 11 dimensions and the dimension-reduced 
feature vector has 2 components. Mathematically: if this is a successful autoencoder, it has detected nonlinear 
combinations between the components of the (input) feature vector that can be represented by two variables 
in a 2D space. 

The Euclidean distance metric is extremely beneficial since it does not limit the 

dimensions of the feature vectors between which their distance is computed. This makes the 

tool versatile and multi-purpose.  

One statistical analysis approach is to estimate of the ML distribution of the Euclidean 

distances and then calculate the modes and the HDI95% confidence intervals (the Highest 

Density Interval at 95% significance; Kruschke, 2015). If one is interested in comparing the 

ML distributions of two such feature vector samples, it is possible to use a statistical test, such 
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as the Wilks Lambda, to determinate whether they are significantly different. The use of this 

algorithmic approach was successfully employed to distinguish between the ambiguous facial 

expression of pain and pleasure (Prossinger et al., 2021b), proving that there are indeed 

objective differences between the two expressions. Further details and alternative approaches 

are discussed in Section 3 (“Statistical Methodologies”). 

One of our published studies (Prossinger et al., 2022a) precisely enumerated the far-

from-trivial steps necessary for correct classification of pain and pleasure, which cannot be 

expected to be achieved by humans. Our results showed four clusters and two isolates. These 

clusters were detected after noise removal by the algorithm. The discovery of the necessity of 

noise removal provides further support for the two main arguments about the human inability 

to correctly rate the differences between pain and pleasure. First, the inter-individual facial 

expression variations are considerable, yet the noise corrupts the signal. Indeed, even though 

healthy individuals are equipped with facial muscles essential for basic emotion expression 

and the variability of the muscles involved is minimal (Waller et al., 2008), there are many 

influences related to the uniqueness of each individual´s expressions and limitations in their 

identification for other individuals in real world scenarios. Some of these limitations are: the 

fact that people choose or need to wear spectacles, some have beards, some are adorned with 

jewelry or with expensive makeup. All may these obstruct or alter the assessment of the facial 

expression. Further complications may arise in individuals who experienced facial nerve-

related disorders or other central nervous system damage (Hamm et al., 2011). Furthermore, 

expressers’ age-related features, their fat layer distribution, their skin texture, their general 

degree of facial expressiveness, and the morphology of their facial muscles are known to 

impact the production of their facial expressions (and consequently the probability of correct 

identification). We investigated identity uniqueness by using AI algorithms, because, 

possibly, individual expression familiarity potentially increases the accuracy of correct 

expression estimation by other humans if they are exposed to an individual for an adequately 

long, yet unknown in extent, period of time. 

An interesting next step would be to test such a proposed explanation. Previous studies 

within this familiarity framework have been conducted on sadness, anger, and happiness; the 

results are mixed (Zhang & Parmley, 2015). In children, research on pain vocalizations has 

been published (Corvin et al., 2022); the study claimed that learning is the mechanism for 

obtaining proficiency with respect to specific expressers. It is worthwhile to compare how 

successful individuals are in assessing (rating) their partners and relatives in extremely (non-

sexually) arousing moments (such as in sports encounters) with the ratings of strangers’ facial 

expressions. 
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3.5 Use of ambiguous stimuli 

Ambiguous stimuli are stimuli that do not have a clear interpretation and can trigger different 

cognitive elaborations and responses that depend on many influences, including individual 

differences, inner states of the receivers, and previous priming.  

In ambiguous stimuli, the presented cues are conflicting among themselves or can be 

interpreted in different ways. This doesn’t necessary imply that the stimulus does not have an 

objectively correct interpretation, but that the presence of the specific propriety in the 

stimulus or of specific cues make other interpretation as comparably probable as the correct 

one. When such stimuli are rated, the subjects need to resolve the perceptual ambiguity and 

then decide. This decision made not only based on the physical properties of the stimulus but 

also on the prior knowledge, experiences and expectations of the senders (Pollak et al., 2009). 

For this reason, ambiguous stimuli can be used not only to uncover mechanisms of decision 

making in conditions of sensorial uncertainty but more generally to help clarify the role of the 

physical proprieties of the stimulus and of the receiver’s expectation. It is also important to 

mention that one of the possible decision-making mechanisms is guessing: if the ambiguity of 

the stimulus was not resolved the subject may guess; the response need not be based on the 

available information, past experiences, and risk — it can be a guess (Boschetti et al., 2022, 

Binter et al., 2023a). 

3.6 Illusion 

Illusions are specific types of ambiguous stimuli. In these cases, the interpretation of the 

information extrapolated from the stimulus is incorrect and results in an illusionary perception 

different from the physical reality (Walker et al., 2019).  

We can distinguish between two main types of sensory illusion: physiological illusions 

are caused by physiological mechanisms while cognitive illusions are caused by some higher 

decoding process (Gregory, 1997). This distinction may appear to be artificial since these 

mechanisms affect each other and there are arguments for circularity and non-linearity of the 

process of perception being possible (Deneve & Jardri, 2016).  

However, the distinction may still be useful to describe the role of sensory or cognitive 

functions in the case of a specific illusion. In the context of the research presented in this 

work, the physiological illusions are more related to physiological proprieties of the sensory 

systems and less to cognitive decoding attempts. An example is color after-effects, which 

consist of the illusionary colors perceived in a black and white image after a prolonged and 

static exposition to an inverse image of the one presented. This phenomenon is mainly related 

to the physiological proprieties of the photoreceptors, specifically the adaptation of the cones 

in the retina after the static exposition (Williams & MacLeod, 1979). 
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In comparison, cognitive illusions are related to the process of elaboration of the sensory 

information and to the interpretation of the presented stimulus. An example of this mechanism 

is so-called paraidolia, which is characterized as the illusionary perception of a pattern or a 

meaningful connection in (objectively) random stimuli (Merriam Webster Online, 2022). This 

type of illusionary perception is thought to be an adaptive property of perception, since the 

evolutionary advantage that this overperception is its proclivity to detect threats in complex 

sensory environment (Barrett, 2000). Indeed, it could be the result of an Error Management 

Theory (EMT) effect in the perception: detecting a pattern where there is none is less costly 

than non-detecting a pattern where is one (Johnson, 2009).  

The specific case of face-pareidolia is the most studied phenomenon, and it is the illusory 

perception of a facial features (i.e. a face in the cloud or the face of Jesus on a ‘burned’ toast). 

There are certain features in the seen object that are distributed in a way that reminds the 

seeing observer of features of a face (i.e. two elements in the upper half — the eyes — and a 

larger element in the middle of the lower half — the mouth; a so-called three-point schema).  

Since face is an evolutionarily relevant stimulus for humans, we are extremely primed to 

its perception (Kanwisher & Yovel, 2006; Tsao & Livingstone, 2008), to the point that we 

have an area of the brain dedicated primarily to face perception (Fusiform Face Area; 

Kanwisher & Yovel, 2006). Already a newborn orients its attention preferably to a face rather 

than to other stimuli and they can use information to distinguish between different faces a few 

days after birth (Field et al., 1984). In case of face-pareidolia, the brain elaborates the cues 

present in the images and guesses the most likely (yet incorrect) interpretation. However, the 

results obtained by studying face-pareidolia are not generalizable to other pattern perceptions.  

Therefore, alternative approaches using different types of stimuli, such as computer-

generated graphics depicting (environmentally relevant) patterns, are beneficial to uncovering 

more general mechanisms related to pattern perception. Furthermore, computer-generated 

graphics allows control over the presence or absence of patterns in the image with a certainty 

that can be mathematically evaluated.  

3.7 Facial expressions and vocalizations of extreme intensity 

As mentioned above, highly intensive affective states and their displays can be considered 

naturally occurring ambiguous stimuli. To date, these were rarely used for research purposes.  

Among the naturally occurring ambiguous facial expression, it has been found that 

naturally occurring expressions of people in either a very highly positive or a very highly 

negative emotional situations are not easy to correctly rate along the positive-negative 

spectrum axis (Avierez 2012). For example, two completely opposite emotional affections — 

facial expressions of winners and losers in sports competitions (Aviezer et al., 2012), and 
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more importantly, facial expressions of sexual gratification and pain (Hughes & Nicholson, 

2008) were rated as indistinguishable. The phenomenon of affective ambiguity has only 

recently gained attention in the psychological literature, especially in the field of affective 

state processing. Recent studies (Aviezer et al., 2012; Blakeslee, 2006; Holz et al., 2021) 

argue that not only facial expressions but also vocalizations during sexual activities are 

indistinguishable from those of “suffering intense pain and agony” (Kinsey, 1953). A recent 

paper (Holz et al., 2021) refers to this phenomenon for which the vocalizations of intense 

affective states are more difficult to correctly attribute and categorize than low intensity 

affective as the “emotion intensity paradox.” This paradox exists, it is posited, due to a lack of 

further information that would allow a correct attribution and would probably be less likely to 

occur when all contextual information is available (Aviezer et al., 2012). 
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Chapter 4:  Statistical Methodologies 

4.1 The use of a rating scale 

The pre-identification of categories (i.e. requesting the respondent to choose whether the 

emotion displayed is anger, fear or surprise) is more likely to capture the complex 

psychological representation of the emotion yet increase the variance — because it could then 

be uncontrollably affected by culture and linguistic differences — as criticized by Boschetti at 

al. (2022). The focus of previous studies was often on the emotions and affects as categories 

(without attention to how intense these emotions are) or on the dimensions of the emotions 

(high vs. low arousal or positive vs. negative), without categorizing the emotions. 

Consequently, outcomes of any study that avoids these limitations are very difficult to 

contrast with previous research that focused on the universality of specific categories (such as 

basic emotions) but not on others (the secondary emotions — the affects). Using stimuli 

labeled (during a pre-test) as pleasure or pain would inherently lead to testing whether 

participants agree on representations of pain and pleasure (that is to say, whether there is a 

common mental representation, as discussed by Chen et al., 2018). 

4.2 Statistical Analysis of Responses 

In field studies involving questionnaires, the responses are categorical variables, which may 

or may not be ordinal. The responses to the queries are ordinal numbers, not cardinal numbers 

(Blalock, 1960). They may not be directly converted into cardinal numbers, because a change 

in the choice of the mapping results in a change the statistical signal. (The statistical analysis 

is then the statistical analysis of the mapping, not of the data). Rather, the responses must be 

mapped into unit vectors. If, for a query with five response options, the chosen response is 

‘B’, say, then the vector is (0 1 0 0 0). If a respondent identifies a pattern as random, 

the response is (1 0), and if it is non-random, then the response is (0 1). The response 

vectors are then concatenated; the resulting vector called a feature vector (Murphy, 2012). 

A detailed example: If there are two responses to (biological) sex (F/M), six responses to 

municipality (rural, small village, large village, small town, large town, city) and four to legal 

partnership status (single, married, divorced, widowed), then the encoding of biological sex is 

a vector in 2D, municipality is a vector in 6D, partnership status is a vector in 4D. The 

concatenated vector will have 2 + 6 + 4 = 12 components, and only three of these will be 

nonzero (1, in fact) and these nonzero components will not be in arbitrary positions. A person 

may be female ((1 0)), live in a large village ((0 0 1 0 0 0)), and be divorced 

((0 0 1 0)). Then the concatenated vector will be 
(1 0 0 0 1 0 0 0 0 0 1 0). 

Dimension-reduction of these feature vectors (one for each member in the survey) will be 
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described in the next section. We note that the norm of the feature vector for 𝑛 responses is 

√𝑛. 

4.3 Dimension Reduction and the Curse of Dimensionality 

In any multivariate statistical analysis, one has a vector of realizations of many statistical 

populations, one per component. They are very rarely the same for each vector component. As 

an example, consider a field worker collecting the following data: (1) mass, (2) age, (3) 

height, (4) biological sex, (5) gender identity, (6) characterization of municipality, (7) sexual 

relationship, (8) citizenship, (9) voting choice, (10) emotional response to a political issue. Of 

these 10 vector components, (1)–(3) are cardinal numbers, noting each of their distributions 

are not normal (for mass, age, and height). The components (4)–(10) are categorical, which 

can be encoded with ordinal numbers (but need not be: see below); their distributions are 

Dirichlet distributions (or Beta distributions if the responses are binary). In this example, each 

datum is a vector in 10D. The obvious goal of a researcher (for this data set, presumably a 

polling analyst) is to characterize the data set with histograms (for cardinal numbers) and bar 

charts (for ordinal numbers); such characterizations of a data set are (arguably: despicably) 

called bean-counting. 

Bean counting is useful (for the detection of data collection errors, for providing an overview, 

and many other reasons), but certainly not more than the beginning of a statistical analysis. 

Most obvious is the intent to determine possible relations among the components of the 

vectors — this can be, and most often is, very difficult. 

One reason for the difficulty is the curse of dimensionality. Every vector component of the 

data set has a dispersion estimated by the variance. Any computation of variance is quadratic 

in the variable values, so the variance can only increase with an increase in sample size and in 

an increase in the number of variables being measured (or canvased, in the case of categorical 

variables). This phenomenon is aptly called the curse of dimensionality. Part of the curse is 

the difficult-to-interpret bean-counting graphs. The major part is, of course, the challenge of 

detecting the signal buried by the variance. 

The most modern method of extracting the (statistical) signal from a multi-dimensional data 

set is the application of an autoencoder (Fig. 3-1), which is a special ANN (artificial neural 

network). 

4.4 Clustering Algorithms 

The Fig. 4-1 shows the output of the result of a dimension-reduction with an autoencoder. The 

dimension-reduced feature vectors (displayed as points in a plane, because the autoencoder 

succeeded in dimension reduction to 2D) are not uniformly distributed. The 

statistical/algorithmic challenge is to find clusters. The logic: if the points are not uniformly 
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distributed, can one then find points that are closer (in some sense) or more related to some 

other points, while at the same time not related to other points? 

This question can be answered with clustering algorithms. These algorithms attempt to find 

clusters; the user specifies the type of relatedness (such as Euclidean distance function or 

connectivity or local point density). Most ‘useful’ (and preferred by statisticians) clustering 

algorithms do not specify a priori the number of clusters the algorithm is to find. Clusters are 

sometimes (especially in applications) called groups and the application of clustering 

algorithms is sometimes called partitioning the data set. 

 

Figure 4-1 The distributions of clusters of the dimension-reduced feature vectors of the color boundaries 
chosen by the participants (Prossinger et al., 2023). The clusters were found using the DBSCAN algorithm. 

The dimension reduction achieved by the autoencoder need not be to 2D vectors. Fig. 4-2 

shows an example where the dimension-reduced vectors are in 3D. 

 

Figure 4-2 The two clusters obtained after dimension-reducing the feature vectors using an autoencoder. 
The points are the coordinates of the dimension-reduced feature vector of each participant’s responses to 
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the Rationality queries together with the identification of a random or nonrandom distribution of squares. 
The concave hull connects the points in each of the clusters. For Rationality, Cluster #2 has 39 points and 
Cluster #1 has 174 points. (The results presented here are from the publication Boschetti et al., 2023b.) 

Of the numerous clustering algorithms that have been developed in the recent past, here is a 

list of many that are often used: (1) DBSCAN, (2) spectral, (3) Jarvis-Patrick, 

(4) agglomeration, (5) spanning tree, (6) neighborhood contraction, (7) Jarvis-Patrick, 

(8) Gaussian mixture, (9) K-Means, (10) K-Medoids, and (11) mean shift. The algorithms (9) 

and (10) require a pre-specification of how many clusters are to be detected. They are to be 

used only in very special circumstances, such as when preprocessing data for neural networks 

used as classifiers or for SVM (support vector machine) applications. 

4.5 Significance Tests using Probability Density Functions 

In modern statistics, all classical, traditional hypothesis tests are to be avoided, as they 

fallaciously claim to calculate the probability of a hypothesis’ validity (which, in fact, they do 

not). These ‘classical’/outmoded tests violate Bayes’ theorem; the probability of a test 

outcome is the probability of observing the data set, given the hypothesis and not the 

probability of the hypothesis, let alone the probability of the hypothesis, given the data set. 

Rigorous testing of significance is achieved by using probability density functions of 

distributions. These distributions may be the hypotheses or may be — much more generally 

— derived by exploratory means, such as the non-parametric kernels in KDEs (kernel density 

estimations). 

Here I show an application, which had been used in a publication in which I am a co-author 

(Prossinger et al., 2023). 

We use the clusters obtained after dimension reduction using an autoencoder (Chapter 3, Fig. 

3-1). We use a triweight kernel for KDE. Fig. 4-3 shows a contour plot of the pdfs of the 

chosen KDE (Prossinger et al., 2023). 
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Figure 4-3 The projection of the contour plots of the likelihood surfaces obtained by the KDEs (each of the 

three with a triweight kernel of the functional form 



(1 − 𝑢)). Contours for each likelihood surface are 

in steps of 



 (the maximum likelihood) of the cluster). Some contours overlap. 

We first show the likelihood surfaces in a 3D graph (Fig. 4-4, published in Prossinger et al., 

2023). 

 
Figure 4-4 A 3D graph of the likelihood surfaces obtained by the KDEs (with the triweight kernels of the 

functional form 



(1 − 𝑢)). The likelihood surfaces are very broad for Cluster No.3 and very peaked for 

Cluster No.1. Calculation of the confusion matrix will reveal whether the overlap is significant or not. 

Given the overlap of the pdfs of the KDEs, (as in Fig. 4-3 and Fig. 4-4) we need to determine 

the significance (whether the probability that the two distributions are indistinguishable is 

sufficiently small). This significance is expressed in a confusion matrix. 
We construct the confusion matrix to estimate the significance of the overlap. For each pair of 

clusters (cluster and cluster), we compute the confusion matrix 
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⎝

⎜
⎛



























 ⎠

⎟
⎞

. 

The off-diagonal matrix entries are the probabilities of confusion (hence the name of the 

matrix). In this example, the overlap between Cluster #1 and Cluster #3, the confusion matrix 
is 98.87 1.13

0 100
%. The overlap is insignificant and therefore the clustering algorithm did 

indeed partition the dimension-reduced feature vectors successfully (inferring: the clusters are 

truly different). 

4.6 Guessing and due-to-chance Issues 

In many situations involving queries, a participant makes a decision or choice. The researcher 

needs to consider the possibility that the participant is guessing. For example, if the query is 

whether a pattern is perceived as random or non-random (Boschetti et al., 2023b), the 

participant may not know whether it is or isn’t, guesses, and by chance responded correctly. 

The method of estimating due-to-chance probabilities has been described in Boschetti et al. 

(2023b, Appendix). Here we present this Appendix verbatim: 

“We show a method of determining whether to sets of ratings are significantly different 
with an example (Fig. A-1). The rating entries of the female raters for the male stimuli are 
𝑛 and the entries for the male raters for the male stimuli are 𝑛; the Beta distribution is 

(𝑛 + 1, 𝑛 + 1). The two boundaries 



, 𝑢 of the HDI (Highest Density Interval) 

are determined by 𝑝𝑑𝑓 



 = 𝑝𝑑𝑓(𝑢). (Comment: solving for 𝑢 requires 

computing power.) The probability of HDI is determined by  

HDI =  𝑝𝑑𝑓(𝑠) 𝑑𝑠






 

Comment: this integral can be easily computed using the CDF (Cumulative distribution 
function) of the Beta distribution: probability = CDF(𝑛 + 1, 𝑛 + 1), 𝑢 −

CDF((𝑛 + 1, 𝑛 + 1),



). 

 

Figure A-1 A graph showing the method of determining the significance of the difference between 
two ratings of the same modality by raters of different sex (female versus male) of the male stimuli. 
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In this example, the analysis for the acoustic modality is shown, and the rating numbers of female and 
male stimuli are the concentration parameters of the Beta distribution (each increased by +1). 𝑠 is the 
(Bayesian) probability. The mode of the distribution is shown, flanked by the upper and lower bounds 
of HDI60%. The dashed orange lines indicate the equal likelihoods. The area shaded in orange is the 
probability that the mode is significant, in this case 100% − 60% = 40%. The mode is not 

significantly different from 



, and the ratings by the females and the males of the male stimuli is not 

significantly different at the 5% significance level. 

If the computed probability is less than 95%, then the significance level is greater than 

5%. In this case, the deviation of the mode from 



 is insignificant and the differences in 

ratings are insignificant. (In the example shown in Fig. A-1, the probability is 60%, the 
significance level is therefore 40% and the observed difference in the ratings is 
insignificant.” 
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Chapter 5:  Visual and acoustic Stimuli 

5.1 Facial expressions 

To study the human ability to correctly assess two ambiguous facial expressions, namely pain 

and pleasure, we created our own set of stimuli, by depicting facial expressions of different 

emotions and affective states. As mentioned above, the elaboration and the accuracy in the 

rating of this type of stimuli can be affected by the spontaneity of the expressed emotion 

(Abramson et al., 2017; McGettigan et al., 2015). For this very reason, we avoided the 

development of the stimuli in laboratory conditions (by asking trained actors and actresses to 

mimic the facial expression in an otherwise neutral context, as we elaborated in Chapter 2). 

This would in principle be possible for both neutral facial expression and smile, but would 

border on ethical acceptability in the case of pain and pleasure. Following other authors 

(Fernández-Dols at al., 2011; Aviezer et al., 2012; Wenzler et al., 2016) dealing with the same 

issues, we decided to use audiovisual materials from which we could extrapolate via the 

context what type of effect was experienced and therefore expressed (Boschetti et al., 2022). 

Since the individual differences in facial expressivities of the expressers are crucial (but rarely 

discussed in scientific literature), we specifically used materials where we could find all five 

affective states that we wanted to test (pain, pleasure, fear, laugh, and neutral) being 

expressed by the same person. We could meet the condition of ethological validity by using 

frames from videos that depict consensual acts of extreme sexual activities (Prossinger et al., 

2021a; Boschetti et al., 2021; Průšová et al., 2020; Binter et al., 2020). This type of source can 

be considered semi-naturalistic (Boschetti et al., 2022; Prossinger et al., 2021b): there is a 

clear exposition of some intense situations that elicit those responses of the expressers that we 

were looking for. Several such video materials were repeatedly re-viewed (literally!) by three 

researchers (two males, one female) to find a total of 10 videos selected, five with female 

expressers and five with male expressers. The selections were based upon the agreement of all 

three researchers regarding the context that elicited the facial expressions and their 

genuineness. The agreement was not based on the facial expressions (due to the ambiguous 

nature of the facial expressions of pain and pleasure) but because the context was sufficient 

for estimating the state.  

The final set of stimuli consisted of 50 frames. From these frames, we extracted the facial 

area and the simultaneous vocalizations described in detail below. The stimuli were scaled to 

600×600 pixels and the use of triangulation between the tip of the nose and pupils ensured 

that the proportions of the face on the screen were comparable among all stimuli. We also 

ensured that no background was visible within the frames presented so as to avoid contextual 

information (Boschetti et al., 2023c; Binter et al., 2023b; Boschetti et al., 2022; Prossinger et 
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al., 2021b).  

The final set of 50 stimuli was then pre-tested using an AI algorithm (described in detail 

elsewhere in this thesis), to identify the differences between the individual facial expressions, 

namely focusing on the pain and pleasure grimaces. The results of the pre-test study were 

separately published by Prossinger et al. (2022a) and confirmed the presence of significant 

differences between the expression of facial pain and pleasure expressions. For the rating of 

these stimuli we adopted the use of the valence category instead of the emotional category: to 

avoid biases related to the mental construct of the specific emotion and the labeling of the 

emotions (discussed in the Chapter 2), we offered to the raters positive, neutral and negative 

as possible rating options. Each of the raters was presented with the stimulus twice (Task 1 

and Task 2) with the 50 stimuli in random order, to allow us to statistically estimate the 

consistency of their ratings. The collected data was analyzed with Dirichlet distributions. The 

mode has 3 components, each expressing the probability of the rating response. The closer the 

mode component is to 1, the higher the probability of the correct rating. (In Bayesian 

statistics, probability is a random continuous variable; therefore, component probabilities are 

along the coordinate axes.) 

The results (Boschetti et al., 2022) confirmed that, while low-intensity affective states 

(laugh and neutral) are correctly and consistently assessed, high-intensity affective states are 

assessed with low accuracy: the ratings of pain and pleasure are almost equally distributed 

between positive and negative responses with very few neutral responses occurring. (It is 

important to highlight that the Dirichlet distribution allows us to compute modes lying in a 

triangular plane and therefore no numerical values between the positive and negative are the 

probability of the neutral rating.) Furthermore, in the case of high-intensity affect expressions, 

the ratings are observed to be consistent among raters — but they were due to chance. In other 

words, the participants were guessing the valence of the stimulus; surprisingly, they were 

doing so consistently. 

5.2 Patterns 

In order to study the phenomenon of illusionary visual pattern perception, we constructed our 

stimuli set based on randomness (Boschetti et al., 2023a; Boschetti et al., 2023b). We 

therefore could control for the presence/absence of a pattern. To ensure the absence of a 

pattern (which, in this text, we henceforth label a random pattern) in the images we used of 

multidimensional random number generator (specifically: an automaton) to produce maps of 

randomly colored squares distributed randomly within a rectangle. Below (in an overlay 

sense) these random colored patterns were colored, well-defined geometric figures, such as 

circles or pentagons. By mathematically increasing the transparency of the overlaying random 
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maps, the patterns (geometrical figures) emerged; they became more visible with increasing 

transparency (Boschetti et al., 2023a). This method ensures a decrease in entropy as 

transparency increases and the information available to the participant increases.  

We created three sets of stimuli, each composed of three images in different conditions: 

condition A (labeled No Pattern condition) in which the non-transparent random maps 

covered the pattern, a condition B (labeled Partial condition) in which the transparency of the 

random maps had been increased and the underlying figures were partially visible and a 

condition C (labeled Reveal condition) in which the transparency of the random maps is 

increased to a point that the geometrical figure is easily identifiable. The sequence of nine 

images produced this way was presented to the participants in pseudo-random order (the 

Reveal conditions were never presented in the beginning). The participants rated each of the 

stimuli using a binary option (pattern is present or pattern is absent) using keyboard keys or 

dedicated areas on the touch screen (Boschetti et al., 2023a).  

We could differentiate between the subjects that perceived the pattern when none was 

present (false positive error in condition No Pattern) and the subjects that do not perceive the 

pattern when it was present (false negative error in Partial condition and Reveal condition). 

Using this methodology, we were able to study not only the phenomena of pareidolia but also 

its opposite: the condition in which the pattern is present but is not recognized; we call this 

condition apoidolia (which differs from scotomization, which is described by clinicians as a 

psychodynamic phenomenon). 

For studying the relationship between individual differences in assessment and 

personality we used standardized questionnaires (translations in the Appendix). We used (1) 

the Coincidence Questionnaire (CQ; Bressan, 2002) to measure the experienced perceived 

coincidence; (2) the Religion Commitment Inventory (RCI; Worthington et al., 2003) to 

measure differences in the strength of religious beliefs; (3) the Illusory Beliefs Inventory (IBI; 

Kingdon et al., 2012) to measure magical beliefs and spirituality and (4) the 

Rational/Experiential Multimodal Inventory (REIm; Norris & Epstein, 2011) to measure 

thinking styles. 

We analyzed the Dirichlet distributions of the response distributions of each query (or 

item) separately for participants that made a perceptual error in rating the stimuli (either false 

positive or false negative based on the condition) and for participants that correctly identified 

the stimulus. To test whether these distributions were significantly different between 

participants who correctly identified the absence/presence of the pattern and 

pareidolia/apoidolia participants, we constructed the confusion matrix of the Dirichlet 

distribution. The details of this methodology are described in Chapter 3, Section 3.5. 

This type of analysis, clearly showed that, of all the psychological variables that we 
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tested with the questionnaires, the thinking style (Norris & Epstein, 2011) was significantly 

different. Above 70% of the queries of each subscale (Rationality, Intuition, Imagination, and 

Emotionality) have different Dirichlet distributions in participants that exhibited pareidolia or 

apoidolia from the participants that correctly rated the stimulus. In a further study (Boschetti 

et al, 2023b) we replaced the colored stimuli with black and white stimuli (similar to QR 

codes) thereby maximizing the visual contrast in the elements of the stimulus. Also in this 

case we were able to statistically control for the presence or absence of patterns in the images. 

To minimize guessing, we presented each stimulus four times, with one spatial rotation and 

two axis reflections so as to avoid any learning effect. Guessing in this context is known as 

The Lady Tasting Tea Problem (Fisher, 1956): if a two-option challenge is presented to a 

respondent, the chance of correct identification is 



; this chance is far too high; if the 

challenge is presented four times in random order, then chance of correct identification by 

guessing is 



=




~6%. We did not repeat the presentations five times (then the chance of 

guessing would be 



=




~3% — very much lower than the conventional 5% significance 

level), because of possible uncontrollable effects due to the tiring of the participants. This is 

an example of a classical trade-off between two effects: achieving a low significance level 

versus the inability to maintain consistency in experimental repeats (as participants get tired, 

they behave differently from when they were fresh). We used an Artificial Neural Network 

(an autoencoder) to dimension-reduce the feature vector of the responses and then identified 

clusters (details described in Chapter 3, Section 3.3). We found that the raters based on their 

responses on thinking style (specifically the REIm subscales for Intuition and for Rationality, 

separately) and their results of the pattern identification task. We identified two clusters for 

each subscale, confirming the association between identification patterns and thinking style 

(Boschetti et al., 2023b). From these results, it emerges that what is relevant in association 

with the pattern perception is not the specific type of belief but the thinking style (i.e. 

experiential vs rational), which may function as a substrate for a specific type of belief. 

5.3 Auditory stimuli: vocalizations 

As mentioned above, not only facial expressions, but also vocalizations of affective states 

were presented; we anticipated it to be subject to the emotion intensity paradox (Holz et al., 

2021): the more intense the vocalizations, the more difficult it is to correctly assess the 

valence. From a theoretical perspective, the acoustic stimulus may function primarily to gain 

attention; this has been previously found when comparing screams (intense emotional 

vocalizations) with regular speech in the context of accuracy and rapidity of localization 

(Arnal et al., 2015). Since the intensity of the experience is very high, we can assume that the 

situation that evokes the vocalization is rich in contextual information about the valence 
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(positive or negative), the aim of the vocalizations would be to capture and orient the attention 

of those observing (i.e. the receivers) towards the expresser and towards the context.  

To investigate the assessment of vocalization of affective states, we used the same 

methodology as for the study of facial expressions (Boschetti et al., 2022; Binter et al., 2023a) 

the raters assessed the valence (positive, neutral, and negative) of 50 stimuli (10 for each 

vocalization: laugh, neutral, fear, pain, pleasure) twice (Task 1 and Task 2). The possible 

response options for the ratings were positive, neutral and negative. We could not pre-test the 

stimuli in this case because the algorithms for such tasks have yet to be developed. However, 

the vocalizations were simultaneous with the pre-tested facial expressions. Our assumption is 

that, just as the facial expression are distinguishable, in the same way the simultaneous 

vocalizations resemble the state the expresser finds himself/herself in. For the accuracy of the 

assessment, we obtained similar results as for the facial expressions: while vocalization of 

affective states with low intensity where rated with above 85% of correct responses, the high-

arousal affective states were not correctly identified. In contrast to the results we obtained for 

facial expressions, the due-to-chance probability for none of the ratings for vocalizations was 

due to chance (Binter et al., 2023a). This infers that the raters were convinced of their 

assessment (they not guessing) even when the assessment was wrong.  

Furthermore, we tested the consistency of the ratings (between Task 1 and Task 2). 

Surprisingly participants were not consistent in their rating. Taken together, these results 

showed a very interesting outcome: even if the raters were rating the high arousal 

vocalizations with low assessment accuracy, they were not guessing, but in this case they 

were not consistent in their ratings either. They were making a different mistake when 

providing a rating during Task 2 (this possibility is due to the fact that they could choose 

among three options — negative, neutral, and positive), and in both tasks cases they were 

convinced of the option they chose. 

5.4 Multimodal: visual and auditory stimuli 

To investigate how the assessment of ambiguous displays can benefit from multimodal 

redundancy of information and also whether they are affected by sensory cross-talk, we 

presented our raters the facial expression together with the vocalizations of the affective states 

(Boschetti et al., 2023c; Binter et al., 2023a).  

As had been mentioned previously, when raters assessed the valence (positive, negative, 

or neutral) of the visual stimulus (facial expression) and the auditory stimulus (the 

vocalizations) separately, they were not accurate and, in the case of facial expressions, the 

results were due to chance while in the case of vocalizations, the raters were not guessing. 

To test the effect of redundancy in assessment accuracy in the congruent condition 
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(pleasure visually and acoustically, say) we constructed multimodal stimuli in which the 

visual and auditory signals are congruent with each other and, therefore, they carry redundant 

information regarding the same affective states (Binter et al., 2023a). We presented the 

bimodal stimuli of two affective states with low intensity (neutral and smile/laugh) and two 

with high intensity (pain and pleasure). Surprisingly we did not find any improvement in the 

correctness of the assessment.  

Neutral and smile/laugh were rated with very high accuracy, and pain and pleasure with 

very low accuracy; these are the same results we found for the facial expression and 

vocalization when presented separately. However, the raters’ convictions and their beliefs in 

their assessments changed: compared to the situation when the participants were presented 

only with the visual stimuli, the results were not due to chance (for two specific cases: 

females rating female pleasure stimuli and males rating male pleasure stimuli; in these cases, 

the ratings were due to guessing). In the cases of congruent modality, the redundancy of 

information carried by different modalities did not improve the accuracy of the ratings, but it 

did change the level of confidence that the raters had in their ratings. Generally, they were 

more confident than when rating only the facial expression but less confident than when 

rating only the vocalizations (Binter et al., 2023a). This should be taken into account when 

complex stimuli are constructed.  

To investigate the cross-talk between modalities of ambiguous stimuli, we constructed 

incongruent multimodal stimuli (Boschetti et al., 2023a) in which the facial expressions of 

three affective states (pain, pleasure, and neutral) were paired with unmatched vocalizations 

(i.e. the facial expression of pleasure with the vocalization of pain); there are six such 

pairings. These types of stimuli do not occur naturally; they therefore lack ecological validity. 

Nonetheless, they can bring insight into how the signal carried by one sensory modality 

interferes with the signal carried by the other modality when both are experienced 

simultaneously. Also, it is important to consider the amount of audio-visual media the 

individuals are exposed to every day, where such options are certainly available (and used).  

It is important to point out that it is impossible for a rater to rate both presented 

modalities correctly (since the visual and acoustic stimulus carried information from 

contradicting affective states). However, in the case of cross-talk, could rate both incorrectly 

(because a third choice existed: if, for example, the correct visual stimulus was negative and 

the correct acoustic stimulus was neutral, the rater could still choose the response option 

neutral).  

In our results show that the acoustic modality is — again — more reliable and, with the 

exception of two incongruent combinations, the information gathered through this modality 

suppressed the visual information (Boschetti et al., 2023c). These results are not surprising if 
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we consider that vocalization, compared to facial expression, is not rated due to chance. This 

conviction in the assessment of vocalization may manifest itself for incongruent bimodal 

stimuli by suppressing the information from the visual signal. The only case in which we 

observed the converse is when the visual stimulus was depicting pleasure and was combined 

with the vocalization of pain; in this case, the stimulus was rated as positive (indicating that 

the visual stimulus overrode the acoustic one).  

In disagreement with the published studies, we found evidence of sensory cross-talk only 

in one case: when the visual stimulus depicting a neutral expression is paired with a 

vocalization of pleasure. In this case, none of the signals (visual or auditory) were suppressed 

but the two interfered with each other; the resulting rating did not match either of the 

modalities. 

5.5 Embodied stimulation: effect of the arousal of the rater 

A factor that can influence the perception of the stimuli is the inner state of the rater. This 

factor is specifically important when highly arousing stimuli are studied. In real life situations, 

the subject rarely stays calm when encountering highly arousing situations (i.e. winning or 

losing a potential sexual interaction) and this is in marked contrast to common rating 

assessment tasks in a research context (often conducted in a laboratory).  

These situations may involve emotional coupling and affect mirroring and cause a 

dynamic attribution process (Hasson & Frith, 2016). Indeed, the state of the raters was 

previously shown to affect the perception of the expresser, especially concerning the 

assessment of arousal and valence (Pell, 2005). The concept of arousal is functionally related 

to the sympathetic nervous system (Dawson et al., 2000), which is responsible for mobilizing 

the organism’s resources to meet internal physiological demands as well as those of the 

external environment (Salvia et al., 2012). To manipulate this variable, in previous studies the 

stress was induced by exposure to heights and situations wherein participants expected an 

electrical shock.  

A modern, more ethical, yet equally reliable, alternative to increase physiological arousal 

is the Cold Pressor Task (CPT; Bullinger et al., 1984; Binter et al., 2022a). It consists of 

immersing a subject’s extremity (usually the foot) into ice water for a specified period of time 

(Mitchell et al., 2004). We adopted this procedure to increase the arousal in one group of 

raters (labeled the experimental group); their lower right limb (the crus) was immersed in cold 

water (2–4 °C) for 1½ minutes (Binter et al., 2023a; Boschetti et al., 2022; Binter et al., 

2022a). In contrast, the control group’s lower right leg was immersed in water at room 

temperature. After this procedure, the raters took part in the same process of assessment of 

facial expressions and vocalizations as previously described. We did not repeat the ratings 
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twice because the CPT impact on the cortisol release is most effective in the first 20 minutes 

after the immersion and repeating the ratings scenario would take longer than that. 

For facial expressions (Boschetti et al., 2022), our results show a significant increase in 

accuracy (a shift towards a more positive rating) in the case of laughter and pleasure but only 

for images depicting male expressers. For vocalizations (Binter et al., 2023a), we found a very 

different result: the probability of correct attribution significantly decreased in the stressed 

group for laugh and for neutral but also in this case only for male expressers’ vocalizations. 

These results show that there is a significant effect of increasing the raters’ arousal in the 

assessment but this effect is not generalizable. It did not affect the assessment for all of the 

stimuli (it depended on the sex of the expresser and the specific affective state) and it affected 

the visual and auditory modality differently. The results we have published open the 

possibility of proposing novel hypotheses, which can then be studied in suitably designed test 

situations. We can assume that a better description of the mechanism will become possible.  
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Chapter 6:  Implications for Applications 

There are potential applications for algorithms employing feature vector extraction: as shown 

in this thesis, these algorithms can distinguish between the facial expressions. One 

application: they can be applied to both online videos and to surveillance camera videos with 

the intent to spot facial expressions of those in danger or injured or otherwise at risk of harm.  

The findings related to the assessment of facial expressions and vocalizations of pain and 

pleasure have two different, yet parallel, implications based on their source — the real world 

on the one hand and audiovisual media on the other.  

While interacting with others in the real-world, the information gathered from facial and 

vocal displays is obviously insufficient for making an appropriate decision. Another 

application: specifically, in case of sexual intercourse, the correct assessment of pain and 

pleasure is — arguably — very important. In this situation, the contextual cues that elicit the 

affective state are insufficient to distinguish between the two: the same activity can indeed 

elicit both. Furthermore, other nonverbal behaviors, such as body posture, could serve as 

additional cues to disambiguate the facial/vocal displays. Arguably, the person’s perceptions 

are limited to facial expression and the vocalization. Therefore, rarely are other nonverbal 

cues taken into consideration when assessing the partner’s affective state. Verbal 

communication concerning the experienced affective states should then be preferred in 

moments of doubt. Additionally, the current evaluative methods used by sexologist to assess 

sexual aggressiveness are mainly focused on the visual stimulation, while it would be 

beneficial to also include evaluations based on vocalizations.   

Third application: how pattern perception relates to individual differences in rationality 

and intuition brings novel insight into the study of individuals’ perceptions. Pattern perception 

tests can also be applied as an uncomplicated and nonetheless interesting method to uncover 

such personality traits. Doubtless, further research is to be conducted. 
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Chapter 7:  Conclusion 

Humans are sometimes referred to as pattern-seeking animals. Based on our perception of 

patterns in our environment, we can extract information, help contribute to our survival and 

usually benefit from our actions. The decisions we make every day are based on innate 

mechanisms, development stages, long-term experiences, personality, individual differences, 

and momentary disposition (emotional, physiological, mental, etc.).  

Rather than using pre-tested database stimuli, all stimuli I used were generated either by 

computer graphics tools or by extracting facial expressions and vocalizations from freely 

available online videos. In both cases, I could avoid criticisms regarding lack of ecological 

validity. Our mutual interaction with others in society depends on our ability to assess their 

affective state, more often than not based on their affective displays. Specifically, it is 

important to be able to assess the highly-intensive ones. Research suggests that the accuracy 

of assessment is low, due to intensity paradox. Pre-testing using human raters is therefore in 

vain. As a consequence, I applied novel feature extracting algorithms that are more reliable 

for these types of stimuli than conventionally used FACS models. 

As expressly pointed out in the title of this thesis, it addresses the issue of uncertainty 

entailed in human perception. I discovered that the use of objectively generated patterns 

permits a method of quantifying (with AI and clustering algorithms) the magnitude of 

uncertainty. Future investigations can now focus how the interplay of signal corruption and 

the intensity paradox leads to heretofore unexpected insights — whatever they will be. 

The stimuli were presented to a large, international sample of participants who rated the 

stimuli repeatedly using a categorical rating procedure that is simple and reliable and avoids 

all the fallacious pitfalls of Likert-type-scale uses that had already been criticized by 

previous researchers.  

By using a Bayesian statistical approach, specifically Beta and Dirichlet distributions, 

to derive the off-diagonal elements of confusion matrix (in order to determine significance), 

I was able to prove the influence of thinking style on visual pattern perception. Also, while 

studying the influence of the intensity of the affective state of the expresser on the ability to 

assess the valence of the expression by the rater, I was able to show that ambiguous facial 

expressions, and accompanying vocalizations, of high-intensity affects (pain, pleasure) were 

rated with a low probability of correct response. Furthermore, through the application of 

due-to-chance analysis, I could determine the probability that the participants were guessing: 

for the visual stimuli this probability was high, as opposed to the auditory stimuli, in which 

case the probability was low.  

Application of the Cold Pressor Task allowed me to study the shifts of ratings of the 
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facial expression and the vocalizations when the raters themselves are in a high arousal 

condition. Interestingly, all shifts occurred only for male stimuli.  

I found that, in the congruent modalities condition, the probability of correct ratings of 

the highly intensive displays did not increase. But only when males assessed female stimuli 

and females assessed male stimuli of pleasure were the ratings due to chance. 

In the incongruent condition (in which no correct rating can exist) I found that, for most 

of the pairings, the ratings of the acoustic modality predominated over the visual one — 

which is a further, perhaps unexpected, contribution to current scientific knowledge.  

Several novelties were included in my research: the greater rigor of stimuli preparation, 

state-of-the-art statistics of rating procedures evaluations, and outcome interpretations 

involving significance tests using confusion matrices. In my thesis, I opted for a 

multidisciplinary approach connecting evolutionary, biological, psychological, and 

ethological approaches with those of the physical sciences and of mathematical statistics 

(not only, but also involving the use of Artificial Intelligence).  

I expect that these outcomes will contribute to future researchers adopting these 

methods (both theoretical and experimental) in their scientific practice. 
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Appendix: Translations of Questionnaires 

 

I would like to thank for the collaboration in the translation of the questionaires: Martin Hůla, 

Robin Kopecký, Jelena Příplatová, Jakub Binter, Tomas Hladký, Filippo Talia and Lorenzo 

Bazzoni. 

 

Italian translation of Religious Commitment Inventory-10 

 

Worthington Jr, E. L., Wade, N. G., Hight, T. L., Ripley, J. S., McCullough, M. E., Berry, J. 

W., & O'Connor, L. (2003). The Religious Commitment Inventory-10: Development, 

refinement, and validation of a brief scale for research and counseling. Journal of counseling 

psychology, 50(1), 84. 

 

Ogni voce è valutata come segue: 1 = non è assolutamente vero per me, 2 = è un po' vero per 

me, 3 = moderatamente vero per me, 4 = per lo più vero per me, o 5 = totalmente vero per me. 

 

1. Leggo spesso libri e riviste riguardo la mia fede. 

2. Faccio delle offerte economiche alla mia organizzazione religiosa. 

3. Investo del tempo cercando di comprendere più a fondo la mia fede. 

4. La religione è particolarmente importante per me perché risponde a diverse domande 

riguardo al significato della vita. 

5. Le mie credenze religiose sono ciò che sta dietro al mio approccio alla vita. 

6. Mi piace passare del tempo con altri membri della mia organizzazione religiosa. 

7. Le mie credenze religiose influenzano tutti i rapporti della mia vita. 

8. E' importante per me passare dei periodi di tempo in riflessioni religiose private. 

9. Mi piace lavorare nelle attività della mia comunità religiose. 

10. Mi mantengo ben informato sul mio gruppo religioso locale e ho una certa influenza 

nelle sue decisioni. 
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Czech translation of Religious Commitment Inventory-10  

 

Worthington Jr, E. L., Wade, N. G., Hight, T. L., Ripley, J. S., McCullough, M. E., Berry, J. 

W., & O'Connor, L. (2003). The Religious Commitment Inventory-10: Development, 

refinement, and validation of a brief scale for research and counseling. Journal of counseling 

psychology, 50(1), 84. 

 

Každá otázka je hodnocena na následující škále: 1 = vůbec pro mě neplatí, 2 = trochu pro mě 

platí, 3 = středně pro mě platí, 4 = spíše pro mě platí, 5 = naprosto pro mě platí.  

 

1. Často čtu knihy a časopisy, které se zabývají mou vírou.  

2. Finančně přispívám na fungování své církevní organizace. 

3. Věnuji čas snahám o prohloubení porozumění mé víře. 

4. Náboženství je pro mne velmi důležité, protože dává odpověď na mnoho otázek 

týkajících se smyslu života. 

5. Náboženské postoje určují můj celkový přístup k životu. 

6. Rád/a trávím čas slidmi, se kterými sdílím svou víru. 

7. Má víra ovlivňuje všechna máživotní rozhodnutí.  

8. Je pro mne důležité trávit chvíle vlastním rozjímáním a reflektováním náboženských 

myšlenek. 

9. Rád/a se podílím na aktivitách své náboženské organizace.  

10. Vím hodně o své místní náboženské komunitě a mám určitý vliv na rozhodnutí, která 

dělá. 

 

 

Italian translation of Questionnaire on Coincidence  

Bressan, P. (2002). The connection between random sequences, everyday coincidences, and 

belief in the paranormal. Applied Cognitive Psychology: The Official Journal of the Society 

for Applied Research in Memory and Cognition, 16(1), 17-34. 
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In generale quanto spesso ti capita di imbatterti in curiose o significative coincidenze? 

Per favore indicare in una scala da 1 a 5, dove 1=mai, 2=una o due volte, 3=qualche volta, 

4=molte volte, 5=molto spesso 

 

1) Ci sono molti tipi di coincidenze. Quanto spesso ti è capitato di vivere una coincidenza in 

ognuna delle seguenti categorie? 

(a) Una serie di nomi, numeri o eventi dello stesso tipo (come incorrere ripetutamente in 

poche ore in una parola mai sentita prima) [1,2,3,4,5] 

(b) Associazioni spontanee (come pensare a una persona e incontrarla inaspettatamente poco 

dopo) [1,2,3,4,5] 

(c) “Il mondo è piccolo” (come incontrare una persona che non si vede da molto tempo in            

un posto improbabile) [1,2,3,4,5] 

(d) Percezione di qualcosa di fisicamente lontano (come preoccuparsi per una persona 

nell’esatto momento in cui sta avendo un incidente) [1,2,3,4,5] 

(e) Percezione di qualcosa distante nel tempo (come fare un sogno che poi diventa realtà) 

[1,2,3,4,5] 

(f) Soluzione inaspettata di un problema (come incontrare un amico che vuole vendere il suo 

computer quando tu ne stai cercando uno) [1,2,3,4,5] 

(g) “Angelo custode” (come non arrivare in tempo a un colloquio per poi scoprire che è stato 

meglio così, perché si ha un’occasione migliore che altrimenti si sarebbe persa) 

[1,2,3,4,5] 

 

2) Pensi che le coincidenze siano dovute a: 

      (a) Puro caso [Sì, no, non so] 

      (b) Destino [Sì, no, non so] 

      (c) Intervento divino [Sì, no, non so] 

      (d) Percezione extra sensoriale [Sì, no, non so] 

      (e) Intuizione (Presentimento) [Sì, no, non so] 

      (f) Un principio fisico non ancora scoperto dalla scienza [Sì, no, non so] 

      (g) Il fatto che tutto sia connesso nell’universo [Sì, no, non so] 
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Czech translation of Questionnaire on Coincidence  

Bressan, P. (2002). The connection between random sequences, everyday coincidences, and 

belief in the paranormal. Applied Cognitive Psychology: The Official Journal of the Society 

for Applied Research in Memory and Cognition, 16(1), 17-34. 

 

Jak často se Vám stává, že se v běžném životě, setkáváte se zvláštní nebo smysluplnou 

náhodou? 

Prosím označte, jak často se Vám stávají následující situace na škále, kde 1= nikdy, 2=jednou 

či dvakrát, 3= několikrát  4= často, 5=velmi často 

 

1) Souhra náhod může nastat v různých situacích. Jak často jste zažili takovou souhru náhod v 

každé z následujících kategorií? 

(a) Po sobě jdoucí řady nebo shluky jmen, čísel či událostí stejného druhu (například to, když se 

setkáte opakovaně se slovem, které jste nikdy předtím neslyšeli, s odstupem několika málo 

hodin). [1,2,3,4,5] 

(b) Spontánní asociace (například to, že na někoho či něco myslíte a brzy na tuto věc či člověka 

nečekaně narazíte). [1,2,3,4,5] 

(c) Zážitky „malého světa“ (například to, že se setkáte s osobou, kterou člověk dlouho neviděl na 

nějakém velmi nepravděpodobném místě). [1,2,3,4,5] 

(d) Vjemy něčeho vzdáleného ve vesmíru (například to, že se strachujete o někoho, komu se ve 

stejný čas, na jiném místě, stala nehoda). [1,2,3,4,5] 

(e) Vjemy něčeho vzdáleného v čase (například to, že něco prožijete ve snu, a následně se to samé 

stane ve skutečnosti). [1,2,3,4,5] 

(f) Neočekávané řešení problému (například to, že se setkáte s přítelem, který chce prodat svůj 

počítač přesně v okamžiku, kdy vy počítač sháníte). [1,2,3,4,5] 

(g) Fenomén „Anděla strážného“ (například to, že zmeškáte pracovní pohovor a pak zjistíte, že to 

bylo lepší, protože dostanete mnohem lepší nabídku, kterou byste jinak zmeškali). [1,2,3,4,5] 

 

2) Myslíte si, že takové souhry okolností / smysluplné náhody jsou dílem:  

a) Úplné náhody [Ano, Ne, Nevím] 

b) Osudu [Ano, Ne, Nevím] 
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c) Vyšší moci [Ano, Ne, Nevím] 

d) Mimo-smyslového vnímání [Ano, Ne, Nevím] 

e) Intuice [Ano, Ne, Nevím] 

f) Fyzikálního principu dosud neobjeveného vědou [Ano, Ne, Nevím] 

g) Skutečností, že vše souvisí se vším ostatním ve vesmíru [Ano, Ne, Nevím] 

 

 

Italian translation of Illusory Beliefs Inventory  

Kingdon, B. L., Egan, S. J., & Rees, C. S. (2012). The Illusory Beliefs Inventory: A new 

measure of magical thinking and its relationship with obsessive compulsive disorder. 

Behavioural and Cognitive Psychotherapy 40.1, 39–53. 

 

Le voci sono valutate su una scala di 5 punti, da 1 (fortemente in disaccordo) a 5 (fortemente 

d'accordo). 

 

1. Uso la preghiera per allontanare la sfortuna. 

2. A volte ho cambiato i miei piani perché avevo un brutto presentimento. 

3. L'anima non continua ad esistere dopo la morte 

4. Credo nella magia. 

5. A volte eseguo dei particolari rituali di protezione. 

6. Se penso troppo a qualcosa di brutto, allora succederà. 

7. Le forze magiche hanno avuto un impatto sulla mia vita. 

8. E' solo questione di tempo prima che la scienza possa spiegare tutto 

9. Faccio qualcosa di particolare per prevenire la sfortuna. 

10. A volte ho la sensazione che possa succedere qualcosa, prima che questa accada. 

11. Non è possibile lanciare un incantesimo. 

12. La magia fa sì che i miracoli accadano. 

13. La vita non è altro che una serie di avvenimenti casuali. 

14. I portafortuna non funzionano. 
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15. Se penso troppo a qualcosa, allora accadrà. 

16. Evito i numeri sfortunati. 

17. La maggior parte delle cose che ci succedono sono il risultato del destino. 

18. Credo che gli angeli custodi o altre entità spirituali mi proteggano. 

19. La scienza è la chiave per comprendere come accadono le cose. 

20. Anche solo i miei pensieri possono alterare la realtà. 

21. C'è una forza invisibile che ci guida tutti. 

22. Non si dovrebbe mai mettere alla prova il destino. 

23. Non credo in una presenza spirituale. 

24. Credo in una forza superiore o in Dio. 

 

 

Czech translation of Illusory Beliefs Inventory  

Kingdon, B. L., Egan, S. J., & Rees, C. S. (2012). The Illusory Beliefs Inventory: A new 

measure of magical thinking and its relationship with obsessive compulsive disorder. 

Behavioural and Cognitive Psychotherapy 40.1, 39–53. 

 

from 1 (Naprosto nesouhlasím) to 5 (Naprosto souhlasím) 

 

1. Používám modlitbu abych odehnal/a neštěstí. 

2. Občas jsem už změnil/a své plány, protože jsem měl/a špatný pocit. 

3. Po smrti duše nepokračuje v existenci. 

4. Věřím v magii. 

5. Občas provádím zvláštní rituály pro ochranu. 

6. Když příliš přemýšlím o něčem špatném, stane se to. 

7. Magické síly měly někdy dopad na můj život. 

8. Je jen otázkou času, než věda dokáže vše vysvětlit. 

9. Dělám něco zvláštního, abych předešel/předešla smůle. 
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10. Občas získám pocit, že se něco stane ještě předtím, než se to stane. 

11. Není možné seslat kouzlo.  

12. Kouzla způsobují, že se dějí zázraky. 

13. Život není víc než řada náhodných událostí. 

14. Talismany pro štěstí nefungují. 

15. Když příliš přemýšlím o něčem špatném, stane se to. 

16. Vyhýbám se nešťastným číslům 

17. Většina věcí, které se nám dějí, jsou výsledkem osudu. 

18. Věřím, že mě ochraňují strážní andělé nebo jiné duchovní síly 

19. Věda je klíčem k porozumění, jak se věci dějí. 

20. Samotné mé myšlenky mohou pozměnit skutečnost. 

21. Všechny nás provází neviditelná síla. 

22. Nikdy bys neměl/a pokoušet osud. 

23. Nevěřím v duchovní přítomnost 

24. Věřím ve vyšší sílu Boha. 

 

 

Italian translation of CREDs Exposure Scale  

Lanman, J. A., & Buhrmester, M. D. (2017). Religious actions speak louder than words: 

Exposure to credibility-enhancing displays predicts theism. Religion, Brain & Behavior, 7(1), 

3-16. 

 

Istruzioni: le seguenti domande riguardano le esperienze relative alla religione durante la tua 

crescita. Nello specifico, le domande riguardano le tue percezioni sui tuoi genitori o le 

principali figure di accudimento (come ad esempio tutori o parenti). Rispondi a ciascuna delle 

domande secondo la tua impressione complessiva sui tuoi genitori (o principali figure di 

accudimento), usando la seguente scala: 

 

1 2 3 4 5 6 7   (from “in nessun modo” to “in misura estrema”) 
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1. In quale misura i tuoi genitori partecipavano a incontri e funzioni religiose? 

2. In quale misura i tuoi genitori si impegnavano in attività di volontariato o beneficenza? 

3. Complessivamente, in quale misura i tuoi genitori si comportavano come dei buoni 

modelli religiosi di riferimento? 

4. Complessivamente, in quale misura i tuoi genitori facevano dei sacrifici personali per 

la religione? 

5. In quale misura i tuoi genitori si comportavano onestamente con gli altri perché glielo 

insegnava la loro religione? 

6. In quale misura i tuoi genitori vivevano una vita religiosamente pura? 

7. In quale misura i tuoi genitori evitavano di far del male agli altri perché glielo 

insegnava la loro religione? 

 

 

Czech translation of Rational/Experiential Multimodal Inventory  

Norris, P., & Epstein, S. (2011). An experiential thinking style: Its facets and relations with 

objective and subjective criterion measures. Journal of personality, 79(5), 1043-1080. 

 

from 1 (Naprosto nesouhlasím) to 5 (Naprosto souhlasím) 

 

1. Užívám si problémy, které vyžadují usilovné přemýšlení. 

2. Nejsem moc dobrý/dobrá v řešení problémů vyžadujících opatrnou logickou analýzu. 

3. Užívám si intelektuální výzvy. 

4. Preferuji komplexní problémy před jednoduchými. 

5. Jsem nerad/a, když musím moc přemýšlet. 

6. Řešení věcí opatrným uvažováním není mou silnou stránkou. 

7. Nejsem příliš analytický myslitel 

8. Snažím se vyhýbat situacím, které vyžadují o něčem přemýšlet do hloubky. 

9. Přicházím na věci logicky mnohem lépe než většina lidí. 
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10. Mám logickou mysl. 

11. Používání logiky obvykle dobře funguje při řešení problémů v mém životě.  

12. Znát odpověď bez porozumění jejího důvodu mi stačí. 

13. Užívám si četbu věcí, které vyvolávají vizuální obrazy 

14. Užívám si představování si věcí 

15. Umím si jasně představit nebo zapamatovat sochu nebo přírodní objekt (neživý), o 

kterém si myslím, že je velmi krásný 

16. Silně se ztotožňuji s postavami ve filmech nebo v knihách, které čtu. 

17. Mám sklony popisovat věci pomocí obrazů nebo metafor či kreativních přirovnání. 

18. Umění je pro mě opravdu důležité. 

19. Občas rád/a jen nečinně sedím a pozoruji dění 

20. Mám oblíbené básně a obrazy, které pro mě hodně znamenají. 

21. Když někam cestuji nebo řídím, vždycky pozoruji krajinu a scenérii. 

22. Téměř nikdy nepřemýšlím v obrazech 

23. Na mých emocích v mém životě příliš nezáleží. 

24. Emoce opravdu moc neznamenají: přicházejí a odcházejí 

25. Když mám silný emocionální zážitek, jeho efekt ve mně zůstane na dlouhou dobu. 

26. Když jsem smutný/smutná, je to často velmi silný pocit. 

27. Věci, které ve mě vyvolávají emoce, na ostatní zřejmě tolik nepůsobí. 

28. Každodenní zážitky ve mně často vyvolávají silné pocity.  

29. Raději bych byl/a občas naštvaný/naštvaná a občas šťastný/šťastná, než abych se 

neustále cítíl/a klidně. 

30. Na děsivé filmy nebo knihy nereaguji tak emocionálně jako většina lidí. 

31. Můj hněv je často velmi intenzivní.  

32. Když jsem šťastný/šťastná, je to obvykle spíše pocit spokojenosti než rozjařenosti nebo 

vzrušení. 

33. Rád/a se spoléhám na své intuitivní dojmy.  

34. Často se řídím svými instinkty, když se rozhoduji o nějakém postupu. 
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35. Nemyslím si, že je dobrý nápad spoléhat se při důležitých rozhodnutích na intuici. 

36. Věřím svým prvotním pocitům z lidí. 

37. Mám sklony používat své srdce jako průvodce mých činů. 

38. Užívám si učení skrze dělání něčeho, místo toho abych to nejdřív vymýšlel/a. 

39. Často poznám, jak se lidé cítí, aniž by museli cokoliv říct. 

40. Obecně se nespoléhám na své pocity, aby mi pomohly učinit rozhodnutí.  

41. Popis zážitků opravdových lidí je pro mě přesvědčivější než diskuse o “faktech”. 

42. Nejsem moc spontánní člověk. 

 

 

Czech translation of Behavioral Inhibition System/Behavioral Activation System Scales  

Carver, C. S., & White, T. L. (1994). Behavioral inhibition, behavioral activation, and 

affective responses to impending reward and punishment: the BIS/BAS scales. Journal of 

personality and social psychology, 67(2), 319. 

 

1. Rodina je pro člověka nejdůležitější součástí života. 

2. I když se mi má stát něco zlého, málo kdy zažívám strach nebo nervozitu. 

3. Dělám, co můžu, abych dosáhl/a po čem toužím. 

4. Když se mi v něčem daří, rád/a v tom pokračuji. 

5. Jsem vždy ochotný/á vyzkoušet něco nového, když si myslím, že to bude zábava. 

6. Je pro mne důležité, jak se oblékám. 

7. Když získám něco, co jsem chtěl/a, cítím se vzrušený/á, nabuzený/á. 

8. Když mě někdo zkritizuje nebo napomene, značně se mě to dotkne. 

9. Když něco chci, obvykle do toho dám všechno. 

10. Často dělám věci jen pro to, že by to mohla být zábava. 

11. Je pro mě těžké najít si čas na věci, jako je návštěva holiče/kadeřnice. 

12. Když vidím šanci získat něco, co chci, hned se do toho pustím. 

13. Cítím se docela ustaraně nebo znepokojeně, když si myslím, nebo vím, že se na mě 

někdo zlobí. 
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14. Když vidím příležitost získat něco, co se mi líbí, hned se nadchnu. 

15. Často dělám věci z popudu a bez přemýšlení. 

16. Když si myslím, že se stane něco nepříjemného, obvykle jsem "jako na trní". 

17. Často uvažuji nad tím, proč se lidé chovají tak, jak se chovají. 

18. Když se mi stane něco dobrého, silně to prožívám. 

19. Když si myslím, že se mi nepovedlo něco důležitého, cítím se ustaraně. 

20. Toužím po vzrušení a nových prožitcích. 

21. Když o něco usiluji, neohlížím se na pravidla, jdu do toho bez zábran. 

22. Ve srovnání s mými přáteli mám jen velmi málo obav. 

23. Výhra v soutěži by ve mně vyvolala vzrušení. 

24. Mám obavy, že udělám něco špatně. 

 

 

Czech translation of Sexual Inhibition and Excitation Scales 

 

Carpenter, D., Janssen, E., Graham, C., Vorst, H., & Wicherts, J. (2011). Sexual 

Inhibition/sexual excitation scales-short form. Handbook of sexuality-related measures, 236-

239. 

 

1. Když se mě náhodně dotkne pro mě sexuálně přitažlivý neznámý člověk, snadno se 

sexuálně vzruším. 

2. Pravděpodobně nedosáhnu silného vzrušení, když mám sex někde venku na skrytém 

místě a myslím si, že někdo může být nablízku. 

3. Sexuálně se vzruším, když telefonuji s někým, kdo má sexy hlas. 

4. Nemohu se sexuálně vzrušit, pokud se nesoustředím výhradně na sexuální dráždění. 

5. Když jsem sám/sama a masturbuji, ale uvědomím si, že někdo může každou chvíli vejít 

do místnosti, mé sexuální vzrušení opadne. 

6. Když si uvědomím riziko nákazy sexuálně přenosnou chorobou, je nepravděpodobné, 

že zůstanu sexuálně vzrušený/á. 
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7. Pokud by mě při sexuálních aktivitách mohl někdo vidět, je nepravděpodobné, že 

zůstanu sexuálně vzrušený/á. 

8. Je pro mne snadné se vzrušit, když myslím na velmi atraktivní osobu. 

9. Pokud dosáhnu sexuálního vzrušení (u mužů - mám erekci), chci co nejdříve pohlavní 

styk, než moje vzrušení opadne. 

10. Když začnu mít sexuální představy, velmi snadno se vzruším. 

11. Vidět jiné lidi při sexuálních aktivitách ve mně budí touhu se sexuálním aktivitám 

věnovat také. 

12. Když mám rušivé myšlenky, mé sexuální vzrušení snadno opadne. 

13. Když mě vyruší hudba, televize, nebo rozhovor, je nepravděpodobné, že budu i nadále 

sexuálně vzrušený/á. 

14. Když se mnou flirtuje někdo přitažlivý, snadno se sexuálně vzruším. 
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Abstract. In real-world scenarios, humans estimate a large proportion of their perceived world contextually 
and use previous information to adjust or modify their expectations and responses. A typical example of 
congruence is when a smile (visual modality) is accompanied by a laugh (acoustic modality). Pain and pleasure 
are extremely intensive affects, rarely correctly assessed. It rarely happens that the affective communication is 
incongruent in different modalities. Intentional combinations of these two affective expressions may be 
implemented by using audiovisual media. It is to be expected that presentations involving incongruent 
combinations during gaming and other interactions with machines will alter perceptions and impact of 
ambiguity. To evaluate the impact of sensory crosstalk a novel statistical analysis was developed to estimate 
impact of each modality. The results show that for the pairing pain/pleasure, the visual modality dominates. 
The acoustic modality dominates for pain/pleasure, pain/neutral, and pleasure/neutral. For neutral/pain and 
neutral/pleasure neither the visual nor the acoustic modality enables highly correct ratings. The findings are of 
high value to psychology of perception on theoretical level and game/media developers as application fields. 

Keywords: Visual Displays, Acoustic Displays, Affective states, Dirichlet Distribution, Confusion Matrix, 
Heat Maps. 

1 Introduction 

Consider an observer watching a single frame extracted from a video and hearing the simultaneous audio signal. 
In such a case, the person is observing (seeing and hearing) a bimodal signal. 
If the observer is asked to rate the observation, and the researcher is interested in whether the observer 
relies on the visual or the acoustic modality when rating, the researcher can modify the presentation. 
The observer is presented with a video frame as a visual modality together with an audio signal as the 
acoustic modality, but these two presented modalities are different. The observer has to rely on one of 
the two modalities. As the researcher knows the visual modality and the acoustic one, he/she can 
conclude on which modality the observer relied when rating — never on both, because the presented 
modalities exclude each other. We call such a set-up an incongruent bimodal presentation. 
In this paper, we present many women as well as many men (separately) with incongruent bimodal 
stimuli, namely the pairings of the affective states pain, pleasure and neutral (speech) in all six 
combinations. These were presented (separately) by males and females, which we call stimuli. Details 
are described in the Methods section. Nomenclature: we henceforth call the participating observers 
raters, and the presenting females and the males from which the presentations of the bimodal affective 
states were derived as female or male stimuli. 
In the set-up presented here, the visual and auditory information does not aggregate correctly. One of 
the few comparable real-life experiences we could find, which gave the name to the perceived 
phenomenon, is ventriloquism. This ancient art of making it seem as if the voice originates from a 
different source than the (visually presented) mouth can be traced back to Greek and Roman antiquity 
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and is still used in puppet theaters [Dumbstruck, 2000]. 
Since the invention of recording devices for visual displays (recordings by video cameras, for 
instance) and those for acoustic accompaniment (microphones attached to recording devices), the 
possible experimental situation has dramatically changed. We can separate the two recordings and 
match them incongruently. 
There are three incompatible hypotheses which we can test by comparing incongruent recordings: (1) 
The more intensive affective display (vocalization or facial expression) dominates over the less 
intensive one. (2) The unambiguous input (irrespective of the intensity) will dominate over the 
ambiguous one. (3) The hypothesis predicted by the sensory dominance theory [Hutmacher, 2019], 
which expects one sensory input to always be dominant over the other one, irrespective of the 
displayed intensity or the modality. 

2 Materials and Methods 

Incongruent pairings (such as the visual stimulus pain with the acoustic stimulus neutral speech) were presented 
to 902 raters (526 women and 376 men, aged 18–50 years). The raters were to rate whether an incongruent pairing 
was perceived as positive (for pleasure), negative (for pain) or neutral (for neutral speech) using keyboard or touch-
screen. The data were collected in the Czech Republic in 2021 via the agency Czech National Panel 
(narodnipanel.cz) and a science-oriented online portal pokusnikralici.cz using the online platform for data 
collection QualtricsTM. Prior to their commencing to rate, the participants supplied their (biological) sex and their 
age to the nearest year. Criteria for inclusion were: (a) age of raters between 18 and 50 years, and (b) at least a 
minimal experience with adult media, since the displays and the vocalizations used in this study were extracted 
from such materials. 
From the numerous audio-visual materials, ten were chosen (five with female expressers and five with 
male expressers). Based on the plot in each of these ten, three frames with faces and three audio tracks 
were selected (one each of neutrality, pleasure, and pain). The two highly intensive facial expressions 
(pain and pleasure) were also tested for difference by using an Artificial Neural Network algorithm 
[Prossinger et al., 2021]. 
We used KDE (Kernel Density Estimation) to find the distribution of ages of the female and the male 
raters, separately. We then determined the estimators, in particular the HDI95% (the Highest Density 
Interval at 95% significance [Kruschke, 2015]). A large overlap of this interval documents no 
significant difference in the age distributions. 
We tallied whether the rating was correct because the visual modality was rated correctly, or whether 
the acoustic modality was rated correctly or whether neither modality was rated correctly (which we 
tallied as ‘both incorrect’). 
For every rater sex and for every stimulus sex and each bimodality, the chosen responses are Dirichlet 
distributed. There are 2 × 2 × 6 = 24 such distributions. For each, we calculated the mode (a 3D 
vector). The entries in the columns (i.e. the suite of the six pairings for female raters of the acoustic 
stimuli, say) male versus female are also Dirichlet distributions. We used Monte Carlo methods for 
pairwise comparisons. 
Lastly, we determined whether female raters of stimulus for one sex for a specific modulus 
significantly differs from that of another sex. These comparisons are Beta distributions; the detailed 
description of the method of finding the significance is in the Appendix. We repeated these 
significance calculations for the other rater sex and then also for the mixing of the sexes of the raters 
with the sexes of the stimuli. 

Table 1. The descriptors and the estimators for the ages of the raters, separated by (biological) sex.  is the expected value 

(estimated by  = ∫ 𝑢 × 𝑝𝑑𝑓(KDE, 𝑢) 𝑑𝑢



, where KDE is the kernel density estimation), and HDI95% (highest density 

interval: the interval with a 95% probability of observing an age; [Kruschke, 2015]). We observe that for both the male and 
the female raters, the mode is considerably different from the expected age . The pdfs of the KDE distributions and the 
histograms are in Fig. 1. 

Estimator Male Raters Female Raters 

N 376 526 

Range (years) 18–50 18–50 
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Mode (years) 41.7 27.0 

 (years) 33.6 30.9 

Mean (years) 33.6 30.9 

HDI95% (years) 16.4–50.3 15.8–49.8 

3 Results 

Fig. 1 and Table 1 show that the distributions of the male and female raters’ ages have different 
modes. We use KDE (kernel density estimation) with a Gaussian kernel because, as Fig. 1 shows, it is 
not to be expected that raters of either sex have a parametric distribution or even a superposition of 
one or two such parametric distributions. We also note that modes and expectation values differ 
between the rater sexes and, furthermore, modes and expectation values differ for the raters of the 
same sex. The HDI95% uncertainty interval is very broad, so we can consider the distributions for both 
rater sexes to be comparable to a uniform distribution of respective ages. The confusion matrix shows 
that the two distributions are not significantly different. 

 
Fig. 1. The distributions of the ages of males and of females estimated using a KDE (kernel density estimation) with a Gaussian 
kernel. Superimposed of the graphs of the two pdfs are the two histograms of the registered ages, separated by sex (scale of 
frequencies on the right). Modes, expected values, means, and HDI95% of both distributions are listed in Table 1. The two 

distributions are not significantly different; the confusion matrix is 
46.3 53.7
28.3 71.7

% (the method of computing this confusion 

matrix is described in [Boschetti et al., 2022]). 

For the column comparisons for each modality (Fig. 2), no significant difference was observed. Fig. 3 
shows two examples: the two Dirichlet distributions for two sets of ratings. The extent of overlap 
between the pdfs of these indicates the significance level. In Fig. 3, the overlap is extraordinarily 
small, so the differences in rating (the off-diagonal entries in the confusion matrix) are highly 
significant. All the off-diagonal entries in all the confusion matrices were much less than 1 × 10 
(not shown), therefore, for each comparison for each modality there is a significant different in rating 
distributions. 
For the visual modality, we observe that one bimodal affect display (pleasure with pain) is markedly 
different from all other affective displays (Fig. 2). For the acoustic modality, we observe that the 
pairings pain with pleasure, pain with neutral and pleasure with neutral are significantly different from 
all other pairings. For the incorrect ratings (if raters chose neutral, say, when the visual display is 
positive and the acoustic display is negative) only the pairing neutral with pleasure is significant. 
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Fig. 2. The heat map of the distributions of incorrect (or possibly guessed) ratings by male and female raters of male and 
female stimuli. The numbers (light cyan) in the squares are the number of occurrences. Color-coding of the background is of 
the fraction (in percent) of the occurrences, also displayed as off-white numerical values. We observe that for the pairing 
pain/pleasure the visual modality dominates. We also observe that the acoustic modality dominates for pain/pleasure, 
pain/neutral, and pleasure/neutral. For neutral/pain and neutral/pleasure, on the other hand, neither the visual nor the acoustic 
modality enables highly correct ratings. 

 
Fig. 3. The likelihood functions of the Dirichlet distributions of the bimodal pairings of pain/pleasure of the female and male 
stimuli, as rated by the female raters. The probabilities are 𝑠 (pain) and 𝑠 (pleasure). The likelihood function is defined over 
the triangle shown in purple, because 𝑠 + 𝑠 + 𝑠 = 1. Modes are shown; these are the entries in Fig. 2. Contours (yellow, 

are in steps of 



. The contours do not overlap, clearly showing that the rating distributions are significantly different. 

We conclude that for the pleasure/pain pairing, the visual modality is far superior to the acoustic 
modality (namely, that of pain). For the three pairings pain/pleasure, pain/neutral, and pleasure/neutral, 
the acoustic modality dominates. To summarize: Fig. 2 shows that the visual modality pleasure 
dominates when paired with pain as an acoustic modality, whereas for the acoustic modality, pleasure 
dominates with the visual modality pleasure, and the acoustic modality neutral dominates when paired 
with pleasure and with pain. Only for the pairing neutral pleasure were the raters (of either sex) 
incapable of rating the dominant modularity correctly (Fig. 2). 
For the visual modularity, the comparison of the female ratings of male versus female stimuli was 
significantly different from than that of the male raters rating these two stimuli (Fig. 4). This 
significant difference (again for the visual modularity) was also observed for pain/neutral, 
pleasure/neutral and neutral/pleasure. 
For the acoustic modularity, the comparisons of female versus male raters showed a significant 
difference for pain/neutral, neutral/pain and neutral/pleasure (Fig. 4). Visually, no combinations of 
raters and stimuli showed a significant difference. 
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We observe no pattern of significant differences for male versus female raters for a given stimulus 
(Fig. 4); neither visually nor acoustically. However, there are three exceptions; female versus male 
raters rate the female stimuli significantly differently for one visual pairing (pleasure/neutral) and two 
acoustic pairings (pleasure/pain and pleasure/neutral). 

4 Discussion 

Because of the presented incongruence, no rater could rate both presented modalities correctly, but could rate both 
incorrectly (because there existed a third choice/option). 

 
Fig. 4. A heat map of the distributions of significant differences between female (F) versus male (M) raters rating female (f) 
or male (m) stimuli in all eight combinations. The bright red squares display significant differences. Significance has been 

determined by calculating whether the mode of the Beta distribution of the comparison is significantly different from 𝑠 =



, 

based on the entries displayed in Fig. 2. (The method is explained in the Appendix). For 



=




= 41.6% of the 

combinations there are significant differences. We observe that for neutral/pain the acoustic modality leads to a significantly 
different rating by female raters rating female stimuli versus male stimuli and, likewise, by male raters rating female stimuli 
versus male stimuli. For pleasure/pain, the female raters’ ratings of female stimuli versus male stimuli are significantly 
different for both the visual and acoustic mode. For male raters, this is not the case. 

The patterns we found document that hypothesis (1) is not rejected, but (2) and (3) are rejected. The 
study of the ability to correctly attribute emotional and affective expressions of others was impacted 
by recent papers showing counterintuitive evidence that affective states with high intensity are harder 
to correctly assess from facial expression [Aviezer et al., 2012; Boschetti et al., 2022; Binter et a., 
2023]. This is confirmed (Fig. 2); the acoustic modality allows for reliable ratings. When extremely 
intensive facial and vocal displays are rated, the accuracy is usually low, since the stimuli appear 
inherently ambiguous [Aviezer et al., 2012; Wenzler et al., 2016; Boschetti et al., 2022; Binter et al., 
2023]. We find that whenever there is a contradictory bimodality involved, then the ambiguity is 
suppressed — a novel, unexpected finding. 
Only in one pairing of incongruent affective states with incongruent modularity do we find evidence of 
sensory crosstalk: when the visual modularity makes the rating of acoustic modularity impossible. The 
raters are confused for the pairing neutral (visual) with pleasure (acoustic). 
Although raters of either sex are consistent in ratings based on the visual modularity (Fig. 2), they rate 

the affective states displayed by stimuli of different sex significantly differently in 



 of the pairings. 

For the acoustic modularity, in 



 of the pairings, there are significantly different ratings of the 

displayed incongruent modularity. 

5 Conclusion 

The alteration of perception can be used for intentional modifications of scenarios as a ‘twist’ (i.e. a novel 
ambiguity) which can be, if well placed, cause unexpected effects on players (consumers and users) of the gaming 
product. On the other hand, we know from previous research, that pain and pleasure were overwhelmingly 
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incorrectly attributed in congruent pairings. The impact of intentional incongruence generating ambiguity may be 
specifically implemented by the creators of gaming scenarios (for example, characterizing versus 
mischaracterizing a villain in crime-type games). Our investigations contribute to communicating to creators of 
gaming scenarios the effectiveness — or ineffectiveness — of incongruent pairings of two affects and a natural 
expression. Furthermore, there is an implication for the field of perception psychology since this unexpected result 
can be only found using the novel methodological approach developed by one of the authors (HP) for this very 
reason. 
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Appendix 

We show a method of determining whether two sets of ratings are significantly different with an example (Fig. A-
1). The rating entries of the female raters for the male stimuli are 𝑛 and the entries for the male raters for the male 

stimuli are 𝑛; then the Beta distribution is (𝑛 + 1, 𝑛 + 1). The two boundaries 



, 𝑢 of the HDI 

(Highest Density Interval) are determined by 𝑝𝑑𝑓 



 = 𝑝𝑑𝑓(𝑢). (Comment: solving for 𝑢 requires 

computing power.) The probability of HDI is determined by  

HDI =  𝑝𝑑𝑓(𝑠)𝑑𝑠






 

Comment: this integral can be easily computed using the CDF (Cumulative distribution function) of 

the Beta distribution: probability = CDF(𝑛 + 1, 𝑛 + 1), 𝑢 − CDF((𝑛 + 1, 𝑛 + 1),



). 

If the computed probability is less than 95%, then the significance level is greater than 5%. In this 

case, the deviation of the mode from 



 is insignificant and the differences between the rating 

distributions are insignificant. In the example, shown in Fig. A-1, the probability is 60%; the 
significance level is therefore 40% and the observed difference in the rating distributions is 
insignificant. 

 
Figure A-1 A graph showing the method of determining the significance of the difference between two ratings of the same 
modality by raters of different sex (female F versus male M) of the male stimuli m. In this example, the analysis for the 
acoustic modality is shown, and the rating numbers of female and male stimuli are the concentration parameters of the Beta 
distribution (each increased by +1). 𝑠 is the (Bayesian) probability. The mode of the distribution is shown, flanked by the 
upper and lower bounds of HDI60%. The dashed orange lines indicate the equal likelihoods. The area shaded in orange is the 

probability that the mode is significant, in this case 100% − 60% = 40%. The mode is not significantly different from 



, 

and the ratings by the females and the males of the male stimuli is not significantly different at the 5% significance level. 

 

  



 

81 

HCII PATTERNS 

Are Patterns Game for Our Brain? AI identifies individual Differences in 
Rationality and Intuition Characteristics of Respondents Attempting to 

Identify Random and Non-random Patterns 

Silvia Boschetti1[0000-0002-8048-4062], Hermann Prossinger1,2[0000-0002-1114-7687], Tomáš Hladký1[0000-0001-5106-5902], Daniel 
Říha3[0000-0001-5142-4485], Lenka Příplatová1[0000-0002-2860-3853], Robin Kopecký1[0000-0002-7140-4649], and Jakub Binter1[0000-

0001-5304-2130] 

1 Faculty of Sciences, Charles University, Prague, Czech Republic 
2 Department of Evolutionary Anthropology, University of Vienna, Vienna, Austria 

3 Faculty of Humanities, Charles University, Prague, Czech Republic 
silvia.boschetti@natur.cuni.cz 

Abstract. In our everyday life we rely on set of heuristics that involve estimation of meaningful connections 
between events. In human evolutionary history, it was less costly to overestimate the meaning. The 
psychological phenomenon of apophenia (overperception of patterns) is then an adaptive response. It may 
manifest also as overperception of visual patterns (pareidolia). The underperception was rarely studied and 
researchers mainly used unsuitable stimuli sets for the purpose. After researching this phenomenon using 
patterns with transparency, geometric shapes, and color (Boschetti et al., 2023), we developed new set of black 
and white high-contrast stimuli. These were presented to participants four times in different orientations to limit 
guessing to 6% chance. Using ANN (Artificial Neural Networks), we associated the responses to the Rational 
Experiential Multimodal Inventory Subscales Rationality and Intuition. We were able to identify two clusters 
for each subscale and found associations of the participant responses with pattern identification success (or lack 
thereof). Our discoveries extend previous findings concerning this phenomenon and provides us with a 
foundation for constructing and designing artificial environments with high attention to cues given to users. 

Keywords: Random Patterns, Non-random Patterns, Rationality, Intuition, Clustering Algorithms, Artificial 
Neural Networks, Apophenia, Apoidolia. 

6 Introduction 

The ability to correctly detect and recognize patterns is fundamental for human while they interact 
with the environment irrespective of whether it is real or virtual. The ability to distinguish between 
what is relevant and meaningful and what is not is an essential part of the decision-making process that 
underlies every behavior: the more accurate the detection of an existing pattern the more effective the 
decision among behavioral options.  
However, in terms of cost-benefit, false positive (detection of a pattern in a random distribution) and 
false negative (failure in detecting a pattern when one is actually present) errors are very different: 
Error Management Theory (EMT) claims that over-detection of patterns is safer than under-detection 
(Johnson, 2009). For this reason, the bias for over-detection of pattern (called apophenia) is considered 
an advantage and is, arguably, an evolved mechanism in humans (Barrett, 2000).  
The cognitive and perceptual bias is a tendency that construes how we perceive and interpret the 
world. The subjective sensitivity to pattern detection can lead to the miss-attribution of agency to non-
living objects (Hyperactive Agency Detection Device) and ultimately to supernatural beliefs (Barrett, 
2000). Indeed, cognitive and perceptual biases are candidate for explaining the emergence and the 
perseverance of paranormal beliefs (Willard & Norenzayan, 2013). Previous studies have associated 
the overperception of patterns with different types of beliefs in the supernatural, beliefs in the 
paranormal and assigning meaning to coincidence of events that are only due to chance (Zhou & 
Meng, 2020; Bressan, 2002). 
The specific type of apophenia is the perception of a pattern in visual stimuli and is called pareidolia. 
Most of the work on pareidolia involves the overperception of faces, which are a very specific type of 
visual stimulus (Tsao & Livingstone, 2008) and the results of such studies may not be generalizable to 
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stimuli different from facial ones. Another problem occurs when the stimuli chosen are naturally 
occurring (i.e. clouds, stains). Is it possible to control the extent of naturalness present or absent in an 
imaged pattern? Furthermore, even though such stimuli are suitable for detecting pareidolia (as false 
positive error in perception), they cannot be used to detect the false negative error (called apoidolia; 
Boschetti at al., 2023). Both apoidolia and pareidolia have been found to be more strongly related to 
thinking styles than to religious beliefs or belief in magic. This outcome was found in a previous study 
that used colored stimuli created by a multidimensional random number generator to produce maps of 
random colored squares underlined with geometrical figures as patterns (Boschetti et al., 2023).  
Specifically, the REIm (Rational/Experiential Multimodal Inventory; Norris & Epstein, 2011) was 
designed to measure the functionality of the experiential system of reasoning (based on the associative 
processes heuristic and intuitive) and the analytical system (based on high cognitive and meta-
cognitive abilities and rule-based processing). 
For this study we used two subscales from the REIm: one measuring rationality and the other 
measuring intuition. Furthermore, instead of colored stimuli we used black and white stimuli 
reminiscent of QR codes (Fig. 1), thereby maximizing the visual contrast in the elements of the 
stimulus. There is one further (important) limitation of the previous studies, namely, The Lady Tasting 
Tea problem (Fisher, 1956): how to avoid the observer from guessing the correct answer; more 
specifically, minimizing the probability of supplying a correct answer merely due to chance.  
This simple, straightforward perceptual test presented here can be used as a diagnostic tool for users 
and profile creators when intending to maximize the experience in human-computer interactions. It 
also allows for addressing complex psychological phenomenon while limiting the number of response 
options. 

7 Materials and Methods 

7.1 Participants 

A total of 174 participants from Italy and the Czech Republic responded to the queries about Rationality and 
Intuition. They (henceforth called respondents) also attempted to identify which of the eight presented distributions 
of black and white squares (henceforth called patterns) were random and which were non-random (henceforth 
called random and non-random patterns). 

  
Fig. 2. Two of the eight patterns presented to the respondents. For every rectangle presented, they were asked to identify which 
pattern is random and which is nonrandom. The random patterns were presented four times, once as generated by the (quasi) 
random number generator, once after mirroring across the horizontal axis, once after mirroring across the vertical axis and once 
after rotating by 90°. Likewise, for the nonrandom pattern. The eight patterns were presented in randomized order, so as to 
prevent any possible memory effects. The reason for presenting each random and each non-random pattern four times is to 
suppress The Lady Tasting Tea effect (details in the text). 
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7.2 Stimuli 

Four random patterns were generated, as well as four non-random ones (two are shown in Fig. 1). Respondents 
were asked to identify which of the patterns were random and which were not. We presented each pattern four 
times in order to avoid The Lady Tasting Tea problem (if a two-option challenge is presented to a respondent, the 

chance of correct identification is 



; this chance is far too high; if the challenge is presented four times in random 

order, then chance of correct identification without guessing is 


 =



~6%; Fisher, 1956). We did not repeat the 

presentations 5 times, because of possible uncontrollable effects due to the tiring of the participants. 

7.3 Questionnaire 

We used the Rational/Experiential Multimodal Inventory (REIm; Norris & Epstein, 2011) to measure two aspects 
of thinking styles, namely analytic/rational and intuitive (specifically an automatic/experiential approach to 
construction and interpretation of the perceived world). The questionnaire is composed of four independent 
subscales, one for a rational system and three for different aspects of the experiential system. The subscales used 
in the present study are: Rationality (12 queries) and Intuition (10 queries); both are listed in the Appendix. We 
narrowed down our analysis to these two subscales because, from a theoretical prospective and from the results of 
a previous study (Boschetti et al., 2023), they are the most relevant. The responses were on a 5-point scale ranging 
from R1 (Completely False) to R5 (Completely True); we note that none are cardinal numbers. 

7.4 Statistical Methods 

The responses to the queries are ordinal numbers, not cardinal numbers (Blalock, 1960). They may not 
be directly converted into cardinal numbers, because a change in the choice of the mapping results in a 
change the statistical signal. (The statistical analysis is then the statistical analysis of the mapping, not 
of the data). Rather, the responses must be mapped into unit vectors. If a response to a query is ‘B’, 
say, then the vector is (0 1 0 0 0). If a respondent identifies a pattern as random, the response 
is (1 0), and if it is non-random, then the response is (0 1). The response vectors are then 
concatenated; the resulting vector is called a feature vector (Murphy, 2012). For Rationality and 
pattern identification, the dimension of the feature vector is 4 × 2 + 4 × 2 + 12 × 5 = 76. This 
feature vector has interdependencies (perhaps nonlinear ones). In order to avoid the ‘curse of 
dimensionality’ (Bellman, 1961), dimension reduction is necessary. We used an artificial neural 
network (specifically, an autoencoder) to dimension reduce the feature vector. The autoencoder will 
also detect nonlinear interdependencies among the components of the feature vectors. We then use a 
clustering algorithm (in our case, DBSCAN; Ester et al., 1990) to identify the clusters in the space of 
the dimension-reduced feature vectors. 
We can ‘backtrack’ the mapping and identify which points in the dimension-reduced vector space 
‘belong’ to the respondents’ feature vectors. We use these identifications for further analyses. AC 
(Correspondence Analysis; Benzécri, 1973; Greenacre, 2007; Beh & Lombardo, 2014) of the 
contingency table (pattern identification versus thinking style) allows us to determine whether there 
exist associations and, if so, how many. 
We repeat the above procedure for the combination of responses to the queries of the Intuition 
questionnaire and the same identification of random and non-random patterns by the participants. 

8 Results 

8.1 Pattern Identification 

We observe that only 3 (1,7%) of the 174 participants succeeded in correctly identifying all 4 nonrandom and all 
4 random patterns. Some respondents succeeded in correctly identifying all random patterns, but they did not 
correctly identify all non-random patterns. Others succeeded in correctly identifying all non-random patterns, but 
did not succeed in identifying all random patterns. Many respondents succeeded only partially. Most respondents 

(140; 65% or close to 



) did not succeed in correctly identifying any non-random patterns and any random patterns. 

We discovered that the relations between the extent of correctly identifying patterns are not independent of the 
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responses to queries; this is valid for both Rationality and Intuition. In fact, cluster analysis shows that in both 
cases of thinking style (Rationality and Intuition), there are two distinct clusters (Fig. 2). 

 

 

Fig. 3. The two clusters obtained after dimension-reducing the feature vectors using an autoencoder for Rationality (left) and 
Intuition (right). In both, the points are the coordinates of the dimension-reduced feature vector of each participant’s responses 
to the Rationality or Intuition queries together with the identification of a random or nonrandom distribution of squares. The 
concave hull connects the points in each of the clusters. For Rationality, Cluster #2 has 39 points and Cluster #1 has 174 points 
and for Intuition, Cluster #1 has 38 points and Cluster #2 has 175 points. The dimension reduction to 2D did not separate 
clusters, but dimension reduction to 3D did. The axes are numerical only; they are not directly interpretable. 

 
Fig. 4. The distribution of the nonzero entries of nonrandom and random pattern identification versus responses to the 
rationality queries. Those rows that have no nonzero entries have been deleted. The brightness of the colors identifies the 
percentages of occurring entries for a response (this fraction is normalized according to the total number of respondents in a 
cluster). In Cluster #2, for instance, none of the respondents correctly identified more than one random pattern and the greatest 
majority did not succeed in distinguishing between random and nonrandom patterns. In Cluster #1, on the other hand, many 
respondents were able to identify random patterns and many (other) respondents could identify nonrandom patterns, without 
successfully identifying nonrandom patterns. The few respondents who did not succeed in identifying either random or 
nonrandom patterns (who are expected to be in Cluster #2) are part of this cluster because the autoencoder also dimension 
reduces the feature vector, which contains the query responses. There are 3 respondents (1.7% of all 174) who correctly 
identified both the random patterns and the nonrandom patterns. 

8.2 Associations 

Correspondence analysis is used to find possible associations between pattern identification 
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proficiency and the query response spectrum: the associations for Rationality and the associations for 
Intuition. We discovered that the signal (the fraction not due to noise) obtained by the SVD (singular 
value decomposition) of the contingency table is much weaker for Rationality than it is for Intuition. 
For Rationality, we find two associations (Fig. 5), and for Intuition we find three (Fig. 6). 

8.3  

 
Fig. 5. The distribution of the nonzero entries of nonrandom and random pattern identification versus responses to the Intuition 
queries. Those rows that have no nonzero entries have been deleted. The brightness of the colors identifies the percentages of 
occurring entries for a response (this fraction is normalized according to the total number of respondents in a cluster). There 
are 3 respondents (1.7% of all 174) who correctly identified both the random patterns and the nonrandom patterns; they are 
distributed almost uniformly across all responses for all queries. 

9 Discussion and Conclusion 

The orientation in the world is based on heuristics that help the individuals navigate complex situations. Intuition 
and irrational beliefs can be products of perceptual and cognitive biases, as illusionary perception of patterns and 
becoming overly reliant on assigning meanings to these perceived patterns 
There have been explanations proposed by cognitive scientists who infer the proliferation of 
supernatural beliefs to be the results of this and other cognitive biases (Johnson, 2009; Willard & 
Norenzayan, 2013). Furthermore, EMT also explains the existence of such biases as a compensation 
for potentially costly mistakes.  
We decided to pursue the study of pattern perceptions by introducing two novel elements, namely the 
use of black and white patterns (rather than colored ones), and multiple (in our case: four) 
presentations by rotating and mirroring so as to assure that the chance of guessing the correct answer is 
minimized.  
We emphasize that the study presented here is an example of a multidisciplinary approach. Here, 
psychological investigation techniques were combined with approaches based on novel technology 
and modern statistical techniques (including, but not limited to, dimension reduction and the use of 
clustering algorithms) in order to provide novel insights.  
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Fig. 6. The result of the correspondence analysis for pattern identification and Rationality: associations. The scree plot of 
squares of the singular values versus indices of the singular values identified only two singular values as non-noise. The 
reconstructed matrix has been graphed and the clusters identified via the clustering algorithm DBSCAN identified the 
categorical variables of nonzero query responses (red) that are associated with the pattern identification responses (purple). The 
fraction of the square of the Frobenius norm explained by the first two singular values is 40.2%. The magenta dots are query 
response choices that do not associate with any pattern identification pairs. The unlabeled query responses of one association 
have not been labelled, as the labels would have rendered that part of this graph unreadable. We point out that a strong 
association does not infer a high score on the response axes. 

The dimensions for Rationality (60) and Intuition (50), combined with the those for pattern 
identification outcomes (26), make the multivariate analysis not only nontrivial, but require very large 
data sets for satisfactory noise minimization. Nonetheless, perhaps surprisingly, we found fascinating 
signals even in our relatively small data set. We are also aware of how difficult the test is for the 
participants because the presented patterns tested their skills quite severely. We were surprised that 
two clusters of the dimension-reduced feature vectors existed in both cases of thinking styles. 
By using Artificial Neural Networks to cluster the participants based on their responses to the 
subscales of REIm (for Intuition and for Rationality, separately) and the results of the pattern 
identification task we identify two clusters for each subscale. In both cases we obtain one cluster in 
which the participants were more accurate in identifying the patters (or lack of) and another in which 
the participant exhibited a higher tendency for pareidolia and apoidolia. Each cluster showed 
associations with specific responses to specific queries, allowing us to estimate their similar 
psychological profile in the heuristic use in their daily life.  
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Fig. 7. The result of the correspondence analysis for pattern identification and Intuition: associations. The scree plot of squares 
of the singular values versus indices of the singular values identified three singular values as non-noise. The coordinates 
obtained by the reconstructed matrix have been graphed and the clusters were identified via the clustering algorithm DBSCAN. 
The identified categorical variables of nonzero query responses (green/blue/red) that are associated with the pattern 
identification responses (purple) show the associations: there are three associations. The fraction of the square of the Frobenius 
norm explained by the first two singular values is 58.1%. Most remarkable is the observation that the ‘perfect’ pattern identifiers 
(participants) associate with the query responses R1 for query Q1, R3 for query Q2, R1 for query Q4, and R4 for query Q5. 

We also succeeded in demonstrating that these associations are the statistically justified descriptors 
(rather than correlations would be) and we found that there were more than one association (two for 
Rationality and three for Intuition) for those clusters of participants who were more successful in 
identifying patterns and distinguishing randomness and non-randomness (and therefore not 
experiencing pareidolia or apoidolia). 
We note that the number of associations depended on the thinking styles and their statistical signal 
strength varied with thinking style. The results are promising; they mark an introduction of a novel 
approach to research of the phenomenon of apoidolia and extension of the existing research on 
pareidolia in a healthy population. The knowledge of how individuals orient themselves in the world 
based on their believed pattern presence can improve the design of future real world and virtual world 
(user) experiences. In the second case, this should be of utmost importance since the creator has 
almost absolute control over the environment presented to the user 
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Appendix 

Table A-2. The queries for assessment of the two thinking styles. The responses are choices on a five-point scale from 
“Completely false for me” (R1) to “Completely true for me” (R5). 

Query Rationality Intuition 

Q1 I enjoy problems that require hard thinking. I like to rely on my intuitive impressions. 

Q2 
I am not very good in solving problems that require 
careful logical analysis.  

I often go by my instincts when deciding on a course 
of action. 

Q3 I enjoy intellectual challenges. 
I don’t think it is a good idea to rely on one’s 
intuition for important decisions. 

Q4 I prefer complex to simple problems. I trust my initial feelings about people. 

Q5 I don’t like to have to do a lot of thinking.  I tend to use my heart as a guide for my actions. 

Q6 
Reasoning things out carefully is not one of my strong 
points.  

I enjoy learning by doing something, instead of 
figuring it out first. 

Q7 I am not a very analytical thinker.  
I can often tell how people feel without them having 
to say anything. 

Q8 
I try to avoid situations that require thinking in depth 
about something.  

I generally don’t depend on my feelings to help me 
make decisions.  

Q9 
I am much better at figuring things out logically than 
most people. 

For me, descriptions of actual people’s experiences 
are more convincing than discussions about “facts”. 

Q10 I have a logical mind. I’m not a very spontaneous person.  

Q11 
Using logic usually works well for me in figuring out 
problems in my life. 

 

Q12 
Knowing the answer without understanding the 
reasoning behind it is good enough for me.  
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Abstract. In the gaming world, as well as in assistive technologies, profile creation and further 
characterizations of humans are basic. Oftentimes, Likert-type scales are needed to collect responses in 
questionnaires. A subsequent mistake by the analyst occurs when he/she computes the composition score 
derived from these response categories. Because: such a score can only be computed if these categorical 
responses are converted into computable numbers. An AI method, namely the application of artificial neural 
networks, can extract information and overcome various erroneous statistical methods (such as: linearizing 
responses of Likert scales, computing scores and correlations, and disregarding the ‘curse of dimensionality’).  
We collected data from 480 respondents who were asked to specify boundaries between the colors of the 
blackbody spectrum (‘rainbow’). We first used an auto-encoder for dimension reduction, then searched for 
categories by implementing clustering algorithms, computed likelihood plots, and calculated confusion 
matrices based on Dirichlet distributions.  
We found that every respondent was a member of one of only three clusters. Each cluster is characterized by 
a different distribution of the color boundaries between purple-blue, blue-green, and so on. Surprisingly, the 
boundaries between some colors in one cluster where within the color interval for members of another cluster. 
Conclusion: where people see a color boundary is far from obvious even within a shared range. 
There are implications for several fields that have been using ‘Stone Age statistics’ involving scores, etc. as 
listed above, among them psychology, sociology, behavioral economy, and human-computer interaction. The 
modern approach, based on AI, should be adopted by researchers in these fields to ensure reproducibility and 
provide insight into participant/user/citizen profiles. 

Keywords: One-hot Encoding, Artificial Neural Network, Confusion Matrix, Visible Spectrum, Color 
Boundaries, Kernel Density Estimation, Profile Creation, Cold Start Problem. 

10 Introduction 

Currently, profile creation is a big topic in many fields involving technology. In an ideal case, there exists both a 
large data set and prolonged development of the field that has already been supplied with ‘natural’ layperson 
terminology for distinguishing features defined by the layperson’s limited choices. Thus, while this may not be the 
case in many fields such as technology users and online gamers, for citizens responding to nudges, etc. that are 
uninitiated, such approaches cannot be applied from scratch. This brings the cold start problem into play (Eke et 
al., 2019). The system that is used for recommendation, profiling and divergence is unable to provide any 
meaningful inferences since too much information is lacking (Eke et al., 2019). 
There are two main approaches to deal with this described problem. One involves extended, long-term 
data collection, including updates and adjustments, and a bean-counting summary description; the 
second one bases the distinctions on the data gathered from the prospective users via a questionnaire-
type set of queries (Eke et al., 2019).  
Questionnaires, the major tool in political polls, communication research, customer satisfaction 
research, and psychometrics, consist of a list of queries. Participants are requested to respond by 
making a choice for each of the categorical variables offered. For some queries, the options can be 
ranked; then the response option list is called a Likert scale (for review see Jebb et al., 2021). The 
length of the list of response options need not be the same for every query, nor need all queries be 
Likert scales. Indeed, in the study we present here, we specifically cannot ensure the same number of 
response options for every query. 
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Table 3. A selection of possible conversions (maps) of categorical variables that are 
responses to queries. 

Label Map A B C D E F 

Conv Conventional 1 2 3 4 5 6 

Form Formula I 8 10 12 15 18 25 

MGP MotoGP 10 11 13 16 20 25 

Alp FIS Alpine 47 51 55 60 80 100 

Pri Odd prime numbers 3 5 7 11 13 17 

Lo1 Lottery 1 6 10 12 13 15 41 

Lo2 Lottery 2 2 9 11 26 39 42 

RConv Reciprocal Conv 
1

6
 

1

5
 

1

4
 

1

3
 

1

2
 1 

RPri Reciprocal Odd Primes 
1

17
 

1

13
 

1

11
 

1

7
 

1

5
 

1

3
 

The conventional approach to analyzing a questionnaire with these response distributions is to map the 
categorical responses into cardinal numbers. Doing so in the conventional manner leads to individuals 
who answered differently (for example, 1, 5, 3 by one individual and 3, 4, 2 by another to 3 
questionnaire queries with 5 response options per query) to be assigned the same profile (9 and 9) — a 
statistical bias that will be included in — and render meaningless — the subsequent analyses. Even if 
the response options are offered to the participant as numbers, these numbers are by no means cardinal 
numbers (they are ordinal numbers; Blalock, 1960), so it is impossible to calculate variances, averages 
or other statistical point estimators. The response options (categorical variable registrations) must be 
converted into cardinal numbers. This mapping of ordinal numbers into cardinal numbers is by no 
means unique. Table 1 shows a selection of the infinitely many maps that are possible. 
The conventional mapping (Conv in Table 1) is the most ubiquitous. This choice of mapping has been 
criticized (Prossinger et al., 2022). Nonetheless, researchers in the aforementioned fields still use it 
almost exclusively. To summarize: the variances and means of the responses in a questionnaire will 
vary, depending on the mapping chosen.  
To avoid specific, case-study implications and maintain the linear nature of the presented 
phenomenon, we decided to present our participants with the blackbody spectrum (‘rainbow’) of an 
object at 6000 K surface temperature and asked them to choose the boundaries separating two 
neighboring colors. The human eye is very perceptive to these wavelengths (as these are the ones 
present in large amplitudes in sunlight). These colors have been previously investigated in the classical 
work about human visual perception Wavelength discrimination at detection threshold by Mullen and 
Kulikowski (1990). More recently, Vlad et al. (2021) adopted a similar approach but used digitized 
color production to ensure the mechanism is applicable to digital media (the ubiquitous current 
devices). Our aim was to map how many clusters (profiles that share commonalities) will form in such 
a straightforward task as color boundary perception. Another one was to identify the existence of 
overlaps between the clusters based on participant’s visual perceptions. This paper should be mainly 
understood as a methodological study of hot start profiling. 

11 Materials 

11.1 Questionnaire 

A spectrum of visible light (the blackbody spectrum of light emitted by a black body at 6000 K surface 
temperature) was presented. At certain positions along the spectrum, letters of the Latin alphabet (hence ordered 
categorical variables) were supplied (Fig. 1). Each participant was asked to choose the letter he/she considered 
closest to the boundary queried (such as blue-green). In total, a total of five boundaries were queried: purple-blue, 
blue-green, green-yellow, yellow-orange, and orange-red. Each participant therefore entered a total of five 
responses (as letters) into the data set. Query responses were collected with Qualtrix. 
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Fig. 8. The visible spectrum together with the two category markings presented to the participants. The participants were to 
choose the letter (category) that they considered closest to their perception of the boundary between the colors queried in the 
questionnaire. Although the marked rulings appear with constant intervals, it is not clear (to the participant) whether the 
wavelengths corresponding to these markings are also equidistant. Above: The spectrum presented for the queried boundaries 
purple-blue and blue-green. Below: The spectrum presented for the queried boundaries green-yellow, yellow-orange and 
orange-red. 

11.2 Participants 

A total of 480 participants were involved in this study; each participant supplied age and biological sex. Their ages 
ranged from 18–50 years for both the 170 males and 310 females. We estimated the age distributions and their 
descriptive parameters using a KDE (Kernel Density Estimation) with a Gaussian kernel 

12 Methods 

12.1 Age Distributions, male versus female 

We used KDE to find the distribution of ages of the female and the male raters, separately. We then determined 
the estimators, in particular the HDI95% (the Highest Density Interval at 95% significance; Kruschke, 2015). A 
large overlap of this interval documents no significant difference in the age distributions. 

12.2 Feature vector construction: One-hot encoding 

Each score by each participant for each queried color boundary is an ordinal variable. Contrary to the 
fallacious method of mapping these scores into cardinal integers, we convert the sequence of scores by 
a participant into a (concatenated) feature vector. For example, assume the score for a participant (in 
this example, we use the choices from participant #13) for the purple-blue boundary is 𝐸 (from the 
range of all registered scores 𝐴–𝑃 (Fig. 1)  16 options), the score for the blue-green boundary is 𝑆 
(from the range of all registered scores 𝐾–𝑊 (Fig. 1)  13 options), the score for the green-yellow 
boundary is 𝐻 (from the range of all registered scores 𝐶–𝐾 (Fig. 1)  9 options), the score for the 
yellow-orange boundary is 𝐿 (from the range of all registered scores 𝐻–𝑇 (Fig. 1)  13 options), and, 
the score for the orange-red boundary is 𝑆 (from the range of all registered scores 𝑀–𝑍 (Fig. 1)  14 
options). Then the one-hot encoded feature vectors are 

for purple-blue: (0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0) 
for blue-green: (0 0 0 0 0 0 0 0 1 0 0 0 0) 
for green-yellow: (1 0 0 0 0 0 0 0 0) 
for yellow-orange: (0 0 0 0 1 0 0 0 0 0 0 0 0) 
for orange-red: (0 0 0 0 0 0 1 0 0 0 0 0 0 0). 
The one-hot encoded feature vector for this participant is then 
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(0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 ⋯  0 0 0 0 0 0 1 0 0 0 0 0 0 0) . 
The feature vector for every participant’s five scores has 16 + 13 + 9 + 13 + 14 = 65 components, 
and the norm of this feature vector is √5. In the case of participant #13, the nonzero entries are the 
components 5, 16 + 9 = 25, 16 + 13 + 1 = 30, 16 + 13 + 9 + 5 = 43, and 16 + 13 + 9 + 13 +
7 = 58. 

12.3 Dimension Reduction and Clustering 

Each participant’s feature vector is therefore a point in 65-dimensional space. There are three reasons 
why a dimension reduction algorithm is needed: (a) not all possible feature vectors occur, (b) due to 
the ‘curse of dimensionality’ (Bellmann, 1961), the variance grows (it is additive and always positive) 
with the squares of the realizations of the random variable(s) — therefore much faster than the signal, 
and (c) the feature vectors of the participants have interdependencies (which we are looking for). 
There are two modern methods that can be used for dimension reduction: SVD (singular value 
decomposition) and a ANN (artificial neural network). In SVD, we look for a linear interdependence 
of the feature vectors, while for ANN, nonlinear interdependencies can also be included. We choose a 
special ANN, namely an autoencoder, in order to reduce each participant’s feature vector to a 2D one 
(Fig. 4a). 
The dimension-reduced feature vectors are not uniformly distributed in the plane. We use the 
DBSCAN clustering algorithm (Ester et al., 1996) to detect clusters. In order to determine how well 
the clusters are separated, we use a KDE distribution with a triweight kernel. 
We construct the confusion matrix to estimate the significance of the overlap. For each pair of clusters 
(cluster and cluster, say), we compute the confusion matrix 
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We ‘backtrack’ from the dimension-reduced feature vectors to the scores for all participants in a 
cluster. 
In order to determine the significance of the differences in the five boundaries for the different 
clusters, we again use the machinery of confusion matrices. We determine the union of entries, for a 
given boundary and a given pair of clusters, and tally the frequencies. The pdfs of these frequencies 
are the concentration parameters of two Dirichlet distributions, one for each cluster of the clusters 
being compared. 

13 Results 

Fig. 2 and Table 2 show that the distributions of the male and female raters have different modes. We 
use KDE (kernel density estimation) with a Gaussian kernel because, as Fig. 1 shows, it is not to be 
expected that raters of either sex have a parametric distribution or even a superposition of one or two 
such parametric distributions. We also note that modes and expectation values differ between the sexes 
and also for the same sex. The HDI95% uncertainty interval is very broad, so we can consider the 
distributions for both sexes to be comparable to a uniform distribution of respective ages. The 
confusion matrix shows that the two distributions are not significantly different. There is, therefore, no 
age-effect for the boundary sets we find. 
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Fig. 2. The distribution of male and female ages of the participants. The histogram shows the ages entered by the participants. 
The curves are the pdfs (probability density functions) of the KDE (kernel density estimation) distributions of the ages, by 
biological sex, using a Gaussian kernel. The graphed pdf curves have been scaled (in this figure) so as to be comparable with 
the histogram rectangles. The numerical values of the pdfs are shown as a (gray) scale on the right. The age distributions of the 
males and females are not significantly different (𝑠𝑖𝑔𝑛𝑖𝑓𝑖𝑐𝑎𝑛𝑐𝑒 = 55%). 

Table 4. The descriptors of the ages of the participants, separated by (biological) sex. Only the mean is a point estimator. All 
other descriptors are derived from the KDE (using a Gaussian kernel). N is the sample size and  is the expectation value. 
Because the KDE is neither a symmetric nor a parametric distribution, calculating a standard deviation is not meaningful. We 
note that the uncertainty HDI95% is neither symmetric about the mode, nor about the expectation value. We also note that the 
modes cannot be calculated from the raw data, but must be estimated from the KDEs. The distributions (KDEs), which have 
been estimated from the data, are not significantly different (see text). Consequently, none of the descriptors (except for the 
sample sizes) are significantly different. 

Age Descriptor Male Female 

N 170 310 

Mean (years) 31.4 30.2 

 (years) 30.2 29.1 

HDI95% (years) 16.2–49.8 16.8–48.8 

Mode (years) 31.0 24.6 

 
Fig. 3. The grid of tallies of boundary choices made by the 480 participants. The numbers within the squares are the number 
of participants that chose the (displayed) color as the boundary. Each horizontal row of tallies sums to 480. The colors of the 
squares are the colors of the boundary chosen by the participants. The letters chosen by the participants differed from boundary 
query to boundary query. These letters have been replaced by indexed symbols in the first row. Below this row of indexed 
symbols are the actual labels (Fig. 1) of the participant’s scores. There is no encoding in the choice of black or white numbers 
of the tallies displayed; rather, the choice of black or white was made to enhance the contrast between the displayed numbers 
and the background color. 
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(a) 

 
(b) 

 
(c) 

 

Fig. 4. The distributions of clusters of the dimension-reduced feature vectors of the color boundaries chosen by the participants. 
(a) The distributions of each cluster in the dimension-reduced feature vector space (here: a plane). The separation of clusters 
seems not to be very large in some regions of the 2-D feature space. (b) The projection of the contour plots of the likelihood 

surfaces obtained by the KDEs (each of the three with a triweight kernel of the functional form 



(1 − 𝑢)). Contours for 

each likelihood surface are in steps of 



 of the cluster ( is the likelihood). Some contours overlap. (c) A 3D graph of 

the likelihood surfaces obtained by the KDEs. The likelihood surfaces are very broad for Cluster No.3 and very peaked for 
Cluster No.1. As a consequence, the separation between clusters is highly significant (Table 3). 
 
Fig. 3 shows the heat map of the boundary choices. We observe that the distribution of boundary 
choices varies considerably for some color boundaries. We note that: (a) Only one boundary query has 
no gaps, while the others have one, three, and five. (b) The ‘length’ (number of scores/responses) 
varies from query to query. It is therefore impossible to use Cronbach’s Alpha or some other 
coefficient of reliability. We also note that the largest tally numbers for each boundary do not match a 
central tendency for the boundary query. 

Table 5. The confusion matrices of significant overlap between the likelihood functions estimated via KDE using a triweight 
kernel (Fig 4b–4c). All the overlaps are significantly different. The top row in each confusion matrix is for the cluster with 

the smaller ordinal number (index). 

Cluster No.1  Cluster No. 2 
98.64 1.36

0 100
 % 
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Cluster No.1  Cluster No. 3 
98.87 1.13

0 100
 % 

Cluster No.2  Cluster No. 3 
100 0

0 100
 % 

We obtain three clusters of boundary sets (Fig. 4). The clusters were found using the DBSCAN 
algorithm (Ester et al., 1996). One cluster is by far the largest, with 441 participants (91.9%), the 
second largest cluster consists of 25 participants (5.2%), and the smallest cluster consists of 14 
participants (2.9%). 
The pairwise overlap between the likelihood functions is so small that the confusion matrices are 
either diagonal or close to diagonal (Table 3). We therefore conclude there is no significant overlap 
and the clusters are significantly different. 

Table 6. The confusion matrices of significant differences between the boundaries in the different clusters. The entries in these 
confusion matrices are in %. These confusion matrices have been calculated by generating 15000 random numbers from each 
of the Dirichlet distributions, boundary by boundary. The top row in each confusion matrix is for the cluster with the smaller 
ordinal number (index). We observe that only for Cluster 2 versus Cluster 3 are the off-diagonal elements of the confusion 
matrices nonzero. However, even for this cluster comparison, the difference is significant. 

Boundary Clusters 12 Clusters 13 Clusters 23 

purpleblue 
100.0 0.0

0.0 100.0
 

100.0 0.0
0.0 100.0

 
99.90 0.10
0.10 99.90

 

bluegreen 
100.0 0.0

0.0 100.0
 

100.0 0.0
0.0 100.0

 
99.59 0.41
0.35 99.65

 

greenyellow 
100.0 0.0

0.0 100.0
 

100.0 0.0
0.0 100.0

 
97.75 2.25
1.89 98.11

 

yelloworange 
100.0 0.0

0.0 100.0
 

100.0 0.0
0.0 100.0

 
99.98 0.02
0.03 99.97

 

orangered 
100.0 0.0

0.0 100.0
 

100.0 0.0
0.0 100.0

 
99.53 0.47
0.41 99.59

 

Visual inspection of the boundary distributions for the different clusters reveals no evident differences 
(Fig. 5). This is due to the fact that the human visual system is not good at detecting non-linear 
interdependencies. The ANN detects interdependencies of the chosen boundaries that we are surprised 
at observing when confronted with the graph. 

(a) 

 
(b) 

 
(c) 
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Fig. 5. The distributions of boundaries chosen by the participants in the three clusters. The multiplicity of the chosen boundaries 
is not shown. (a) Cluster No. 1 (441 participants; 92%), (b) Cluster No. 2 (25 participants; 5,2%), and (c) Cluster No. 3 (14 
participants; 2.9%). 

14 Discussion and Conclusions 

Profile creation is becoming more and more important as the method availability is quasi-
exponentially growing because of technological advancements. The cold start problem can be resolved 
by obtaining the data from the prospective users beforehand and creating groups (clusters) based on 
their responses using questionnaire queries. Many ‘antiquated’ techniques have been implemented to 
deal with this problem: from Cronbach´s Alpha and MacDonald’s Omega to various versions of FA 
(factor analysis), and to SEM (structural equation modeling). Because both FA and SEM lack a 
rigorous mathematical foundation (when using ordinal responses), rules of thumb are employed to 
achieve a ‘presentable’ result and satisfy peer reviewers. Unfortunately, FA and SEM of ordinal 
responses are still in widespread use in the psychological and behavioral sciences (thereby producing 
non-repeatable and biased outcomes).  
AI (artificial intelligence) has become a buzzword. However, in an actual study such as this one, 
which focuses on the (seemingly simple) task of finding color boundaries by applying a novel 
methodology on previously tested outcomes, we were able to identify three independent clusters — an 
unanticipated new finding. To our knowledge, no previously tested outcomes have found any 
clustering. One cluster constitutes over 90% of the participants and other methods would have failed to 
identify the remaining two clusters that are decisively different (and small). Since optical perception 
mechanisms, like color perception, are thought to be non-uniformly distributed in the human 
population, this finding of the existence of three clusters is an important insight because, among other 
implications, it signals a warning to avoid FA and SEM. 
We show how the tools of AI can be implemented, how they can be applied to categorical variables 
(here: ordinal ones), and how dimension reduction methods can overcome the ‘curse of 
dimensionality’ (Bellman; 1961). We show how AI algorithm outputs can then be analyzed by using 
clustering algorithms, then computing likelihood plots, and finally calculating confusion matrices; all 
these allow for finding and defining categories of the participants as profiles. Many of these methods 
are implementable in both supervised AI and unsupervised AI. 
It should be pointed out that the task was intentionally chosen to be straightforward and would avoid 
distractors such as emotional involvement, political preferences or socio-historical components. We 
were still able to identify decisively different groups (clusters, in statistical parlance) in a population. 
If we take into account the above mentioned possibilities, the proportions in the clusters can be 
expected to exhibit the different clusters in a population. Bearing in mind that governments (nudging) 
or corporate companies (human-computer interaction) may involve millions of individuals being 
affected by their decisions and their profiling, these new methods should be adopted as soon as 
possible to properly address the complexity within the population and provide meaningful solutions. 
These approaches should by all means be combined with the prospective adaptations based on 
user/citizen profiles to achieve best results (Eke et al., 2019; Farnandi et al., 2018). 
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Abstract. Traditionally, a strict dichotomy between belief and science is commonplace; recently, scientists 
investigating this complex phenomenon have designed studies to more thoroughly approach this dichotomy. 
Cognitive and perceptual processes developed under evolutionary pressures, especially stressful and harsh 
conditions ones, result in an enhanced perception of patterns. This has led to the emergence of a bias to perceive 
visual patterns that are manifestly random, a phenomenon called pareidolia (‘overperception’), whereas the bias 
of assigning meaningfulness to general random patterns is apophenia. Methodological constraints in visual 
perception studies have led researchers to focus only on false perception — pareidolia. We extended the 
methodology by using image processing software to generate random maps and random maps of varying 
transparency overlying nonrandom patterns to identify not only false perception but also lack of perception. 
We used several questionnaires. For every query in every questionnaire, we classified two groups: those 
participants who never made a mistake versus those who made a mistake (which would be either perceiving a 
pattern where there is none or not perceiving an existing pattern) at least once. We then estimated the two 
groups’ Dirichlet distributions of the responses, and calculated the confusion matrix to find significant 
differences. The Rational Experiential Inventory yielded a significant differentiation between the two groups. 
In addition to perceivers with pareidolia, we found that some perceivers failed to identify an existing pattern. 
We call this psychological phenomenon apoidolia (‘underperception’) — seeing no pattern when there is one. 
To our knowledge this is the first time this psychological phenomenon has been empirically detected. 

Keywords: Apoidolia, Apophenia, Pareidolia, Dirichlet Distribution, Confusion Matrix. 

15 Introduction 

In recent years, the number of scientific studies of religion and supernatural beliefs has increased considerably, 
primarily due to novel approaches, novel methodologies and novel experimental procedures. One approach to 
study such phenomena is the cognitive study of religion, which focuses on those cognitive functions and 
mechanisms that support religious thinking and beliefs [1]. These mechanisms may have an evolutionary adaptive 
function in specific contexts and may therefore shape perception and interpretation of the perceived world [2]. In 
order to ensure survival, humans must rely on the ability to detect patterns and correctly identify their meaning; 
only then are they able to correctly/optimally respond [3]. This process of pattern identification is, however, subject 
to errors and mistakes. The error management theory (EMT) postulated that a false positive error (detecting a 
pattern where there is none) has an evolutionary advantage over a false negative error (not detecting a pattern 
where there is one), especially during stressful conditions. Indeed, the risk of not perceiving a dangerous animal 
(typically an almost camouflaged snake) is much higher than the cost of perceiving such an animal when it is 
actually not there [4]. The perception of patterns and ‘meaningful’ interconnections among elements of these — 
even when they are actually not present (i.e., illusory pattern perception) is called apophenia [5], and is named 
pareidolia when such phenomena arise in the context of visual stimuli [6]. In studies conducted on a non-clinical 
population, pareidolia was associated with different types of supernatural beliefs (including religious beliefs, 
beliefs in coincidence, as well as beliefs in conspiracy, and also magical beliefs) [7, 8]. Indeed, individual 
differences in perceptual processes during the elaboration and interpretation of external stimuli could work as 
substrate for religious and supernatural beliefs [9]. 
Previous studies mainly focused on false recognition of faces [7, 10] — face pareidolia —, which is 
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seeing the presence of structure in objects with a collection of patterns that resemble the elements of 
(for example) a face; consequently, participants would therefore identify such patterns as images of 
faces. Since a face constitutes a very specific type of stimulus, with high evolutionary relevance for 
humans, a specific brain area is dedicated to processing these stimuli [6, 11]. The results obtained 
using such stimuli may not be repeatable when studying general illusory pattern perceptions 
(apophenia), however.  
Our study aims to investigate the errors in pattern perception and identification without restricting the 
results to specific adapted stimuli (i.e. faces) and to clarify the relationship of such perceptual errors 
with beliefs and thinking styles.  
We constructed our own stimuli by repeatedly using a multidimensional random number generator 
available in MATHEMATICA (from Wolfram Technologies), to produce random maps (in which, 
therefore, no discernible patterns were present and the entropy was maximized) and then underlying 
them with identifiable patterns — concretely with geometric shapes such as octagons and triangles. 
Such shapes are common in nature [12]. We used these geometric figures as patterns in order to avoid 
biases involved in the perception of biological objects (such as leaves). We controlled the transparency 
of the random maps to manipulate the difficulty of perception and thereby the ambiguity of the 
stimulus. 
Using these types of stimuli, we could investigate not only the presence of false positive errors in 
perception (pareidolic perception) but also for the presence of false negative errors (which we call 
apoidolic perception). To our knowledge, we are the first to identify and statistically evaluate both, 
pareidolic and apoidolic perception in a non-clinical population. 

16 Materials and Methods 

16.1 Participants 

Our sample consisted of 105 participants from the Czech Republic, aged between 18 and 50 years (𝑚𝑒𝑎𝑛 ± 𝑆𝐷 =
33.7 ± 7.7 years); 67 were women (𝑚𝑒𝑎𝑛 ± 𝑆𝐷 = 33.6 ± 7.5 years) and 38 men (𝑚𝑒𝑎𝑛 ± 𝑆𝐷 = 33.8 ± 8.1 
years). The participants were recruited from a science-oriented web community and the data were collected online. 

16.2 Stimuli 

We used a multidimensional random number generator to produce random maps of colored squares (henceforth 
called random patterns) and underlying them with several geometrical objects (Fig. 1). This method ensures a 
decrease in entropy as transparency is increased. We present three types of stimuli for each series: one in which 
the geometrical figures were fully covered with the random pattern (No Pattern condition), one  

   
Fig. 1. Three of the patterns displayed to the participants. Panel O: the random pattern (No Pattern condition); Panel R: 
sample of the random pattern with underlying figures partially revealed (Partial condition), and Panel U: sample of the 
random pattern with underlying figures almost completely revealed (Reveal condition). The x- and y-coordinates of the colors 
(from a sample of a color triple) were randomly generated; the colors of the squares were also randomly chosen. The 
transparency of the random pattern was increased in seven steps from opacity (Panel O) to almost complete transparency 
(Panel U). The colors of the geometric objects were not drawn from the color triples, nor were they changed when increasing 
the transparency of the random overlay pattern. 

in which the transparency of the random map was increased, allowing for the geometrical figures to be 
partially visible (Partial condition) and a third image in which the transparency had been further 
decreased and the geometrical figures were well identifiable (Reveal condition) while the (almost 
transparent) random map remained partially visible. We constructed three series of stimuli; each series 
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contained one stimulus with three conditions (No Pattern, Partial and Reveal) for a total of nine 
experimental stimuli presented to every participant. To avoid learning bias during the data collection, 
we mixed the experimental stimuli with filler stimuli. 

16.3 Questionnaires 

We used a suite of questionnaires (listed below) to determine different types of supernatural and religious beliefs 
and thinking styles. The questionnaires were translated into Czech by translators with psychological training; their 
reliability was confirmed by back-translation. 
The Questionnaire on Coincidence [13] measures perceived coincidence experiences. This 
questionnaire has two parts; Part A measures the occurrence of episodes classified as different types of 
coincidence, while Part B investigates possible explanations for the occurrence of coincidences. Due 
to the type of study we were conducting and the analysis we chose in this paper, we currently used 
only Part A. 
The Religion Commitment Inventory (RCI-10) [14] tests religious beliefs — especially the 
commitment to a religious group or community. 
The Illusory Beliefs Inventory (IBI) [15] measures magical thinking and has three subscales to identify 
separate components: (a) magical beliefs (general beliefs in magic), (b) spirituality (beliefs in a higher 
power) and (c) thought-action-fusion (beliefs that thoughts can shape reality). 
The Rational/Experiential Multimodal Inventory (REIm) [16] measures the rational and experiential 
thinking style as two separate ways to process information. The questionnaire consists of four 
subscales, one scale for rationality and three separate scales for different aspects of the experiential 
thinking style: intuition, emotionality and imagination. 

16.4 Analytical Approach 

We inventoried pattern recognition responses as either correct or erroneous. Depending on the stimulus presented, 
the error could be a false positive error (a pattern was identified when no pattern was present, as when the No 
Pattern condition had been presented) or a false negative error (no pattern was identified when a pattern was 
present, as when the Partial condition and the Reveal condition had been presented). In order to avoid the ‘Lady 
Tasting Tea’ fallacy/error [17], several random patterns and several degrees of transparency were used. 
For numerous reasons, we decided not to compute a questionnaire index but to use a query-by-query 
approach to explore the relevance of the actual items (query scores) of the questionnaires. 
A Bayesian approach was used. For each query in each questionnaire, two heat maps were 
constructed: the one with no errors and one with at least one error (Fig. A-1). For each query, the 
response frequencies are Dirichlet-distributed with five concentration parameters (the questionnaires 
used 5-option Likert scales). As described in the Appendix: for each query, overlap of the pdfs 
(probability density functions) of the two Dirichlet distributions, one for correct pattern detection 
versus one for incorrect pattern detection (either pareidolia or apoidolia) occurs. The overlap can be 
used to construct the confusion matrix; the significance level we adopt is 10% (the level for confusion 
matrices equivalent to 5% in conventional significance tests [18]). 

17 Results 

It should be highlighted that — as opposed to traditional classical test theory — we used the query-by-query 
approach, because all the steps are based on an underlying mathematical theory. We describe the difference (at 
10% significance level [18]) between subjects that correctly identified the stimuli and subjects that committed an 
error separately for each condition: No Pattern condition (no pattern was present) versus Partial condition (the 
geometrical figures were partially visible) versus Reveal condition (the geometrical figures were well identifiable). 

Table 7. Summary of significant queries for each questionnaire. The table lists the number of significant queries per 
questionnaire and their fraction of the entire questionnaire (in %). * indicates 80% significant queries (or higher). 

Questionnaires False positive 
(No Pattern) 

False negative 
(Partial) 

False negative 
(Reveal) 
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Coincidence 
(7 queries) 5 (71%) 6 (86%)* 4 (57%) 

RCI 
(10 queries) 2 (20%) 2 (20%) 5 (50%) 

IBI-Magical Beliefs 
(10 queries) 

3 (30%) 2 (20%) 10 (100%)* 

IBI-Spirituality 
(8 queries) 

4 (50%) 8 (100%)* 8 (100%)* 

IBI- TAF 
(5 queries) 

3 (60%) 2 (40%) 3 (60%) 

REIm-Rationality 
(12 queries) 12 (100%)* 11 (92%)* 12 (100%)* 

REIm-Emotion 
(10 queries) 8 (80%)* 9 (90%)* 10 (100%)* 

REIm-Imagination 
(10 queries) 8 (80%)* 9 (90%)* 9 (90%)* 

REIm-Intuition 
(10 queries) 9 (90%)* 9 (90%)* 10 (100%)* 

 
For the Coincidence questionnaire (Part A): in the No Pattern condition, five of the seven queries were 
significant (queries number 1, 2, 3, 6, and 7); in the Partial condition, six queries were significant 
(queries number 1, 2, 4, 5, 6, and 7), while for the Reveal condition four queries were significant 
(queries number 1, 2, 4, and 6). 
For RCI-10 (10 queries): in the No Pattern condition, two queries were significant (queries number 1 
and 6); in the Partial condition, only two queries were significant (queries number 5 and 10), while for 
the Reveal condition five queries were significant (queries number 2, 4, 5, 6, and 9). 
For the subscale Thought-Action-Fusion (5 queries): in the No Pattern condition three queries were 
significant (queries number 1, 3 and 4); in the Partial condition two queries were significant (queries 
number 1 and 5), and three in the Reveal condition (queries number 2, 3 and 4). 
For the subscale Magical beliefs (10 queries) of the IBI: in the No Pattern condition three queries were 
significant (queries number 1, 6 and 8); for the Partial condition two queries were significant (queries 
number 5 and 6), while for the Reveal condition all 10 queries were significant. For the subscale 
Spirituality (8 queries): in the No Pattern condition four queries were significant (queries number 2, 3, 
4, and 8); in both the Partial and Reveal condition all eight queries were significant. 
For the subscale Rationality of the REIm: in the condition No Pattern all 12 queries were significant; 
the same results were obtained for the Reveal condition; for the Partial condition 11 queries were 
significant (the only exception was query number 12). 
For the subscale Emotion (12 queries): in the No Pattern condition eight queries were significant 
(exceptions were queries number 7 and 10); in the Partial condition nine queries were significant (all 
except query number 10), and in the Reveal condition all queries were significant. 
For the subscale Imagination (10 queries): in the No Pattern condition eight queries were significant 
(all except queries number 5 and 10); in the Partial condition nine queries were significant (all except 
query number 9); for the Reveal condition nine queries were significant (all except query number 3). 
For the subscale Intuition (10 queries): in both the No Pattern and in the Partial condition nine queries 
were significant (except for query number 9 and number 1, respectively); for the Reveal condition all 
queries were significant. 
In Table 1 we listed the significances at 10% significance level [18]. For a cut-off, we introduce an 
80% threshold for the whole scale or subscale to be considered of impact in pattern perception. 
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18 Discussion 

In this present study we investigated pattern recognition by humans with a focus on the type of error in connection 
with religious and supernatural beliefs and thinking styles [7, 8]. 
The stimuli provided the possibility of studying not only false positive errors (pareidolia) but also false 
negative errors. To our knowledge, this is the first time that the false negative errors have been taken 
into consideration, together with false positive errors, when studying a non-clinical population in the 
context of apophenia in visual perception. We referred to this false negative category of errors as 
apoidolia (as opposed to pareidolia). 
We emphasize that the study presented here is an example of a multidisciplinary approach: where 
psychological investigation techniques were combined with approaches based on technology and on 
Bayesian statistics in order to provide novel insights. The stimuli used in previous investigations were 
often limited to face pareidolia, while we studied general pattern perception that is unrelated to faces. 
In one study [19], in which the authors used the Rorschach’s ink blots as stimuli, complexity was 
analyzed based on fractals. That approach focusses on describing complexity of non-objects (unclear 
shapes) triggering the cognitive response.  
Our approach focusses on providing the raters with stimuli that are specifically geometrically defined 
shapes (such as triangles, squares, and other regular polygons) that can be observed in nature. 
The main problem was to provide randomness in some rigorous way. We used a random number 
generator that is state-of-the-art (MATHEMATICA v12.2 from WOLFRAM Technologies), thereby 
ensuring a high level of control over the stimulus formation. The use of geometric shapes covered with 
differing levels of transparency of a random pattern provides absolute control over the pattern 
presence. Geometric shapes are present in nature in crystals, leaves, nests, blooms, bones, ornaments 
(butterfly wings, zebra or leopard skin, peacock tail, to name a few), shells, etc. Therefore, the choice 
of the shapes is relevant for perception processes. 
In addition, we present, for the first time, a rigorous Bayesian analysis of differences between Likert-
type response sequences (vectors); to our knowledge, this approach of calculation of confusion 
matrices based on Dirichlet distributions has never been done before. 
Among the questionnaires used in the study, the RCI-10 was least able to detect differences between 
the participants that correctly identified the stimuli in contrast to those who made at least one error. 
This finding could be due to the generally low religiosity in the specific study cohort, since the 
respondents were recruited from a scientifically oriented community in a country with a very low 
religiosity (Czech Republic). In contrast, the best results discriminating between the two groups, 
independent of the conditions, were obtained using the REIm with each of the subscales having a very 
high fraction of queries (80% or higher) being significant at 10% level for all the conditions. The 
Coincidence questionnaire was notably good at distinguishing participants with pareidolia; it 
performed even better for apoidolia — but only in the Partial condition. We found that, for the IBI, the 
two subscales Magical beliefs and Spirituality were extremely good at distinguishing subjects with 
apoidolic perception, specifically in the Reveal condition, but not with pareidolic perception. 
Interestingly, none of the questionnaires used were better at discriminating between pareidolia and 
apoidolia. This finding suggests that the presence of an error in the pattern recognition is more 
important than the specific type of error. 
In summary, the results of the current study indicate that, in the context of pattern recognition, the 
thinking style is more important than the specific belief spectrum of the participants. If the study of 
visual apophenia involved biological stimuli, such as faces or animal appearances, further cognitive 
processes may become involved and the role of specific beliefs may become more influential. By 
using geometrical figures, we avoided such situations and consequently the role of thinking styles 
emerged in a more identifiable, significant manner. 
One limitation of the current study is that our results do not allow us to understand how the overall 
distribution of responses of the two groups of participants differentiate, even if the results are very 
reliable in terms of what characteristic is different. To further elucidate this issue, future work is 
necessary: it will then be necessary to recruit a larger, multicultural sample and incorporate the use of 
artificial neural networks. 
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Appendix 

Consider Fig. A-1. We observe two heat maps of a questionnaire and a stimulus (Coincidence questionnaire for 
the stimulus in Reveal condition): one heat map for the numbers of entries for ‘Correctly identified’ and one for 
‘At least once wrong’. Visually, the heat maps appear different. We ask whether the distribution of entries for each 
query are significantly different. The significance can be determined by calculating the confusion matrix — one 
for each query. In Fig. A-1, the confusion matrices for each query are displayed in the graph. 

 

Fig.A-9. The heat map of one questionnaire with the entries and the confusion matrices displayed. Observe that the sum of 
the number of entries for each query for ‘correctly identified’ is not the same as for ‘at least once wrong’. Black squares 
occur when there are no entries. The shade of yellow, on the other hand, identifies the fraction of occurrences. Thus, for 
example, the 3rd entry for Query 5 for ‘Correctly identified’ is darker than the same entry for ‘At least once wrong’, although 
numerically the entries are comparably close. 

We simplify the notation: one heat map we label 𝐴 and the other 𝐵; the query we label 𝑞. To calculate 

the confusion matrix with entries 
𝑝

𝑝

𝑝
𝑝

, where 𝑝
, etc., are the probabilities of the 

respective entries. We cannot calculate these entries using the Frequentist (Laplace) approach for two 
reasons: (1) the entries are too small to be considered a satisfactory limit of large sample size, and (2) 
we do not know the (analytic) boundary between TRUE and FALSE. We therefore use Bayesian 
statistics. We first describe the method for a one-dimensional problem (Fig. A-2), in which we can 
define a boundary. Consider a query with only two entries for ‘Correctly identified’ (𝐴) 
(𝑠

, 1 − 𝑠
 = { 37 12 }) and only two entries for ‘At least once wrong’ (𝐵) (𝑠

, 1 − 𝑠
 =

{ 6 9 }). For each query, the entries are Beta-distributed (Fig. A-2), with likelihood functions (𝑠) 
and (𝑠). 
In the one-dimensional problem (Fig. A-2), calculating the confusion matrix is straightforward, 
because the probabilities of the likelihoods are integrals. Beyond the one-dimensional distributions of 
entries for a query, however, the problem is very much more difficult, because there is no boundary 
that can be analytically specified for integration: the likelihood functions are Dirichlet distributions. In 
these cases, we use Monte Carlo methods to find the probabilities. 
We note that for a randomly chosen value for 𝑠 in Fig. A-2, the condition TRUE is when (𝑠) >
(𝑠); likewise for a randomly chosen value for 𝑠 in Fig. A-2, the condition TRUE is when 
(𝑠) > (𝑠). This determination of TRUE and FALSE can be used in higher dimensions as 
well, because 𝑠 = 𝑠

, ⋯ , 𝑠
 (for 𝑘 entries for a query) and the (pseudo) random number generator 

is defined for the Dirichlet distribution 𝑠
+ 1, ⋯ , 𝑠

+ 1, irrespective of the number 𝑘 of 
different entries for a given query. If 𝑛 random numbers are generated (in the paper presented here, 

𝑛 = 175000), then the confusion matrix is 
















. These ratios in the confusion matrix 

are not the probabilities defined by the Frequentist (Laplace) limit, but rather the Monte Carlo method 
of approximating an integral — equivalent to the Bayesian probability as graphed in Fig. A-2 in the 
one-dimensional case. 
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Fig. A-2. The likelihood functions for two samples (𝐴, magenta) (𝑠

, 1 − 𝑠
 = { 37 12 }) and (𝐵, green) 

(𝑠
, 1 − 𝑠

 = { 6 9 }). The likelihood functions are Beta distributions. In the top graph, the probability of (𝑠) for 
TRUE is shaded light magenta, while the probability for FALSE is shaded gray. In the bottom graph, the probability of 
(𝑠) for TRUE is shaded light green, while the probability for FALSE is shaded gray. The vertical black line shows the 
boundary between TRUE and FALSE. In this (numerical) example, the gray area in the top graph is 0.0235, and in the 

bottom graph the gray area is 0.0437; the confusion matrix is therefore  0.976 0.0235
0.0437 0.956

. The distributions are therefore 

significantly different at 10% significance level [12]. 
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HCII Quantifying the ratings 
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PETRA Visual analysis 
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Abstract 

Our research consists of studying the probability of humans being able to assess the differences 
between the valence of human faces in combination with simultaneous human vocalizations of high 
(pain and pleasure) and low (smile/laughter and neutral expression/speech) intensities. The study was 
conducted online and used a large sample (𝑛 = 902) of respondents. The task was to categorize 
whether human vocalizations and facial expressions that can be considered semi-naturalistic were 
rated positive, neutral, or negative when presented with audio stimuli and pictures of faces. These had 
been extracted from freely downloadable online videos. Each rating participant (rater) was presented 
with four facial expressions (stimuli), accompanied by the simultaneous vocalizations. Two of these 
were highly intense (pain and pleasure) and two of low intensity (laugh/smile and neutral). Using a 
Bayesian statistical approach, we could test for consistencies and due-to-chance probabilities. The 
outcomes support the prediction that the results (ratings) are not due to chance in all cases (so some 
ratings were not guesses, even though they might have been incorrect) — findings agreeing with result 
from unimodal auditory rating but not in agreement with unimodal facial expressions ratings. The 
highly intense displays are incorrectly attributed. Therefore, we can assume that the auditory 
information is dominant in terms of certainty of the rating; yet it does not provide extra information for 
the case of highly intense affective expressions.  
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Introduction 

When interacting, in real life with others (an ecologically valid scenario) and interpreting their 
affective states, we humans are exposed simultaneously to a dynamic multitude of 
information about the expresser (i.e. facial expression, body posture, vocalization, etc.) and, in 
many cases, about the situation eliciting such states (i.e. context, antecedents, etc.) [1, 2, 3, 4, 
5, 6, 7]. 
The concerto of information that is processed via different channels (often auditory or visual 
channels; olfaction is yet to be evaluated but suggestions exist — e.g., [8]). In such a 
situation, it is hard to assess the importance that single elements (i.e. facial expression or 
vocalization) have in determining the interpretation of the affective states.  
The study of the ability to correctly attribute emotional and affective expressions of others 
was impacted by recent papers showing counterintuitive evidence that affective states with 
high intensity are more difficult to correctly assess from facial expression [9, 10, 11, 12] or 
vocalization [13, 14] without further context.   
There are two main characteristics of affective states and emotion valence and intensity that 
have been studied. The approach postulates that the two vectors of all effects be placed 
somewhere in the plane. The same rules apply for all modalities; this two-dimensional model 
of emotion [15, 16] can also be used when physiological measures or self-report measures are 
implemented, making it an ideal tool. In special cases, we can limit one the analysis to one 
vector — for example, when testing extremely intensive affect displays or displays 
specifically pre-selected to address this issue [9, 11, 12].  
This approach has been used in previous studies in which the visual (facial expression) and 
auditory (vocalization) stimuli were presented separately to investigate the ability to correctly 
identify the emotional valence (positive/negative) of the stimulus while being presented with 
only one modality. The published literature on the topic suggests that the facial expression of 
affective states was correctly attributed with high accuracy when their intensity was low (i.e. 
laugh and neutral expression) but they were not correctly assessed when the intensity was 
high (i.e. pain and pleasure). This effect was found also for emotional vocalization, leading to 
the conceptualization of the “emotional intensity paradox” (a terminology first so named by 
Holz and colleagues [14]; even though earlier publications on the topic exist): vocalization 
emitted in high arousal effective states are harder to correctly categorize as a positive or 
negative emotion [14, 17].  
Other studies showed, however, that further information provided to the observer can increase 
the correct identification of the highly intensive emotion. For example, the facial expressions 
when winning or losing are not recognized alone but they are correctly categorized when the 
accompanying body posture was also shown. This may be an effect of some specific source of 
information: body posture is better recognized than the face in the specific case of winning or 
losing [9], therefore the clarity of one source of cues (the body) may disambiguate the less 
clear source of the other cue (facial expression). Alternatively, the better rating could be 
explained by the extra information presented to the observer and another type of information 
source (i.e. vocalization) could bring about the same effect. 
The most recent studies show that there are further important measures — other than 
correctness — that should be taken into account. Two studies [12, 17] suggested (each for a 
different modality) that the results need to be consistent, and not due to chance (equivalent to 
guessing).  
The use of Bayesian statistical analysis by the above-mentioned researchers shows that the 
respondents were highly consistent (they reliably rated the stimuli twice in differently 
randomized orders) and not guessing (see the description in the Appendix) when rating the 
affective states of low intensity (neutral and laugh in both modalities).— distributed almost 
equally between the positive and negative rating options. The ratings were due-to-chance (the 
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possibility of not guessing was under 1%; [12]) for the visual modality. An interesting 
comparison is provided by the results of auditory stimuli ratings – the outcome is equally 
unsuccessfully assessed but there but the ratings were not due to chance  — the chance of 
guessing was under 1% [17].  
It should be pointed out that the stimuli used in the last two aforementioned studies are semi-
naturalistic and were not produced in a laboratory since the laboratory approach was highly 
criticized for its low ecological validity [12, 17, 18]. The used stimuli also were not pre-tested 
(a step that is often used by researchers to evaluate the stimuli being in concordance with the 
mental representation of the population). Furthermore, this pre-testing is impossible for 
extremely intensive facial and vocal displays since they are inherently ambiguous [9,11, 12, 
17].  
Previous studies of two modalities show an additive effect when they are congruent and 
competitive when incongruent [19, 20, 21, 22, 23, 24, 25, 26]. 
Therefore, it is highly interesting to investigate whether the congruent combination of visual 
or auditory stimuli will increase the accuracy of judgment (an additive effect) and whether the 
due-to-chance probability will be shifted towards one of the senses (sensory dominance).    
The Current Study 

Our study is designed to overcome some of the aforementioned methodological limitations. 
Aim: to quantify the consistency of the ratings of affective facial expressions and 
vocalizations, focusing on the (biological) sex of the rater as well as the (biological) sex of the 
rated (the expressers). The stimuli used were images of facial expressions and audio records 
of four emotional vocalizations, with high (pain and pleasure) and low (neutral and 
smile/laugh) intensity. The facial expression and the vocalization were presented 
simultaneously, but randomized. As in previous studies, the stimuli were produced by 
different male and female expressers [27] to avoid biases due to the expressivity of the 
expresser.  
We generated our set of stimuli by using picture frames and audio records from videos that 
depict consensual acts of extreme sexual activities. The stimuli were previously used in three 
studies: Prossinger [28] used facial expressions to evaluate the differences between facial 
expressions of pain and pleasure using AI (Artificial Intelligence) based methods; it showed 
there is a difference between these facial expressions. The same set of stimuli was used by 
Boschetti [12] to further support the claim that human raters are unable to correctly categorize 
facial expressions. The vocalizations during the same time points as the picture frames were 
used by Binter [17] to evaluate the ability of raters to assess the valence of vocalizations; they 
obtained similar accuracy of ratings outcomes.  
We retained the categorical methodology; there are three rating categories: positive, negative, 
or neutral. We predicted that, if the individual is exposed to a negative stimulus (pain, for 
instance) — the grimace on the picture and the vocalization on the audio record (with the 
expected high intensity) — will be rated as negative. In a manifestly opposite stimulus 
(pleasure, for instance) the rating should be positive.  
The general expectation is that female raters perform better than male raters when rating 
negative emotions [29, 30, 31, 32]. In one study, female raters performed better in recognizing 
female expressions of pain [10]. However, female raters were not more successful in rating 
the valence of stimuli in the previous two studies using unimodal highly intensive affect 
stimuli (facial expression: [12]; vocalization: [17]). 
We also expect that ambiguous stimuli of high intensity presented as bimodal (though audio 
and visual channels) will have a higher probability of correct identification in comparison 
with the same stimuli presented in a unimodal presentation (only audio or only visual 
channel). 
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Materials & Methods 

Raters and Stimuli 

Expressers’ vocalizations and Expressers’ Facial Expressions: In order remain consistent with 
the published terminology, we use the terms “expressers”, “faces”, “vocalizations”, and 
“vocal displays” to describe what was presented in the video frames and audio records as 
stimuli. We specify the biological sex of each expresser (evident from the videos) with male 
and female. 
Raters: In order to remain consistent with the published terminology, we use the terms 
“expression raters” and “respondents” to describe the individuals who were presented with the 
stimuli and who provided their ratings. We specify the biological sex of the expresser with the 
terms male and female. The biological sex we list is the respondent’s self-reported one. We 
deleted all ratings (𝑛 = 4) who did not report their biological sex. 
A total of 902 individuals (aged 18–50; Mage = 32 years, SD = 8.9 years) completed the 
questionnaires; 526 women (Mage = 30.9 years, SD = 8.3 years) and 376 men (Mage = 33.6 
years, SD = 9.5 years). 61,08% of the participant has secondary education or lower and 
61.75% live in an area with less than 100000 people.  
Criteria for inclusion were: (a) age of respondents between 18 and 50 years, and (b) at least a 
minimal experience with adult media, since the vocalizations used in this study were extracted 
from such materials.  
The data were collected in the Czech Republic in 2021 via the agency Czech National Panel 
(narodnipanel.cz) and a science-oriented online portal pokusnikralici.cz using the online 
platform for data collection QualtricsTM. Participants submitted responses either via computer 
keyboard or touchscreens of mobile devices (smartphones or tablets). 
The stimuli (4 affective states — laugh, neutral, pleasure, and pain — expressed by female 
and male expressers) were presented to the subject in random order for 1.5 seconds and rated 
as positive, negative, or neutral.  
Stimuli generation 

From the numerous audio-visual materials ten were chosen (five with female expressers and 
five with male expressers). Based on the plot in each of these ten, five frames with faces and 
simultaneous vocalizations were selected (one each of neutrality, fear, pleasure, pain, and 
smile/laughter). Three of the authors (S.B. J.B. & T.H.) are researchers in field of human 
sexuality with more than ten years of experience of focusing on extreme sexual behavior and 
on consumption of erotic materials. All three authors (one female and two male) provided 
their opinion on all of the chosen stimuli. All agreed on stimuli choice and what expression is 
to be expected, based on the contextual information. The agreement on stimuli choice was 
debated among all three researchers in dedicated meetings. 
We point out that a common misconception is that the individuals taking part in such 
exchanges derive sexual pleasures from pain and the two (pain and pleasure) happen 
simultaneously. Although this may be possible, we have found no mention for such evidence 
in the published scientific literature. Rather, it should be noted that sensitivity is increased by 
the experience of pain in various parts of the body (in our case mainly slapping the buttocks 
and thighs) and only after the painful procedure is over is climax achieved. All the chosen 
visual and audio stimuli were derived from the context of the video. Specifically, we could 
rely on the images/scenes to identify the displayed emotions and affects. There is no doubt, 
due to the camera perspective, about the occurrence of the climax in male expressers. No such 
explicit judgment can be used for female expressers, but all signals of the occurrence of 
climax were identified by the researchers (involving breathing, contraction of pelvic 
musculature, twitching of anal sphincter muscles, facial blushing, vocalization, etc.; [33]), and 
further supported by expressers’ self-reports at the ends of the videos. 
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In each video, male/female faces and vocalizations expressed pain and pleasure during the 
session, while smile and laughter and neutral facial expressions and vocalization (speech) 
were filmed and recorded during an interview prior to the pain and pleasure experiences. All 
picture stimuli presented to the raters were scaled to 600 × 600 pixels; we used triangulation 
between the tip of the nose and pupils to ensure that the proportions of the face on the screen 
were comparable among all frames. No background was visible within the frames presented.   
All audio stimuli were adjusted to the same sound level and lasted from 0.5 seconds to 1.5 
seconds— depending on the stimulus.  
Ratings 

Previous literature [34] has noted that it is a challenging task to correctly identify the facial 
expression (e.g., to categorize the expression of pain as pain). The same can be claimed about 
human vocalizations. We, therefore, asked our participants to rate the observed expression as 
either positive, neutral, or negative. We thereby avoided the problem of correct labeling and 
avoided any intricacies associated with a verbal categorization system. The ratings were 
communicated either via using keyboard keys or a touchpad with dedicated areas (specified 
by icons); they were subsequently stored in a dedicated database. 
Statistical Analyses 

Due to the inherent advantages of Bayesian statistics when dealing with our research 
questions, we implemented this approach. General descriptions follow, while more detailed 
descriptions, augmented by a graphical display, are provided in the Appendix I. 
The statistics we evaluate is the mode of the pdf of each rating distribution, which is a 3-
parameteric Dirichlet distribution. The components of each mode are the probabilities of 
rating positive, negative or neutral by the raters of the expressers. 
Confusion matrices: The method of determining whether two groups are significantly 
different (or not) is to calculate the confusion matrix; it is the obligatory method to use when 
sample sizes are small. One sample (F) has a distribution 𝑑𝑖𝑠𝑡 and another sample (G) has a 
distribution 𝑑𝑖𝑠𝑡. When there is an overlap of the pdfs (probability density functions) of 
these two distributions, a fraction of F is TRUE (and a fraction is FALSE); likewise, for G. The 
confusion matrix has four entries: 


TRUE FALSE

FALSE TRUE
 

 

If both off-diagonal elements ({FALSE ,  FALSE}) are small, there exists a significant 
difference between the distributions of F and of G (the significance level being chosen by the 
researcher). Observe that the sum of each row in the confusion matrix is 1 = 100%. The 
fractions in the confusion matrix can also be calculated using Monte Carlo methods. 
Possibility of effects being due to chance: In Bayesian statistics, the probability 𝑠 is a random 
variable (0 ≤ 𝑠 ≤ 1). For each combination of raters and expressers 𝑠 is the probability of a 
correct rating. Thus, the likelihood function is the probability density function of a Beta 

distribution (Appendix 1). The crucial separator for determining chance is 𝑠 =



. The 

probability is either the integral of the likelihood function (𝑠) over the interval 0 ≤ 𝑠 ≤



 or 

the integral over the interval 



≤ 𝑠 ≤ 1, depending on which side of 𝑠 =




 the mode is. In 

either case, the integral determines whether an observation is due to chance. (A graphical 
description is shown in the Appendix I). 
Results 

Age distributions by biological sex 
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Table 1 and Fig.1 show that the distributions of the male and female raters have different 
modes. We use KDE (kernel density estimation) with a Gaussian kernel because, as Fig. 1 
shows, it is not to be expected that raters of either sex have a parametric distribution or even a 
superposition of one or two such parametric distributions. We also note that modes and 
expectation values differ between the sexes and also for the same sex. The HDI95% uncertainty 
interval is very broad, so we can consider the distributions for both sexes to be comparable to 
a uniform distribution of respective ages. The confusion matrix shows that the two 
distributions are not significantly different. 
Table 1 

Estimator Male Raters Female Raters 

N 376 526 

Range (years) 18–50 18–50 

Mode (years) 41.7 27.0 

 (years) 33.6 30.9 

Mean (years) 33.6 30.9 

HDI95% (years) 16.4–50.3 15.8–49.8 

Table 1 The descriptors and the estimators for the ages of the raters, separated by (biological) sex.  is the 

expected value (estimated by  = ∫ 𝑢 × 𝑝𝑑𝑓(KDE, 𝑢) 𝑑𝑢



, where KDE is the kernel density estimation), 

and HDI95% (highest density interval: the interval with a 95% probability of observing an age;[35]).  

Figure 1 

 

Figure 1 The distributions of the ages of males and of females estimated using a KDE (kernel density 
estimation) with a Gaussian kernel. Superimposed of the graphs of the pdfs is a histogram of the registered 
ages (scale of frequencies on the right). Modes, expected values, means, and HDI95% of both distributions 
are listed in Table 1. The two distributions are not significantly different; the confusion matrix is 


46.3 53.7
28.3 71.7

%  

 

Confusion Matrices: Sex Difference in Ratings 

We used the confusion matrix to test for significant differences between male and female 
raters, separately for male and female stimuli. An example of the Beta distribution used for 
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the calculation of the confusion matrix is in Fig. 2. We assume that the results are significant 
if both of the off-diagonal entries in the confusion matrix are less than 10% [36]. The 
Dirichlet distributions of the stimuli rating are in Appendix II. 
Figure 2 

 

Figure 2 One example of the two Beta distributions for the affective state pleasure for female stimuli — 
female and male raters. 𝑠 is the probability of correct rating;  is the likelihood of the probability 𝑠. The 
thin, dashed, vertical line is the boundary between true/false for each distribution. The integrals to the left 
and right of this vertical line are used for the calculation of the confusion matrix (numerical values in Table 
2). Details are described in the text. The modes of the probabilities (the abscissa values) are the ML (most 
likely) probabilities of the likelihoods of each distribution; numerical values are in Table 2. 

For the stimuli produced by female expressers (Table 2), we observed significant differences 
between the ratings of female and male raters for the high arousal affective states (pain and 
pleasure), while we do not observe any significant differences for the low arousal affective 
states (laugh and neutral). In this last case, the accuracy of the rating was high for both, male 
(mode = 0.832; mode = 0.832) and female (mode = 0.855; mode =

0.819) participants. The ratings for pain expressed by a female expresser were incorrect for 
both rater sexes but significantly worse for male raters (mode = 0.229) than for female 
raters (mode = 0.295). The ratings for pleasure were also incorrect and significantly 
different between male and female expressers; but, in this case, male raters (mode =

0.619) were more correct than the female raters (mode = 0.534). 
Among the male stimuli, we found that all the affective states were significantly differently 
rated by male and female participants (Table 2). We found the highest accuracy in rating for 
low arousal affective states (laugh and neutral) and in both cases female raters (mode =

0.930; mode = 0.939) were significantly more accurate than male raters 
(lmode = 0840; mode = 0.904). The ratings for the male expression of pain 
were incorrectly rated by both the male and female raters in both sexes, but significantly less 
correct for female raters (mode = 0.093) than for male raters (mode = 0.139). For 
the expression of pleasure (also rated incorrectly) we found the opposite: female raters 
(mode = 0.606) were more accurate than the males (mode = 0.536). 
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Table 2 

Affective 
States 

 
female stimulus male stimulus 

FEMALE raters MALE raters FEMALE raters MALE raters 

Pain 

 

mode 0.295 0.229 0.093 0.139 

Confusion 
matrix 


94.9 5.1
6.6 93.4

 
93.8 6.2
7.2 92.8

 

pdtC 0.00 0.00 0.00 0.00 

Pleasure 

 

mode 0.534 0.619 0.606 0.536 

Confusion 
matrix 


96.7 3.3
4.1 95.9

 
93.8 6.2
7.7 92.3

 

pdtC 0.058 2.01 × 10 5.95 × 10 0.082 

Laugh 

 

mode 0.819 0.832 0.930 0.840 

Confusion 
matrix 


72.9 27.1
44.3 55.7

 
99.9 0.1
0.1 99.9

 

pdtC 3.39 × 10 2.86 × 10 4.64 × 10 2.15 × 10 

Neutral 

 

mode 0.855 0.832 0.939 0.904 

Confusion 
matrix 


78.7 21.3
28.1 71.9

 
92.2 7.8
8.9 91.1

 

pdtC 6.07 × 10 2.86 × 10 8.33 × 10 1.76 × 10 

Table 2 The modes, the confusion matrices, and the probability due-to-chance (pdtC) of the ratings of the 

affective states. For probability of due to chance rating we consider the 5% level adequate.    

 

Ratings Due to Chance 

One of the advantages of the Bayesian approach is the possibility to test whether the result 
obtained is consistent (‘real’ in common parlance) or if it is obtained due to chance. The 
probability of the result being due to chance (Table 2) ranges between 0 and 0.5; the closer to 
0.5, the more probable that the result is due to chance.  
Apart from pleasure, the ratings of all of the affective states were rated with a chance 
probability below 1 × 10 (Table 2). We could conclude the ratings for all stimuli except 
pleasure, were not guessed and the result is reproducible. We highlight again that this does not 
imply that they were accurate, only that the ratings are not due to guessing and the raters were 
convinced of their ratings. In the case of pleasure, we found that the ratings of female raters 
rating the female stimuli (pdtC = 0.058) and the male participants for male stimuli 
(pdtC = 0.082) were not due to chance. This result affects the interpretation of the 
statistical difference of rating distribution for pleasure: if the stimuli were not rated due to 
chance, then the differences (if significant) are important. 
Discussion 

There are numerous ways to produce stimuli for testing. Most often, trained actors and/or 
actresses are asked to produce facial expressions and vocalizations that are later rated by 
professionals or naïve respondents in a pre-test. Whenever the within-rater agreement is 
sufficiently high, the stimulus is used for testing [37].  
In our case, this approach is not possible for two reasons: (a) Because our hypothesis 
postulates that the two expressions that are of highest interest to us (pain and pleasure) are 
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putatively indistinguishable, asking pre-test raters to distinguish these would not be sensible. 
(b) Using stimuli labeled during the pre-test as pleasure or pain, for example, would 
inherently lead to testing whether the participating raters agree with the pre-test evaluators on 
representations of pain and pleasure. That is to say, whether there is a common mental 
representation as discussed by Chen [38]. The ethological validity of such a result would be 
extremely limited and has recently been criticized [12, 17, 18]. 
Instead, we followed the methodology of two pioneering studies on this issue [7, 9]. To do so, 
we searched for videos online with distinctive facial expressions and vocalizations by 
expresser(s) — restricting our search to webpages that allowed a free download option. As an 
extension to the previously mentioned articles, we went one step further in our stimuli choice 
and insisted on finding (and using) individuals of both biological sexes who each expressed 
all the five desired facial expressions (together with the simultaneous vocalizations). 
Our findings concerning (bimodal) stimuli are in agreement with recent research about 
affective states: for both sexes, the accuracy probability for low-intensity affective states 
(laugh/smile and neutral/neutral) is higher than for high-intensity affective states (pain and 
pleasure). 
Male raters showed a tendency to rate more positively the high arousal stimuli produced by 
female expressers than did the female raters. This tendency has been found to be significant 
for both pain and pleasure. These results could be explained by a theory of sexual 
overperception bias, for which male would be more susceptible to false-positive errors when 
inferring female sexual expressiveness. As an extension of this bias, males may rate female 
expressions as more positive than female raters. Men generally exhibit a tendency to over-
perceive sexual signals [39, 40, 41]. 
Indeed, when analyzing stimuli produced by male expressers, female raters rated pain and 
pleasure expressions significantly more positive than did male raters. Importantly, we note 
that male ratings of male pleasure stimuli and female ratings of female pleasure stimuli are 
due to chance. The raters were guessing the valence of the stimuli and they were not 
convinced of their judgment. The due-to-chance analysis is important because, in this case it 
indicates that even if the ratings are significantly different among the sexes of the raters, they 
are not reliable: the same participant could rate differently in a hypothetically different 
moment. 
We found no significant differences between male and female raters rating low arousal stimuli 
produced by female expressers. The raters rated these stimuli with very high accuracy (and 
not due to chance). Our finding is in agreement with previous studies using the same 
methodology [12, 17].  
Interestingly, for male expressers, we found that the low intensity affective states were 
significantly better rated by female raters and were not due to chance. Our finding supports 
the previously suggested female superiority regarding emotion detection and interpretation 
(females are faster and more accurate in the attribution of the displays; [29, 30, 31, 32, 42]).  
However, our results do not support a female superiority in expressing the affect by facial 
expression in isolation (suggested by [41, 42]) nor vocal display in isolation (suggested by 
[44, 45]). The stimuli of low arousal affective states produced by male expressers showed 
higher mode component than these same stimuli expressed by females. However, these 
stimuli (low arousal affective states expressed by males) are rated significantly more 
accurately when rated by female participants (Table 2). 
When we compare the obtained results with the findings in previous studies that presented the 
same stimuli in an unimodal regime — solely the visual (facial expression) and solely 
auditory (vocalization) modality — we should be aware that these stimuli were found to be 
different when using Artificial Intelligence methods [28, 46]; we find the present findings 
clearly confirm these differences. The main finding of the study on facial expressions in 



 

191 

isolation [12] is that the mechanism to distinguish between extremely intensive positive and 
extremely negative displays (pain and pleasure) has a consistently very low accuracy (among 
repeated rating tasks), whereas the low-intensity displays (neutral and laugh/smile) are 
consistently identified with high accuracy. Similar results were obtained for the vocalizations 
presented in isolation [17], confirming outcomes we obtained in the current study. What 
differs for high-intensity affective states in the different modalities of presentation is the 
participants’ convictions regarding their choice: while in the case of facial expression the 
ratings were always due to chance [12] and in the case of vocalization they were never due to 
chance (even if the decision was not correct, the raters still were convinced of their decision; 
[17]). Herein, in the case of bimodal stimuli presentation for the expressions of pain, the 
ratings were never due to chance while for pleasure they were due to chance in only two 
conditions (female stimuli rated by female raters and male stimuli rated by male raters). These 
results highlight that, even if the bimodal presentation did not improve the accuracy of the 
ratings, it changed the level of confidence that the raters had in their answers. Generally, they 
are more confident than when rating only the facial expression but less confident than when 
rating only the vocalizations.  Furthermore, the findings of our current study supply a strong 
evidence that the sex of the rater and that of the expresser is important when guessing is 
involved. 

Limitations and Future Directions 

One seeming limitation would be the prediction of null results. In a statistical sense, it is not to 
be considered problematic to test for a null effect (but perhaps it was when Null Hypotheses 
Statistical Testing conventions/paradigms, and the associated fallacies, were widespread). 
Bayesian statistics is not susceptible to such an issue (because the methods we use do not 
violate Bayes’ Theorem) and specifically includes testing for a null result. Therefore, this 
approach is promising for future research. 

We tested for two types of null results. One null result (often observed): the outcome of a 
statistical test shows that the observed effect is due to chance. The other type we tested for: that 
the observed difference of a result that is not due-to-chance but the detected difference is valid 
with a very small probability. 

In both studies presented here, the samples of both stimuli expressers and raters consisted of 
members of a Caucasian population, since the diversity of the population in the Czech Republic 
is minimal. The results, although very strong, may not be directly generalizable to other 
populations.  

Female sexual pleasure is objectively difficult to assess, but this difficulty applies to all related 
research. There are claims that even self-reports would not be sufficient. Devices used for 
measuring female sexual arousal are insufficiently reliable [47, 48, 49], so we did not use them 
in this investigation. As in other studies that attempt to relate arousal with female pleasure 
expression, we use the pragmatic approach: for stimulus creation, it is sufficient to adopt the 
convention of relying on using already existing, freely downloadable videos with distinctive 
human vocalizations. Researchers who question this pragmatic approach must then reject the 
validity of a vast number of studies dealing with vocal expressions of pleasure, not only those 
using videos. However, it should be pointed out that applying the AI methods to human 
vocalizations (as was done for facial expressions, [28]) has the potential of resolving this 
impasse. By the same token, we feel the need to address the possibility that the expression of 
the stimulus need not match the inner feeling of the expresser. This is not a design flaw but 
involves an inherently biological aspect in the field of research using naturalistic stimuli.  

Lastly, it should be pointed out that the situation of sexual play is not transferable to other types 
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of interaction where such mismatches can be found, e.g., sport, fighting, and injury infliction. 
Consequently, the generalization of our findings to such fields may have to be used with 
caution. 

Conclusion 

The manuscript presents the results of bimodal stimuli presentation of affective states 
expressions and also compares the outcomes to previous articles that used the same 
methodology but had only focused on unimodal stimuli presentation. Our study found that the 
probability of highly accurate assessment is confirmed for low-intensity affective states 
(laugh/smile and neutral) whereas for high-intensity affective states (pain and pleasure) this is 
not the case. Furthermore, the male raters tended to rate the bimodal stimuli by female 
expressers far more positively than female raters, which could be due to a theorized sexual 
overperception bias found in some previous studies.  
We did not identify any significant differences between the male and the female raters rating 
low arousal stimuli produced by female expressers. However, for male expressers, low-
intensity affective states were better rated by female raters. We found no evidence of female 
superiority in expressing emotions through facial expressions or vocalizations in previous 
studies, but we did find that, when the bimodal stimuli are used, the low arousal affective 
states expressed by a male were rated more accurately by female raters.  
As a consequence of our findings, we suggest that future studies should focus on the pleasure 
perception being rated due to chance in case of within-sex rating conditions. Studying this 
phenomenon may bring important insights into research on sexual consent.  
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Appendix I 

Bayesian estimation of guessing 

Each stimulus is rated as exhibiting one facial and one vocal expression. We do not expect, 

but do postulate — as a test — that both the facial expression smile (for example) and the 

vocal expression will be rated positive, while any other rating is considered incorrect. We use 

a Bayesian approach to determine the maximum likelihood of a correct probability(!). For 

each stimulus of each facial expression rated by the females (say), let 𝑛 be the number of 

ratings that agree with the postulated rating, while 𝑛 is the number of ratings that disagree 

with the postulated rating (then  𝑛 + 𝑛 = 𝑛; 𝑛 = 526 for female raters; 𝑛 = 376 for male 

raters). In Bayesian statistics, in which the probability s is a random variable, the likelihood 

function, for this situation, thelikelihood function (s) = 𝑝𝑑𝑓(𝑠) is the 𝑝𝑑𝑓 of a Beta 

Distribution 

((𝛼, 𝛽), 𝑠) =
(𝛼 + 𝛽)

(𝛼)(𝛽)
𝑠(1 − 𝑠) =

(𝑛 + 𝑛 + 2)

(𝑛 + 1)(𝑛 + 1)
𝑠(1 − 𝑠)  

 

The probability (in Bayesian statistics) of observing a result disagreeing with the postulate of 

guessing is then, either 

((𝛼, 𝛽), 𝑠) 𝑑𝑠






 

or 

((𝛼, 𝛽), 𝑠) 𝑑𝑠






 

 

depending on which side of 



 the mode occurs. 

The most likely probability 𝑠 is the mode, and for a Beta distribution,  𝑠 =



=




 . We note that (a) the postulate is always 𝑠, even if the postulated rating is negative (as 

in the case of pain), and (b) these results are independent of 𝑛, even though 𝑛 may be small 

(for small 𝑛, the uncertainty interval HDI95% becomes large). 
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Appendix II 

The Dirichlet distributions of (a) male raters rating male and female pain stimuli, (b) female 

raters rating male and female pain stimuli, (c) male raters rating male and female pleasure 

stimuli, (d) female raters rating male and female pleasure stimuli, (e) male raters rating male 

and female laugh/smile stimuli, (f) female raters rating male and female laugh/smile stimuli, 

(g) male raters rating male and female neutral stimuli, (h) female raters rating male and 

female neutral stimuli. The A axis shows the probability of positive rating; the C axis shows 

the probability of negative rating. The domain of each of these Dirichlet functions is shown 

by the (purple) triangle, because 𝑠 + 𝑠 + 𝑠 = 1. In all figures, contour lines are color-

coded according to sex of stimulus. Contour lines are in steps of 



 of the distribution. 

For neutral, for example, the mode is expected to be very close to 𝑠 = 1; therefore the other 

two modes should be very close to 𝑠 = 0 and 𝑠 = 0. Fig. 3g and 3h show that this is indeed 

the case. For laugh, the mode is expected to be very close to 𝑠 = 1; therefore the other two 

modes should be very close to 𝑠 = 0 and 𝑠 = 0. Fig. 3e and 3f show that this is indeed the 

case. The corresponding expectations for the modes of pain and pleasure are not met — for 

neither sex of the raters. 

 

(a) 
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(b) 

 

(c) 

 

(d) 
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(e) 

 

(f) 
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(g) 

 

(h) 
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Abstract 

Our research consisted of two studies focusing on the probability of humans being able to 

perceive the difference between valence of human vocalizations of high (pain, pleasure and 

fear) and low intensity (laugh and neutral speech). The first study was conducted online and 

used a large sample (𝑛 = 902) of respondents. The second study was conducted in a 

laboratory setting and involved a stress induction procedure. For both, the task was to 

categorize whether the human vocalization was rated positive, neutral or negative. Stimuli 

were audio records extracted from freely downloadable online videos and can be considered 

semi-naturalistic. Each rating participant (rater) was presented with five audio records 

(stimuli) of five females and of five males. All raters were presented with the stimuli twice (so 

as to statistically estimate the consistency of the ratings). Using a Bayesian statistical 

approach, we could test for consistencies and due-to-chance probabilities. The outcomes 

support the prediction that the results (ratings) are repeatable (not due to chance) but 

incorrectly attributed, decreasing the communication value of the expressions of fear, pain, 
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and pleasure. Stress induction (in study two conducted on 28 participants) did have an impact 

on the ratings of male neutral and laugh – it caused decrease in correct attribution. 

 

Introduction 

Previous studies that deal with acoustic channels 

Complex language-based communication is a quite remarkable human characteristic. Thus, 

paraverbal communication is highly important in social species, such as humans. Much can be 

deduced from the vocalization e.g., biological sex (Puts et al., 

2012), attractiveness (Feinberg et al., 2005), body size (Pisanski & Reby, 2021).  

Furthermore, prosody plays a vital role in the communication of sexual interest (Hughes & 

Puts, 2021), of dominance towards listeners (Leongómez et al., 2021), and — importantly — 

also of affective states (Pisanski et al., 2018). 

The communication of affective and emotional states is fundamental for our everyday lives. 

The interaction among and between humans mainly involves the visual and acoustic channels 

(Kibrik & Molchanova, 2013). The concerto of the information occupying the senses is what 

creates the final assessment of the communicator’s state, being based on context, (linguistic) 

content, postures, facial expressions and prosody (Leongómez et al., 2022). If the linguistic 

content is not taken into account, the communicative value of one single signal (i.e. facial 

expression or vocalization alone) is difficult to extract from the overall multimodal 

perception.  

When only emotional vocalization was rated, the specificity and universality of the vocal 

production was supported in the case of a negative emotion (Sauter et al., 2010; Gendron et 

al., 2014) by a cross-cultural study of emotional prosody in both speech (Pell et al., 2009) and 

emotional vocalization (Gendron et al., 2014). In other studies, the specific role of emotional 

categories had important implications, with the emotions belonging to the “basic emotions” 

(anger, fear, disgust, happiness, sadness, and surprise) — presumably because these were 

more easily recognized in cross-cultural contexts (Bryant & Barrett, 2008; Sauter et al., 2010).  

Indeed, publications that focused on the communicative value of one single component of the 

complex expression process showed outcomes that were not in accordance with both major 

theories of emotions, one conceptualizing emotion as discrete-categorical (Izard, 1994; 

Ekman & Cordaro, 2011) and one which focused on emotion dimensions (i.e. valence and 

arousal, Russell, 1980; Posner at al., 2005). Both theories predicted that emotions that are 

categorically different (discrete category theory) or on opposite sides in terms of valence 

(emotion dimension theory), are not misunderstood because they are related to very specific 
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and distinct psychophysiological activation. 

Following these theories, we could expect that, even when taken out of context, emotional 

expressions would be distinguishable among each other’s; but data-driven research provides 

us with counterintuitive results.  

Recent results on emotional vocalizations have discovered a novel phenomenon — the 

misattribution of very intense emotions, called “emotion intensity paradox” (a name given by 

Holz et al., 2021; even though earlier publications on the topic exist): when the intensity of 

the emotion is very high, it is more difficult to extract the valence (positive or negative) (Atias 

et al., 2019).  

This misattribution not only occurs for acoustic stimuli; it was previously found in the facial 

expressions of emotion as well (Aviezer et al., 2012; Hughes & Nicholson, 2008; Wenzler et 

al., 2016; Boschetti et al., 2022). Facial expressions of emotions of high arousal are not only 

very difficult to rate correctly, but are oftentimes rated due to chance (‘guessing’) and 

inconsistently (Boschetti et al., 2022). The due to chance probability is rarely studied but is a 

very important metric that allows, based on data distribution, for interpretation related to 

repeatability of the outcome. It is calculated as the probability by integrating the likelihood 

function of the Beta distributions over the integral from 0 to 



  or from 




 to 1, depending on 

which side the mode is; these areas are the probability of the observed distribution of the 

ratings being due to chance. 

A further metric related to the reproducibility is the consistency. The stimuli are presented 

twice in randomized order; the probability of the same rating being repeated (irrespective of 

the correctness of the rating) is reported to evaluate how consistent the rated phenomenon is 

for the raters. It should be pointed out that the two are not dependent on each other, and are 

not necessarily related to correctness. The ratings may be incorrect, consistent and due to 

chance or any other combination of the three.  

We note that guessing can be inconsistent; therefore, any study dealing with rating issues 

must test for both guessing and inconsistency. Artificial intelligence (AI) analysis conducted 

on the facial stimuli identified a further interesting phenomenon. While humans are unable to 

rate correctly due to inability to extrapolate sufficient cues present in the facial expression, AI 

can correctly categorize the facial expressions with high accuracy (Binter et al., 2021; 

Prossinger et al., 2022). The rating inconsistencies by humans is due to their inability to grasp 

such subtle cues; consequently, the facial expressions of intense emotions are guessed.  

This destroys foundations of the communicative value of the extreme affective state as 
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previously discussed by Aviezer et al. (2012). Since the intensity of the experience (by the 

expresser) is very high and the situation that evokes it is rich in contextual information 

regarding the valence, the aim of the behavior may be mainly to capture and orient the 

attention of those observing (i.e. the receivers). In particular, acoustic stimuli function 

primarily to gain attention; this has been previously found when comparing screams (intense 

emotional vocalizations) with regular speech with regard to accuracy and rapidity of 

localization (Arnal et al., 2015). The results showed that screams were faster and better 

localized and no differences between natural and synthetic screams (the latter constructed by 

adding roughness to neutral vocalizations using dedicated software) were found. A recent 

publication extends this finding and suggests that the ratings of the perceived affects are 

shifted towards the negative end of the valence scale (Anikin et al., 2020). 

Another variable that can have an impact on the success of correct rating is the sex of the rater 

as well as the sex of the expresser. Previous studies showed that women are better at correct 

attribution, especially in case of negative emotion evaluation (Thompson & Voyer, 2014). 

Belin and colleagues (2008) found that male participants rated the expressions as more 

intense. In that same study, the sex of the expresser was also found to have a significant 

impact on the ratings of valence and arousal — with a greater arousal but smaller valence 

attributed to the vocalizations produced by women. The (statistical) association between the 

sex of the rater and the sex of the expresser was not significant and two groups of authors 

recommended further studies to clarify this point (Belin et al., 2008; Thompson & Voyer, 

2014). In a third study (Vasconcelos et al., 2017), the effect of the sex of the rater was specific 

for the emotional category (i.e. better recognition of anger and sadness by females in contrast 

to surprise by males); thus, this (third) study confirms the better recognition of negative 

expression of vocalizations by women. 

There are several limitations in the experimental designs of the majority of the 

aforementioned studies. 

First, because the vocalizations were staged (i.e. often performed by ‘neutral’ actors who do 

not elicit the acted emotion, because they did so in a laboratory or in a recording studio). The 

role of ecological validity clearly emerged as a limiting in case of real versus artificial laugh. 

The two are not only perceived differently but also cause the activation of different brain 

regions (McGettigan et al., 2013).    

Second, the sex of the raters and the expressers is not always taken into consideration. In light 

of previous studies (Thompson & Voyer, 2014; Belin et al., 2008; Vasconcelos et al., 2017) 

showing that this characteristic may systematically affect the correctness of the ratings, it is 
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important to explore the effect of this characteristic — especially the interaction between the 

sex of the raters and sex of the expressers. Extending on this point, the expressivity of the 

specific expresser should also be taken into account: some individuals may be more 

expressive or more stereotypic (or both) in their emotional expression and, therefore, the 

stimuli produced from such individual may be easier to correctly identify.  

Third, a further limitation of the previous studies, which also contributes to the differing and 

oftentimes contradicting findings, is the presenting of pre-identified emotion categories and/or 

the use of a rating scale (Bryant, 2021). The pre-identification of categories (i.e. requesting 

the respondent to choose whether the emotion displayed is anger, fear or surprise) is more 

likely to capture the complex psychological representation of the emotion and increase the 

variance, because it could then be more affected by culture and linguistic differences — as 

criticized by Boschetti at al. (2022). The focus of previous studies was often on the emotions 

and affects as categories (without attention for the how intense these emotions are) or on the 

dimensions of the emotions (high vs. low arousal or positive vs. negative), without 

categorizing the emotions. Consequently, outcomes of a study avoiding these limitations 

(such as the present one) are very difficult to compare with previous research that focused on 

the universality of specific categories (such as basic emotions) but not on others (the 

secondary emotions —the affects). 

Fourth, a limitation that should be mentioned is the rater´s state. In the real world scenario, it 

is almost impossible to be calm and remain in a neutral state while being exposed to a high 

affect situation that includes the presentation of the extreme vocalizations of pain, pleasure or 

fear. It was previously shown that the vocalization itself changes (Tolkmitt et al., 1986; 

Sherer, 2003; Cowie & Cornelius, 2003). Others are also able to differentiate whenever the 

sender is stressed (Kreiman & Sidtis, 2011; Piskanski et al., 2019) as well as when it can be 

detected by computer algorithms (Han et al., 2018; Praseito et al., 2019).  

There are researches that focused on affect rating while under condition of stress. In all of the 

previous cases it was facial expression that was rated. One study has identified the shift 

towards the negative valence of surprised faces (Brown et al., 2017); another study has found 

this shift in unambiguous faces (neutral and smile) but not in ambiguous faces (pain and 

pleasure expression) while the physiological changes were found only in response to fear 

expressions by the same researchers (Boschetti at al., 2022, Binter et al., 2022).  

Studies presented in this paper 

Our studies are designed to overcome some of the aforementioned methodological limitations. 

Aim of Study I: to quantify the consistency of the ratings of such vocalizations, focusing on 
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the (biological) sex of the rater as well as the (biological) sexes of the rated (expressers). The 

stimuli used were audio records of five emotional vocalizations, with high (pain, pleasure and 

fear) and low (neutral and laugh) intensity. As in previous studies, the stimuli were produced 

by five different male and five different female expressers (Belin et al., 2008). Each emotion 

is expressed by five male and five female expressers (so there are 25 stimuli), and each rater 

rated each of these stimuli twice, presented in random order. We thereby control for the sex 

and the expressivity of the rated individual (the stimulus expresser). 

We generate our set of stimuli by using audio records from videos that depict consensual acts 

of extreme sexual activities. We adopted a categorical methodology in which there are three 

ratings: positive, negative, or neutral. We predicted that, if the individual has been exposed to 

a negative stimulus (pain, for instance) — the vocalization on the audio record (with the 

expected high intensity), will be rated as negative. In a manifestly opposite stimulus (pleasure, 

for instance) the rating should be positive. We expect female raters to perform better then 

male raters in recognizing negative emotions. 

Aim of Study II: to evaluate the impact of the physiological state of the rater on his/her 

ratings. The procedure followed that of Study I with the addition of a stress inducing 

procedure (Cold Pressure Task; described in more detail below).  

Materials & Methods 

Sample 

Expressers’ vocalizations: In order to be consistent with the published terminology, we use 

the terms “expressers” and “vocalizations” to describe what was presented in the 50 audio 

records as stimuli. We specify the biological sex of the expresser with the terms male and 

female. The biological sex of the expressers is documented in the audio records, so we (the 

authors of this paper) could rely on this information. 

Raters: In order maintain consistency with the published terminology, we use the terms 

“expression raters” and “respondents” to describe the individuals who were presented with the 

stimuli and who provided their ratings. We specify the biological sex of the expresser with the 

terms male and female. The biological sex we list is the respondent’s self-reported one. We 

deleted all ratings (𝑛 = 4) of respondents who did not report their biological sex. 

In Study I: A total of 902 individuals (aged 18–50; Mage = 32 years, SD = 8.9 years) 

completed the questionnaires; 526 women (Mage = 30.9 years, SD = 8.3 years) and 376 men 

(Mage = 33.6 years, SD = 9.5 year). In Study II, 28 individuals (aged 19–30; Mage = 22.3 years, 

SD = 2.3 years) participated; 13 women (Mage = 22.7 years, SD = 2.8 years) and 15 men (Mage 

= 21.9 years, SD = 1.8 years). 
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Study II: The data were collected in a laboratory in Prague, Czech Republic. 15 participants 

were presented with the same stimuli as in Study I; the lower right legs of target group 

members (n = 15) were immersed in cold water (2–4 °C) for 1½ minutes,  which subsequently 

increased their stress level (Cold Pressor Task, CPT; Bullinger et al., 1984; Brown et al., 

2017). The control group’s 13 participants’ lower right legs were immersed in water at room 

temperature. 

Criteria for inclusion were: (a) age of respondents between 18 and 50 years, and (b) at least a 

minimal experience with adult media, since the vocalizations used in this study were extracted 

from such materials.  

The Two Studies 

Study I: The data were collected in the Czech Republic in 2021 via the agency Czech National 

Panel (narodnipanel.cz) and a science-oriented online portal pokusnikralici.cz using the online 

platform for data collection Qualtrics. Participants submitted responses either via computer 

keyboard or touchscreens of mobile devices (smartphones or tablets). 

Study II: The data were collected in a laboratory in Prague, Czech Republic. The participants 

belonging to the experimental group  (𝑛 = 15) were presented with the same stimuli as in 

Study I after that the lower right legs had been immersed in cold water (2–4 °C) for 1½ 

minutes, which subsequently increased their stress level (Cold Pressor Task; Bullinger et al., 

1984; Brown et al., 2017). The control group’s 13 participants’ lower right legs were 

immersed in water at room temperature before being expose to the stimuli. 

Stimuli generation 

From the numerous audio-visual materials viewed, ten audio records (five with female 

vocalizations and five with male vocalizations) were chosen. Based on the plot in each of the 

audio-visual materials, five vocalizations were selected (one of neutrality, one of fear, one of 

pleasure, one of pain, and one with laugh). Three of the authors (S.B., J.B. and T.H.) are 

researchers in field of human sexuality with more than 10 years of experience, specifically 

focusing on extreme sexual behavior and on consumption of erotic materials. All three 

authors (one female and two male) provided their opinion on all of the chosen stimuli. Based 

on the contextual information, all agreed on stimuli chosen and what expression is to be 

expected. Prior to agreement, stimuli choices were debated among all three researchers in 

dedicated meetings. 

We point out that a common misconception is that the individuals taking part in such 

exchanges derive sexual pleasures from pain and the two (pain and pleasure) happen 

simultaneously. Although this may be possible, we have found no mention of it in the 
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published scientific literature. Rather, it should be noted that sensitivity is increased by the 

experience of pain by various parts of the body (in our case mainly slapping the buttocks and 

thighs) and only after the painful procedure is over is climax achieved. All the audio stimuli 

we chose were derived from the whole context of the video. Specifically, we could rely on the 

images/scenes to identify the emotions and affects (which the raters could not, as they only 

heard the vocalizations). There is no doubt, due to the camera perspective, about the 

occurrence of the climax in male expressers. In the female expressers, no such explicit 

method of judgement can be used, but all signals of the occurrence of climax were identified 

by the researchers (involving breathing, contraction of pelvic musculature, twitching of anal 

sphincter muscles, facial blushing, vocalization etc.; Dubray et al., 2017), and further 

supported by expressers’ self-reports at the ends of the videos. 

In each audio record, male/female vocalizations expressed fear, pain and pleasure during the 

session, while laugh and neutral vocalization (speech) were recorded during an interview prior 

to the pain and pleasure experiences. All stimuli (audio records) were adjusted to the same 

sound level and lasted from 0.5 seconds to 1.5 seconds — depending on the stimulus.  

Procedures 

In Study I, the set of stimuli was presented twice (Task 1 and Task 2), each time with a 

different randomization sequence: each stimulus was played for approximately 1.5 seconds at 

random intervals ranging from 1 to 3 seconds (so as to avoid constant/rhythmic preparedness 

for the stimulus presentation). Thus, a total of 100 ratings (two for each of the 50 different 

stimuli) were collected for each rater. 

In Study II, each rater was presented with the set of stimuli (25 male and 25 female 

vocalizations from five male and five female expressers) only once. The reason is that the 

Cold Pressor Task (CPT) has limited impact on the cortisol release and this allowed us to 

finish the procedure within 20 minutes after the effect of the CPT ended.  

Ratings 

Previous literature (Dolan et al., 2001, Bryant, 2021) has noted that it is a challenging task to 

correctly identify human vocalizations (e.g., to categorize the expression of fear as indeed 

fear). We therefore asked our participants to rate the observed expression as either positive, 

neutral, or negative. We thereby avoided the problem of correct labeling and avoided any 

intricacies associated with a verbal categorization system. The ratings were communicated 

either via using keyboard keys or a touchpad with dedicated areas (specified by icons); they 

were subsequently stored in a dedicated data base. 

Statistical Analyses 
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Due to the inherent advantage of Bayesian statistics when dealing with our research questions, 

we implemented this approach. General descriptions follow, while more detailed descriptions, 

augmented by a graphical display, are provided in the Appendix.  

(a) Confusion matrices: Both female and male ratings are Dirichlet-distributed (in our case: 3-

parametric). The (Bayesian) method of determining whether two groups are significantly 

different (or not) is to calculate the confusion matrix; it is the obligatory method to use when 

sample sizes are small. One sample (F) has a distribution 𝑑𝑖𝑠𝑡 and another sample (G) has a 

distribution 𝑑𝑖𝑠𝑡. When there is an overlap of the pdfs (probability density functions) of 

these two distributions, a fraction of F is TRUE (and a fraction is FALSE); likewise, for G. The 

confusion matrix has four entries: 


TRUE FALSE

FALSE TRUE
 

 

If the off-diagonal elements ({FALSE , FALSE}) are small, there exists a significant difference 

between the distributions of F and of G (the significance level being chosen by the 

researcher). Observe that the sum of each row in the confusion matrix is 1 = 100%. The 

fractions in the confusion matrix can also be calculated using Monte Carlo methods. 

(b) Possibility of effects being due to chance: In Bayesian statistics, the probability 𝑠 is a 

random variable (0 ≤ 𝑠 ≤ 1). The crucial separator for determining chance is 𝑠 =



. The 

probability is either the integral of the likelihood function (𝑠) over the interval 0 ≤ 𝑠 ≤



 or 

the integral over the interval 



≤ 𝑠 ≤ 1, depending on which side of 𝑠 =




 the mode is. In 

either case, the integral determines whether an observation is due to chance. (A graphical 

description is shown in the Appendix.) We note that the probability due to chance is never 

greater than 50 %.  Since there are positive, neutral, and negative responses, we generate a 

binary case (the correct responses versus the incorrect responses); then the likelihood function 

is the probability density function of a Beta distribution (Appendix). For example, for laugh, 

the correct response is a positive rating while the neutral rating and the negative rating 

together are incorrect responses. 

Results 

Probabilities of Correct Ratings 

Of the five affective states displayed in vocalizations by each sex, only two were rated with 

high accuracy (above 85% of correct responses): laugh and neutral (Table 1a and 1b).  The 

laugh vocalizations were correctly assessed by female raters with 0.932 of probability in case 
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of female expressers and with probability of 0.966 in case of male expressers. For the male 

raters, we observed lower probabilities of correct ratings with stimuli produced either by male 

or female expressers (0.872 in case of male expressers and 0.893 in case of female 

expressers); however, the difference between male and female raters was significant only in 

the case of male expressers (Table 1a and Figure 1a).  

The ratings of neutral vocalizations had a very high accuracy (above 90%), independent of the 

sex of the raters or of the sex of the expressers. Female raters had slightly higher accuracy 

probability (0.950 for male expressers and 0.926 for female expressers), than the male raters 

(0.938 for female expressers and 0.912 for male expressers); these differences were not 

significant (Table 1b and Figure 1b). 

For the vocalizations of fear, we observed that the probability of correct ratings by both sexes 

of raters was very low. Indeed, female raters had only 0.138 probability of correctly rating 

fear for male expressers and 0.028 for female expressers. For male raters, we observed a 

probability of 0.184 when expressed by male and 0.224 when expressed by female expressers. 

These rating probabilities were not significantly different between male and female raters 

(Table 1c and Figure 1c). 

The vocalizations of pleasure also had low probabilities of correct ratings: for female raters 

the probability of correct rating of pleasure vocalization by female expressers was 0.447 while 

for male expressers it was 0.442. For male raters the probability of correctly rating pleasure 

vocalization by female expressers was 0.426 and 0.551 by male expressers. The differences 

between the probabilities of the ratings by male and female raters were not significant (Table 

1d and Figure 1d). We note that these four probabilities are close to the boundary 𝑠 =



, so it 

is important to calculate the due-to-chance probability (the indicator of guessing). 

In the case of vocalizations of pain, we observe that the Dirichlet distributions of the ratings 

are not significantly different for male versus female stimuli — for both the male and the 

female raters. We also note that, for the female raters, the modes indicate that they rated the 

stimulus pain incorrectly. For the male raters, we observe that there is no mode of the 

Dirichlet distribution inside the domain, both for male and female stimuli. The non-existence 

of a mode necessitates an interpretation of the ratings, guided by the mathematical properties 

of the Dirichlet distribution. Similar to the graph for the stimulus pleasure (Fig. 1c), it 

happens that, when the modes have coordinates close to 



 for both correct and incorrect 

ratings, they (the modes) approach the hypotenuse of the domain. In the case of the pain 

stimulus, the ML Dirichlet distribution ‘pushes’ the inferred mode beyond the domain 
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diagonal — the mode therefore no longer exists. Contributing to this non-existence of the 

mode is the fact that the ratings for correct and incorrect are in the vicinity of 



; because 𝑠 +

𝑠 + 𝑠 = 1, the probability of 𝑠 would be forced to be close to zero — if the mode exists 

inside the domain. In terms of interpreting how this situation can occur, we point out that the 

(male) raters are not guessing (Table 3). Consequently, they are often rating incorrectly, but 

they are convinced they are not incorrect; or — phrased differently — their conviction of a 

correct rating fluctuates. In the case of the stimulus pleasure, this fluctuation is just small 

enough to ensure the mode remains defined and stays within the domain, but very close to the 

hypotenuse. 

The vocalizations of pain also has a low probability of correct rating. The ratings are actually 

so incorrect that the mode’s pdf is forced beyond the hypotenuse and the results are 

(numerically) invalid. Therefore, the outcome is very similar to the one of the pleasure 

vocalization ratings where the distribution is almost equally distributed between the extreme 

poles (Table 1e). There is no significant difference between the ratings provided by the male 

and female raters nor the ratings of male and female vocalizers.  

Table1 

(a) 

Stimulus Expresser Task Raters 
Modes Confusion 

Matrix (%) positive neutral negative 

Laugh 

Male 1&2 Male 0.872 0.104 0.024 


92.2 7.8
6.2 93.8

 ∗ 
Male 1&2 Female 0.932 0.058 0.010 

Female 1&2 Male 0.893 0.081 0.026 


75.5 24.5
49.2 50.8

 
Female 1&2 Female 0.966 0.025 0.009 

(b) 

Stimulus Expresser Task Raters 
Modes Confusion 

Matrix (%) positive neutral negative 

Neutral 

Male 1&2 Male 0.029 0.938 0.033 


71.9 28.1
26.5 73.5

 
Male 1&2 Female 0.031 0.950 0.019 

Female 1&2 Male 0.061 0.912 0.027 


66.5 33.5
30.0 70.0

 
Female 1&2 Female 0.048 0.926 0.026 
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(c) 

Stimulus Expresser Task Raters 
Modes Confusion 

Matrix (%) positive neutral negative 

Fear 

Male 1&2 Male 0.653 0.163 0.184 


58.0 42.0
28.3 71.7

 
Male 1&2 Female 0.690 0.172 0.138 

Female 1&2 Male 0.696 0.080 0.224 


74.4 25.6
32.9 67.1

 
Female 1&2 Female 0.600 0.073 0.028 

 

(d) 

Stimulus Expresser Task Raters 
Modes Confusion 

Matrix positive neutral negative 

Pleasure 

Male 1&2 Male 0.404 0.045 0.551 


68.4 31.6
57.9 42.1

 
Male 1&2 Female 0.442 0.023 0.535 

Female 1&2 Male 0.536 0.038 0.426 


73.0 27.0
46.3 53.7

 
Female 1&2 Female 0.447 0.005 0.548 

 

(e) 

Stimulus Expresser Task Raters 
Modes Confusion 

Matrix (%) positive neutral negative 

Pain 

Male 1&2 Male nA nA nA 


66.4 33.6
59.2 40.8

 
Male 1&2 Female nA nA nA 

Female 1&2 Male 0.599 0.099 0.302 


80.4 19.6
38.4 61.6

 
Female 1&2 Female 0.521 0.069 0.411 

 

Table 1 The modes and the confusion matrices for the male and female voice stimuli rated by 

female and male raters. Only for male pain stimulus rated by the female raters (c) are the 

modes outside the domain defined by 𝑠 + 𝑠 + 𝑠 = 1 for the Dirichlet distribution, hence 

expressing a mode is nA (not applicable; further information in the Appendix). If the off-

diagonal entries are less than 10% (Caelen, 2017), then the ratings are significantly different; 

those confusion matrices are marked with an asterisk. 
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Figure 1 

1a Laugh 

 

1b Neutral 
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1c Fear 

 

 

1d Pleasure 

 

Figure 1 A selection of contour plots of the pdfs of the Dirichlet distributions of the ratings of 



 

215 

stimuli by both male and female raters. (a) Laugh, male stimulus; (b) Neutral, female 

stimulus; (c) Fear, male stimulus; (d) Pleasure, male stimulus. In all cases, the pdfs of the 

Dirichlet distributions are defined over the domain (rendered as a purple triangle), because 

𝑠 + 𝑠 + 𝑠 = 1. Contours are rendered in 



 of the maximum likelihood of the pdf. We 

observe that, the farther the modes are from either 𝑠 = 1 or 𝑠 = 1, the closer the mode is to 

the hypotenuse of the domain triangle.  

Differences in Ratings by male and female raters 

The analyses of male and female differences in correct attributions of an individual expresser 

(or all expressers) displaying one stimulus (e.g. fear) revealed that all results are not 

significant. In other words, we confirmed the finding published previously that there is no 

systematic advantage of one sex correctly rating the presented stimulus over the other. Thus, 

as is deducible from the further breakdown (Figure 2 and Table 2), there is high degree of 

similarity between the ratings. Expectedly, neutral and laugh are rated with high assignment 

accuracy (by both sexes). Interestingly, two male expressers (mA and mB) were also rated 

with high accuracy by both sexes while the others were rated with equally low probability of 

correct attribution. 

Table 2 

Expresser Confusion Matrix 
Affective 

State 
Confusion Matrix 

fA 
49.0 50.9
43.7 56.3

 Laugh 
50.6 49.4
45.2 54.7

 

fB 
47.4 52.5
40.4 59.6

 Fear 
53.2 46.8
43.2 56.7

 

fC 
50.7 49.3
42.6 57.4

 Pain 
51.0 48.9
41.6 58.4

 

fD 
51.5 48.5
48.6 51.4

 Pleasure 
57.3 42.7
49.9 50.1

 

fE 
53.4 46.6
47.1 52.9

 Neutral 
44.7 55.3
44.7 55.3

 

mA 
49.3 50.6
48.1 51.8

 

 mB 
50.2 49.8
48.3 51.7

 

mC 
51.3 48.6
48.1 51.9

 
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mD 
51.6 48.3
47.2 52.7

 

mE 
55.2 44.7
51.0 49.0

 

Table 2 The confusion matrices testing whether the male versus female correct ratings of 

each expresser and of each affective state were significantly different (Fig. 1). The ratings of 

all five affective states for each expresser are Dirichlet distributions, each with five 

concentration parameters; the entries in the confusion matrix are 
TRUE FALSE

FALSE TRUE
 . 

Figure 2 

 

Figure 2 Two heat maps showing the correctness probabilities of ratings by male and female 

raters of the male vocalizations and the female vocalizations. The male vocalizations and 

female vocalizations are labeled Findex and Mindex respectively.   

Ratings Due to Chance 

One of the advantages of the Bayesian statistical approach is the possibility to test whether the 

result obtained is consistent (‘real’ in common parlance) or if it has been obtained due to 

chance. The probability of the result being due to chance (Table 3) ranges between 0 and 

50%; the closer to 50%, the more probable that the result is due to chance. The ratings of all 

of the vocalizations were rated with chance probability below one percent. In other words, the 
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rating was not the result of guessing and the result is reproducible. We highlight (again) that 

this does not mean that the raters are correct or consistent, only that the ratings are not due to 

guessing and the raters trusted their judgement. 

As for patterns that can be deduced and used for further research, it should be pointed out that 

the female raters were highly consistent when rating neutral vocalizations by men, whereas 

men were consistent in rating the female fear and male laugh vocalizations (Table 3). 

Conversely, an extreme inconsistency was found in the case of men rating male fear, women 

rating both vocalizations of fear and laugh.  

Table 3 

Stimulus Raters DtCfemale DtCmale 

Smile 
male < 1% < 1% 

female < 1% < 1% 

Fear 
male < 1% < 1% 

female < 1% < 1% 

Pain 
male < 1% < 1% 

female < 1% < 1% 

Pleasure 
male < 1% < 1% 

female < 1% < 1% 

Neutral 
male < 1% < 1% 

female < 1% < 1% 

Table 3 The probabilities that the male and female raters rated the stimuli due to chance 

(DtC; i.e. the raters were guessing).  

Consistency of ratings 

Since we presented all stimuli as two consecutively presented tasks, each in a different 

randomized order, we have the possibility to test the consistency of the ratings. To do so, we 

have used a Bayesian probability test; the ratings (correct versus incorrect) are Beta 

distributed. 

The confusion matrices that express how significantly different the ratings of the stimuli were 

between Task 1 (first rating) and Task 2 (second rating) by the female raters (Table 4a) and 

the male raters (Table 4b). A significant difference is present if both off-diagonal entries are 

less than 10 % (Caelen, 2017). For example, for the male raters, the first rating of stimulus fE 

for laugh was significantly different from the second rating. On the other hand, the first rating 

(by male raters) of the stimulus mA for pleasure was not significantly different for the second 
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rating. For the rating of pleasure by the female raters, their ratings were significantly different 

for 



 of the stimuli. There is no pattern for significant differences of rating of the stimuli, 

neither by the female nor by the male raters. Because we have evidenced that the ratings are 

not due to chance (in other words, the raters are not guessing; Table 3), the entries in Table 4 

show a remarkable result: even if the raters rate the acoustic stimuli wrongly, they are not 

guessing; that is to say, they are making a different mistake (wrong rating) when rating again 

in Task 2. This effect is evident in the pdfs of the Dirichlet distributions of Task 1 and Task 2. 

If the modes are far from the correct rating, then one can be close to the maximal incorrect 

rating, but also only halfway along the incorrect rating, but then — by definition — close to 

the neutral rating. In such a scenario, the raters are not guessing, but their incorrect ratings are 

consistently wrong. Consistently wrong does not mean, however, that they gave the same 

rating for both tasks. This phenomenon seems to be peculiar to acoustic stimuli. In our 

publication of visual stimuli, we detected that the raters were guessing (Boscetti et al., 2022), 

and therefore — by definition — were guessing consistently. In either study (visual or 

acoustic stimuli): only if the raters were guessing during one task and wrongly rating (but not 

guessing) during the other task, would the off-diagonal elements be very small. In our case of 

rating acoustic stimuli, we do not observe this phenomenon. To repeat: we observe that the 

raters make mistakes (albeit not for every stimulus) — but are not guessing. Very often they 

made a different rating mistake during Task 1 versus Task 2. 

Table 4 

(a) 

Female Raters 

Expresser Laugh Fear Pain Pleasure Neutral 

fA 
74.0 26.0
24.1 75.9

 
85.8 14.2
15.7 84.3

 
90.9 9.1
10.9 89.1

 
90.4 9.6
10.5 89.5

 
81.0 19.0
21.1 78.9

 

fB 
91.1 8.9
9.6 90.4

 ∗ 
91.8 8.2
8.1 91.9

 ∗ 
99.7 0.3
0.3 99.7

 ∗ 
99.5 0.5
0.4 99.6

 ∗ 
52.5 47.5
44.1 55.9

 

fC 
95.6 4.4
5.6 94.4

 ∗ 
99.7 0.3
0.2 99.8

 ∗ 
76.1 23.9
23.8 76.2

 
99.7 0.3
0.6 99.4

 ∗ 
81.9 18.1
16.1 83.9

 

fD 
92.5 7.5
6.0 94.0

 ∗ 
97.5 2.5
2.1 97.9

 ∗ 
99.4 0.6
0.6 99.4

 ∗ 
99.6 0.4
0.2 99.8

 ∗ 
94.2 5.8
7.3 92.7

 ∗ 

fE 
99.2 0.8
0.7 99.3

 ∗ 
96.0 4.0
5.0 95.0

 ∗ 
97.1 2.9
2.5 97.5

 ∗ 
88.7 11.3
12.8 87.2

 
59.1 40.9
39.2 60.8

 

mA 
91.1 8.9
7.3 92.7

 ∗ 
92.2 7.8
7.7 92.3

 ∗ 
65.2 34.8
35.5 64.5

 
95.5 4.5
3.9 96.1

 ∗ 
90.0 10.0
11.3 88.7

 

mB 
70.2 29.8
31.9 68.1

 
97.1 2.9
3.4 96.6

 ∗ 
78.9 21.1
22.8 77.2

 
99.4 0.6
0.6 99.4

 ∗ 
88.6 11.4
14.6 85.4

 

mC 
77.6 22.4
26.3 73.7

 
96.4 3.6
3.1 96.9

 ∗ 
96.0 4.0
3.9 96.1

 ∗ 
96.6 3.4
4.4 95.6

 ∗ 
90.3 9.7
10.3 89.7

 
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mD 
91.5 8.5
11.1 88.9

 ∗ 
98.5 1.5
1.4 98.6

 ∗ 
98.8 1.2
1.3 98.7

 ∗ 
88.1 11.9
12.8 87.2

 
75.0 25.0
24.6 75.4

 

mE 
93.5 6.5
4.8 95.2

 ∗ 
98.8 1.2
1.1 98.9

 ∗ 
91.2 8.8
10.7 89.3

 
99.4 0.6
0.4 99.6

 ∗ 
83.4 16.6
15.4 84.61

 

(b) 
Male Raters 

Expresser Laugh Fear Pain Pleasure Neutral 

fA 
89.8 10.2
8.3 91.7

 
65.3 34.7
36.7 63.3

 
59.7 40.3
42.2 57.8

 
80.6 19.4
20.9 79.1

 
93.7 6.3
8.4 91.6

 ∗ 

fB 
54.4 45.6
43.3 56.7

 
72.9 27.1
26.8 73.2

 
91.5 8.5
8.7 91.3

 ∗ 
81.5 18.5
19.2 80.8

 
89.0 11.0
11.5 88.5

 

fC 
83.0 17.0
16.0 84.0

 
89.9 10.1
9.4 90.6

 
80.7 19.3
20.8 79.2

 
80.3 19.7
18.2 81.8

 
96.8 3.2
4.5 95.5

 ∗ 

fD 
89.2 10.8
9.6 90.4

 
83. 17.

16.4 83.6
 

77.4 22.6
23.5 76.5

 
93.0 7.0
7.4 92.6

 ∗ 
76.7 23.3
24.8 75.2

 

fE 
97.3 2.7
2.9 97.1

 ∗ 
87.7 12.3
13.4 86.6

 
73.5 26.5
26.2 73.8

 
87.3 12.7
12.6 87.4

 
92.4 7.6
9.2 90.8

 ∗ 

mA 
83.8 16.2
16.9 83.1

 
99.9 0.1
0.2 99.8

 ∗ 
90.9 9.1
9.7 90.3

 ∗ 
78.3 21.7
22.0 78.0

 
94.0 6.0
7.4 92.6

 ∗ 

mB 
90.7 9.3
11.7 88.3

 
94.2 5.8
5.5 94.5

 ∗ 
83.5 16.5
15.8 84.2

 
95.6 4.4
4.5 95.5

 ∗ 
81.2 18.8
20.8 79.2

 

mC 
65.6 34.4
37.8 62.2

 
95.9 4.1
3.5 96.5

 ∗ 
98.9 1.1
0.9 99.1

 ∗ 
76.1 23.9
23.1 76.9

 
95.1 4.9
5.4 94.6

 ∗ 

mD 
81.1 18.9
17.4 82.6

 
94.2 5.8
5.5 94.5

 ∗ 
98.4 1.6
1.6 98.4

 ∗ 
89.2 10.8
11.7 88.3

 
99.5 0.5
0.8 99.2

 ∗ 

mE 
83.2 16.8
16.0 84.0

 
95.7 4.3
4.3 95.7

 ∗ 
79.5 20.5
20.1 79.9

 
83.7 16.3
16.9 83.1

 
74.4 25.6
25.3 74.7

 

Table 4 The confusion matrices (entries in %) expressing how consistent the first versus the 

second ratings of the stimuli are. Significantly different ones are marked with an asterisk. The 

symbols fA, mark the female stimulus A, mD the male stimulus D, etc. 

Stress-induced Rating Differences 

In Study II, we analyzed the differences in the distributions of ratings in the two groups of 

participants (control versus stressed group). The confusion matrices (Table 5) display the 

probabilities of differences of the ratings by the two groups of participants (separately for male 

vocalizations and female vocalizations). At a 10% significance level (Caelen, 2017), only two 

result are significantly different: the laugh and neutral for male vocalizations. The probability 

of correctness of attribution decreased in the stressed group for laugh from 92.5% of the control 

group to 81.8%, while for neutral the accuracy decreased from 98.5% to 89.6%. All the 

remaining ratings are unaffected by the stress induction procedure. 
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Table 5 

Stimulus Male Vocalizations Female Vocalizations 

Laugh 
91.1 8.88
6.82 93.2

 * 
53.6 46.4
34.5 65.5

 

Fear 
67.8 32.2
26.0 74.0

 
66.6 33.4
30.1 69.9

 

Pain 
76.3 23.7
20.9 79.1

 
71.7 28.3
24.5 75.5

 

Pleasure 
68.8 31.2
27.7 72.3

 
68.8 31.2
27.7 72.3

 

Neutral 
95.8 4.17
2.62 97.4

 * 
54.6 45.4
33.6 66.4

 

Table 5. The confusion matrices between the distributions of the ratings by the control raters 

and the stressed raters, male vocalizations and female vocalizations separately. Vocalizations 

that are significantly differently rated are marked with an asterisk.  

Discussion 

In this paper, we aimed to investigate how isolated intense affective vocalizations are perceived, 

without context or other associated cues. With our study design, we could overcome some of 

the limitations of the previously used methodologies. Specifically: (a) We used vocalizations 

presented in more ‘naturalistic’ settings (i.e. occurring within an activity as opposed to in a 

laboratory). (b) For rating responses, we did not request classification of the emotion as a 

psychological category (i.e. fear, pain) but rather requested the raters to evaluate them using a 

valence-based rating (as positive, negative, or neutral). (c) It was therefore possible to integrate 

both theories of emotion (as discrete categories or as dimensional phenomenon) in one 

experimental setting. (d) The sex of the raters and of the vocalizers were taken into 

consideration in the study.  

The outcomes presented in this paper confirm previous published findings about the emotion 

intensity paradox: vocalizations of high-intensity affective states (pain, pleasure and fear) are 

misattributed (and therefore not correctly identified) with very high probabilities. In 

comparison, the low intensity vocalizations (laugh and neutral) were correctly attributed with 

high probabilities.  

Among the high-intensity affective states, we found that the basic emotion – fear – was more 

often assigned positive valence (Fig 1c) in contrast to the other two intense affective states that 

were tested (pain and pleasure). This result confirms — to some degree — the basic emotion 
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theory. While we did not find support for the universality of fear perception (the ratings were 

incorrect, both for male and female raters — albeit not due to guessing), we did find that the 

processing of this emotion by the raters was different from the other high-intensity affective 

states.  

An alternative reason why fear may be more misattributed and was predominantly rated as 

positive (Table 1c) is the specificity of the stimuli used in the current study. The experience of 

fear may be elicited by an unexpected ‘scary’ or ‘surprising’ situation — in stark contrast to the 

stimulus we presented. In our case, the expectation of unpleasant experiences that will happen 

very soon (among them, spanking) seemed not to overly surprise the expressers. In more 

conventional cases (i.e. the ones most often studied), the emotion of fear is intermixed with 

surprise — in contrast to the case we studied, in which it is mixed with an anticipatory anxiety. 

The vocalization mainly consists of intense breathing and soft weeping (connected as it is with 

anxiety) and therefore the stimulus may be perceived as more positive by the raters, This may 

be especially misleading when other positive but difficult-to-categorize vocalizations are 

present. Further studies contrasting vocalizations of both these types of fear (scream as a result 

of a sudden, fear-inducing emotion — such as a scene in a horror video (Prossinger et al., 2021) 

versus vocalizations of fear due to anticipatory anxiety —as just before a bungee jump) would 

contribute to clarifying this issue. 

The results for pain vocalizations are also in agreement with previous findings; it was the least 

correctly rated affective state among all the stimuli presented (Anikin et al., 2017; Lima et al., 

2013; Belin et al., 2008).  

On the other hand, perhaps unexpectedly, the results for pleasure vocalizations contradict 

several previously presented study outcomes in which pleasure was either well-recognized 

(Lima et al., 2013; 2014) or at least correctly attributed to the positive valence rating (Belin et 

al., 2008). However, our results are in agreement with the studies on vocalization of intense 

affective states and with previous studies on emotional facial expressions, further confirming 

that for stimuli with high intensity it is more difficult to extrapolate the correct valence from 

one single, isolated component (i.e. exclusively vocalization or exclusively facial expression). 

This interpretation is further supported by the very different results we found for low intensity 

affective states, showing that our participants correctly assessed the valence of these types of 

stimuli (Table 1a and 1b). 

One argument for the phenomena being counterintuitive is that in such highly intense emotional 

states, the context (i.e. what elicit the emotion) very clearly points to the valence of the emotion, 

and, consequently, the affective expression itself need not convey information regarding its 
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valence but rather bring attention to the stimulus within its context. In most of these close-to-

natural scenarios, the context would provide sufficient further information that would then 

contextualize the (vocal and facial) expressions, enabling ratings of as positive or negative.  

One natural scenario in which the context may not be of assistance to correctly assess the 

expression (in terms of facial expression or/and vocalization) is sexual intercourse. Indeed, in 

the sexual intercourse situation, the stimulus (for example, penetration) may lead to either a 

positive (pleasure) or a negative (pain) affective state and to the display such an affective state. 

One further ramification of the present study is that it highlights how our intuitive interpretation 

may be in error (as do some others dealing with the emotional intensity paradox; Holz et al., 

2021; Atias et al., 2019). As pointed out by Boschetti at al. (2022) for facial cues, this present 

study brings attention to the possibility of misunderstanding of cues, especially in the above-

mentioned situations. The misattribution in these contexts can be avoided when they are 

accompanied with clarifying verbal communications.   

Our novel analytical approach allows us to investigate not only the correct versus incorrect 

ratings of the stimuli, but also the probability that the ratings could be due to chance: the raters 

could be guessing, but correctly guessing (or incorrectly guessing). We find that the 

participant’s ratings are not due to chance. When rating the emotional vocalizations, the 

participants are not guessing the valence (positive, neutral or negative) but they are convinced 

of the valence of their rating, even when they are incorrectly rating. In another study in which 

the due-to-chance probability of rating facial expression perception was analyzed (Boschetti et 

al., 2022), the findings were very different. When rating facial expressions of intense emotions, 

the participants guessed the valence (specifically — in contrast to the findings presented in this 

paper) wrongly. When the participants rated the vocalizations (while not being able to see the 

facial expression), the participants did not guess; they were convinced of the valence of their 

(wrong) ratings. 

A further insight we gained while researching the vocalizations is the consistency of their rating. 

It is rarely studied even though it should constitute one of the fundamental questions. Is the 

rating repeatable? We had this expectation for our stimuli; interestingly, only few vocalizations 

were consistently rated (Table 4). Surprisingly, the female raters were highly consistent in 

ratings of neutral vocalizations by men but not by women — whereas men were consistent in 

rating the female fear and male laugh vocalizations. Conversely, an extreme inconsistency was 

found in case of men rating male fear, women rating fear and laugh. All three of these outcomes 

draw into question the classical concept of basic emotion perception. (Especially the just-so-

stories about the female greater ability to assess the positive affects).  
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As in the case of facial expressions using the same methodology (Boschetti et al., 2022) the 

due-to-chance analyses provided a novel tool to study affect perceptions. We found that facial 

expressions (other than laugh and neutral) are rated due to chance. The results for vocalizations 

are stunningly different. None of the stimuli, no matter how ambiguous, was rated with 

uncertainty on the part of the raters. This shows that there is a high reliance on the acoustic 

perception when compared to the visual perception in case of affect perception.  

It was expected that women would be better at correct attribution, especially in case of 

negative emotion evaluation (Thompson & Voyer, 2014; Belin et al., 2008). In a study by 

Vasconcelos et al. (2017), the effect of the sex of the rater was specific for the emotional 

category (i.e. better recognition of anger and sadness vocalization by females in contrast to 

surprise by males). Our result is in disagreement with both these previous studies; we did not 

identify any advantage on the side of any sexes in the attribution accuracy, nor on the 

expresser’s sex effect. Nor did we find any support for the finding that some vocalization 

category was better identified.  

We conclude that the intrasexual variation was high on the side of the vocalizers. Some male 

and some female expressers were rated more accurately than the others (Table 4). This should 

be further studied by including a possible similar effect on the side of the rater. It can be 

expected that there are individuals with a higher ability to differentiate the vocalizations. 

While it exceeds the scope of this article, clustering algorithms are a viable way to identify 

sub-groups of individuals through multiple assessments (accuracy, consistency, and due-to-

chance ratings). The influence of stress on rating of vocalizations is a unique feature of our 

study. None of the results are due-to-chance and the shift only occurred in case of the non-

ambiguous vocalizations (neutral and laugh). The direction is always towards the lower 

accuracy of ratings and only for the male expressers. We do not have an interpretation for this 

result; it is the first time it is presented, so we cannot compare with published studies. Thus in 

similar study focused on the facial expressions, it was pleasure and smile of the male 

expressers that were rated more accurately by the stressed group . The inner state (stress 

induction) alters neither the female facial nor vocal ratings. The male vocalizations may be 

perceived in an altered way as caution for dangers. Again, further studies would be necessary 

to extend our knowledge on the topic.  

Limitations and Future Directions 

One seeming limitation of any study would be the prediction of null results. In a statistical sense, 

it is considered problematic to test for a null effect (but that may perhaps be due to Null 

Hypotheses Statistical Testing conventions/paradigms and the associated fallacies). Bayesian 
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statistics is not susceptible to such a problem (because the Bayesian methods do not violate 

Bayes’ Theorem) and it specifically includes testing for a null result. Therefore, this approach 

is promising for future research. 

We tested for two types of null result. One null result (often observed): the outcome of a 

statistical test shows that the observed effect is due to chance. The other type we tested for: that 

the observed difference of a result that is not due to chance but the detected difference is valid 

with a very small probability. 

In both studies presented here, the samples of both stimuli and raters consisted of members of 

a Caucasian population, since the diversity of population in Czech Republic is minimal. The 

results, although very strong, may not be directly generalizable to other populations.  

Female sexual pleasure is objectively difficult to assess; but this difficulty applies to all related 

research. There are claims that even self-reports would not be sufficient. Devices used for 

measuring female sexual arousal are insufficiently reliable (Meston et al., 2004; Cooper et al., 

2014; Meston et al., 2019), so we did not use them in this investigation. As in other studies that 

attempt to relate arousal with female pleasure expression, we use the pragmatic approach: for 

stimulus creation, it is sufficient to adopt the convention of relying on using already existing, 

freely downloadable videos with distinctive human vocalizations. Researchers who question 

this pragmatic approach must then reject the validity of a vast number of studies dealing with 

vocal expressions of pleasure, not only those using videos. However, it should be pointed out 

that applying the AI methods to human vocalizations (as was done for facial expressions, 

Prossinger et al., 2022) have the potential of resolving this impasse. 

By the same token, we feel the need to address the possibility that the expression heard does 

not match the inner feeling of the expresser. This is not a design flaw but involves an inherently 

biological aspect in the field of research using naturalistic stimuli. 

Furthermore, the expression of fear as a reliable stimulus may be considered problematic since 

the expressers were aware of the fact that, ultimately, the situation is safe: no permanent damage 

is de facto guaranteed by the plot of the video. Fear, of all expressions considered basic, has the 

lowest identification reliability rate, and this is especially true in naturalistic expression 

scenarios. In other words, the results obtained are less unusual than may appear at first glance. 

Lastly, it should be pointed out that the situation of sexual play is not transferable to other types 

of interaction in which such mismatches can be found, e.g., sport, fighting, injury infliction. 

Therefore, generalization of our findings to include such fields may have to be used with 

caution. 
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Conclusion 

These two studies we presented here bring multiple novel insights to vocalization perception. 

The first study, with a large sample of participants (exceeding 900) in combination with novel 

analytical approaches provide us with numerous findings. The low arousal vocalizations (laugh 

and neutral state) are rated with very high accuracy whereas the fear, pain and pleasure are not.  

The ratings of the pain are so scattered (extremely high variability) that it is impossible to assign 

them a mode whereas the rating of pleasure is almost equally distributed on the extreme poles 

of the rating distribution making both of these vocalizations rated with insufficient accuracy. 

Fear was highly mistaken for positive vocalization; it can be interpreted for this specific type 

of situation where surprise is not involved.  

We found no sex differences between the vocalizers or the raters to have an impact — with one 

exception. There is a pattern of consistency rating where female raters were consistent in ratings 

of neutral vocalization by men but not by women whereas male raters were consistent in rating 

the female fear and male laugh. Conversely, an extreme inconsistency was found in the case of 

men rating male fear, women rating fear and laugh.  

None of the ratings were due to chance; actually the probability of the rating being due-to-

chance (guessing) was smaller than one percent. The ratings were often incorrect and 

inconsistent, but they are not the result of guessing.  

The second study showed shifts in two male vocalizations – laugh and neutral, after a stress 

induction procedure. Ratings for both these vocalizations were less accurate in the stressed 

group.  

These many outcomes provide further support for the emotion intensity paradox yet also 

undermine some of the core concepts of emotional vocalization research. Further studies will 

be necessary to uncover more about the phenomena we discovered; especially using naturalistic 

and semi-naturalistic ecologically valid stimuli so as to avoid pre-tested and laboratory obtained 

stimuli We recommend that even those studies that rely on stimuli dataset (with known previous 

results) should be tested using the novel statistical methods provided herein. Lastly, the Cold 

Pressor Task is an ideal stress induction method; there is a lack of studies in which the arousal 

of respondents is altered; arguably, a key question related to ecological validity.  

Ethics 

Although the materials presented to the participants were not per se of a sexual nature (as 

only audio records were presented), we made precautions to limit any negative impact on our 

raters.  
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Informed consent 

In Study I: An online information text and consent form was supplied; after reading it, a box 

was to be ticked by each participant (indicating their informed consent) prior to their 

participation.  

In Study II: Two informed consent forms were to be manually/personally signed. The first 

was presented to a potential rater prior to participation; it included all the information about 

procedures (including the CPT), safety measures, kinds of data collected, and risks. The 

second informed consent form consisted of a full disclosure of the aim(s) of the study, the 

expected impact of the procedures, and the possible implications for the rater signing this 

second form. It was to be signed after the debriefing procedure (see below). If the second 

consent form was not signed, the collected data was discarded (and therefore not used in the 

analysis).  

Post-study Support and Debriefing 

All parts of the design and debriefing were conducted in co-operation with a trained 

psychologist who also supervised all data collection. 

For Study I we supplied the participants with a list of contacts: (1) to the principal 

investigator, (2) to a psychological counseling center, and (3) to an organization that deals 

with sexuality-related issues.  

During the debriefing phase for Study II, every rater participated in a debriefing discussion by 

a trained psychologist directly after the completion of data collection. The rater then received 

a written detailed description, with a full explanation of the possible negative aspects of the 

experiment, especially those related to the stress-induction procedure, and was also supplied 

with a list of contacts: (1) to the principal investigator, (2) to a psychological counseling 

center, and (3) to an organization that deals with sexuality-related issues. 
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Appendix 

Dirichlet Distribution 

The ratings by female raters are Dirichlet distributions (in our case with three concentration 

parameters {𝛼, 𝛼, 𝛼}), as are those of the males. We predicted the repeats (Trial I versus 

Trial II) to be the same, and we tested for that. We therefore have, for female raters rating five 

female fear vocalizations, ten registration sets with triples {𝑛, 𝑛 , 𝑛} in each set, with 𝑛 +

𝑛 + 𝑛 = 10. The pdf (probability density function) of the Dirichlet distribution , called 

the likelihood function (𝑠, 𝑠, 𝑠) = 𝑝𝑑𝑓((𝛼, 𝛼, 𝛼), 𝑠, 𝑠, 𝑠), with concentration 

parameters {𝛼, 𝛼, 𝛼}  and probabilities 𝑠, 𝑠, 𝑠 of observing the variables 𝑣𝑎𝑟, 𝑣𝑎𝑟, 𝑣𝑎𝑟 

is 

(𝑠, 𝑠, 𝑠) = 𝑝𝑑𝑓((𝛼, 𝛼, 𝛼), 𝑠, 𝑠, 𝑠)  =
(𝛼 + 𝛼 + 𝛼)

(𝛼)(𝛼)(𝛼)
𝑠


𝑠


𝑠

 

with 𝑠 = 1 − 𝑠 − 𝑠 and 0 ≤ 𝑠 ≤ 1 ∀𝑖 𝑖 = 13; (⋯ ) is the Gamma function. 

The two modes for 𝐴 and 𝐶 are 𝑚𝑜𝑑𝑒 =



 and 𝑚𝑜𝑑𝑒 =




. If we are 

interested in axes 𝐴 and 𝐵, rather than 𝐴 and 𝐶, then the formulae are cycled. In the text, we 

justify why we use which axes and when. Note that the formulae for the modes are 

straightforward, suggesting we need not use the (somewhat complicated) formula for the 

probability density function pdf. 

If, as is the case in this study, there are 5 modes for the female stimulus (vocalization), and 

each has been rated twice, we have 10 modes in the domain triangle (as defined above). We 

use ML (maximum likelihood) to estimate the Dirichlet distribution over these 10 modes in 

order to obtain the mode for female raters for male stimulus for two rating tasks. 
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Figure A-1 The pdfs of two Dirichlet distributions, one of which has no mode within the domain. Note that 

the pdf of one of the Dirichlet distributions approaches infinity beyond the boundary of the domain (the 

hypotenuse in this example). Both Dirichlet distributions were determined using ML (maximum 

likelihood) of the modes of 10 stimuli (either 5 females or 5 males, each rated by the raters twice). Further 

implications of the (mathematical) divergence of the pdf of one of the Dirichlet distributions are discussed 

in the text. The surface of one pdf can be seen inside the other pdf surface at low likelihood levels. This 

visibility is intentional, in order to aid in reading the graph. 

The ML method does not ensure, of course, that a mode will exist within the (triangular) 

domain. It can — and does — happen, that there exists no such mode (Figure A-1). The pdf of 

the ML-estimated Dirichlet distribution may diverge along or beyond one of the boundaries of 

the domain. In such a case, the coordinates for the mode are undefined and an interpretation 

of the statistical properties of the ratings become subtle. Such interpretations are to be found 

in the text for the case of pain vocalizations. 

Bayesian estimation of guessing 

Each stimulus is rated as exhibiting one of the five facial expressions. We do not expect, but 

do postulate — as a test — that the facial expression smile (for example) will be rated 

positive, while the facial expression pain will be rated negative. We use a Bayesian approach 

to determine the maximum likelihood of a correct probability(!). For each stimulus of each 

facial expression rated by the females (say), let 𝑛 be the number of ratings that agree with the 

postulated rating, while 𝑛 is the number of ratings that disagree with the postulated rating 

(then 𝑛 + 𝑛 = 𝑛; 𝑛 = 526 for female raters; 𝑛 = 376 for male raters). In Bayesian 

statistics, in which the probability 𝑠 is a random variable, the likelihood function, for this 
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situation, 𝑝𝑑𝑓(𝑠) = (𝑠) of 𝑠 is a Beta Distribution 

((𝛼, 𝛽), 𝑠) =
(𝛼 + 𝛽)

(𝛼)(𝛽)
𝑠(1 − 𝑠) =

(𝑛 + 𝑛 + 2)

(𝑛 + 1)(𝑛 + 1)
𝑠(1 − 𝑠)  

The probability (in Bayesian statistics) of observing a result disagreeing with the postulate is 

then, 

((𝛼, 𝛽), 𝑠) 𝑑𝑠






 

The most likely probability 𝑠 is the mode. 𝑠 = mode =


()()
. We note that the 

postulate is always 𝑠, even if the postulated rating is negative (as in the case of pain). 
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