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Abstract. The Read-Copy-Update (RCU) mechanism is a way of synchro-
nizing concurrent access to variables with the goal of prioritizing read perfor-
mance over strict consistency guarantees. The main idea behind this mecha-
nism is that RCU avoids the use of lock primitives while multiple threads try
to read and update elements concurrently. In this case, elements are linked
together through pointers in a shared data structure. RCU is used in the
Linux kernel, but there are user-space libraries which implement the tech-
nique as well. One of the user-space solutions is liburcu that is a C language
library. Earlier, we defined our code comprehension framework for easing the
development of RCU solutions. In this paper, we present our visualization
techniques for the Microsoft’s Monaco Editor.

AMS Subject Classification: 68W10 Parallel algorithms

1. Introduction

Read-copy-update (RCU) mechanism is used for synchronizing memory access in a
way that guarantees deterministic read-access even during concurrent writes to the
same memory region [4]. Unsynchronized access from multiple threads can lead to
the evaluation of completely unexpected values, which in turn almost negates the
programmers ability to reason about possible outcomes [11].

There are multiple families of solutions to this problem. One traditional solution
is locking, where multiple threads are sequentially ordered at runtime, thus accesses
to a memory region are mutually exclusive among threads. This can, however, lead
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to performance degradations, live- and deadlock problems. Locking solutions use
synchronization primitives like mutexes and various kinds of locks [5]. Another
possible solution is lock-free programming, where synchronization is solved without
explicit exclusion, eliminating most locking issues [9]. Many lock-free solutions use
memory barriers and atomic variables [15]. RCU is a solution of higher abstraction
level than those mentioned before. RCU can be implemented in the kernel- or in
the user-space. Linux kernel uses data structures with RCU implementation since
2002 [13].

RCU can also be implemented in the user-space, one such library is liburcu
written in C [3]. In order to provide synchronization using the liburcu library, the
user must intersperse the application code with calls to library functions. In effect
the side-effects of these invocations produce a context along the execution paths
where accesses to a memory region are guaranteed to have desired properties. To
help the comprehension of the synchronization provided by the library, we have
devised a visualization technique. The goal of the proposed technique is to provide
the users of the library a visual and interactive way of exploring the code, thus fa-
cilitating the correct and intended usage of the library. There is no silver bullet in
software engineering [2]. However, visualization is an important aspect [6]. Visual-
ization improves the comprehension in many ways [18]. Code comprehension often
requires visualization on the top of the source code [10]. However, subtle details
are in-use for more sophisticated approaches [16]. Our previous work presented our
framework for the code comprehension of RCU contexts [7]. In the previous paper,
we focus on framework, more precisely, the static analysis and Monaco Editor-
related techniques. Unfortunately, the actual visualization has not been presented
properly. In this paper, the major contribution belongs to the visualization of the
contexts.

This rest of this paper is organized as follows. In Section 2, we provide a brief
overview on related work. We present the Userspace RCU implementation and our
static analysis methods in Section 3. Section 4 provides a brief explanation how
the backend analysis techniques are defined in our earlier work. We present the
approach of visualization in Section 5, and finally, this paper concludes in Section 6.

2. Related work
Visualizing concurrency aspects of programs can have the goal of assessing perfor-
mance aspects of a particular solution [17]. One category of tools used to measure
performance is sampling- and instrumenting profilers which are for both single- and
multithreaded programs. These profilers produce aggregated performance statis-
tics and/or traces of events which can be used for detailed performance analysis
[1]. These statistics are consequently converted into visual representations like bar-
charts and flamegraphs to provide an overview and highlight the proportions of each
program parts contribution to a given metric. Compared to these visualizations,
we propose a technique based on static analysis instead of dynamic profiling to
reason about the structure of the RCU implementation. Another important aspect
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is that the analysis done by the RCU visualization technique is more qualitative in
nature.

3. Userspace RCU implementation

3.1. RCU overview
RCU is implemented in program code as a set of API calls (free function calls in case
of the liburcu C library), which implements concurrent publication of modifications
on shared data, subscription for insertion into shared data structures, waiting for
readers to complete their executions and finally to maintain different versions of
the same data [4]. This API is geared towards read-heavy uses, where updates
of values and structured data are relatively less frequent, and where consistency
guarantees are not critical. Memory usage is another concern, as multiple version
of the same data can lead to overuse.

Concurrent access to variables is done by associating regions of code with parts
of programs executions, which read shared values (readers) [12]. These sections are
called read critical sections. Read critical sections interact with synchronization
points, which are usually used as part of the update part of the program executions
(updaters). Readers subscribe to a specific version of the data they are reading,
which is the one available at the beginning of the critical section. The end of a
critical section is explicit in the code, which is needed for the updaters to detect if
there is no more reading activity for a specific piece of data. Read critical sections
does not enforce ordering inside a single section, nor do multiple sections between
each other.

3.2. RCU contexts in liburcu
Userspace-implemented RCU library librcu is a compile- and link-time solution for
using RCU primitives in arbitrary C software without depending on kernel features
of the operating system (OS) [12]. The library supports multiple implementations
of the RCU semantics, the API consists of free functions with prefixes corresponding
to the name of the technique (urcu) and the implementation technique (i.e. mb
for memory barrier, qsrb for quiescent state-based reclamation or signal for using
posix signals). By default, API calls are implemented as external linkage functions,
and the generated IR code therefore contains explicit references to the mentioned
free functions. Using optimizations which cause the functions to be inlined will
render the solution described here unusable. Inlining small functions can be the
result of link-time optimization or by defining the URCU_INLINE_SMALL_FUNCTIONS
preprocessor symbol before including the library headers.

Another limitation is that debug information must be generated alongside with
the IR code. An example of an API function which is used for opening a read-side crit-
ical section by using memory barriers as implementation is urcu_mb_read_lock().

There are two API functionalities, which must be used in pairs. For reg-
istering threads, one would used the urcu_<flavor>_register_thread() and
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urcu_<flavor>_unregister_thread(). These are used in a non-nested way (call-
ing register while already registered is an error), but the other pair of API func-
tions signifying the read-side critical sections can be nested indefinitely. These are
the urcu_<flavor>_read_lock() and urcu_<flavor>_read_unlock() functions.
The solution presented here is tailored towards the nestable usage, and can be
extended to consider the non-nestable case. There are API calls which can only
be safely used inside the context of registered threads (the majority of the librcu
API) and there are API calls, which have special meaning when inside a read-side
critical section (like defer_rcu() or synchronize_rcu()). The intended usage of
the solution presented here is to provide information about the potential execution
paths that are potentially enclosed in the mentioned API calls. It would help the
software’s discoverability, changeability, and maintainability to know which part of
the code potentially contributes to the synchronization structure.

4. Code comprehension framework
Our earlied work proposed a code comprehension framework for the RCU syn-
chronization contexts [7]. We have developed a static analysis solution based on
the Clang compiler. Our static analysis tool takes advantage of the LLVM IR
(Intermediate Representation) which is generated from the source code.

For context detection, the iterative algorithm of forward dataflow analyses uses
reverse postorder traversal of the control-flow graph (CFG) elements in case of
forward analysis in order for performance reasons. This results in a scalable method
for gaining an overview about the synchronization aspects of the software. The
modular nature of the approach lends itself to distributed use.

The transfer function saves the interesting locations (the instructions that can
be used to get the locations), by appending them to the basic block level global
fact, but only if this global fact is does not already contain them. In addition, if
a context ending API call is detected, the exit state of the instruction set to the
current global state of the basic block. The reverse postorder visitation guarantees,
if a context starting instruction then happens to precede a context ending one, there
is path in the CFG from the starter to the ending one. The set-like nature of the
list in turn allows for the halting of the fixed-point algorithm in finite steps, as
there are a finite amount of interesting locations inside a program.

The meet function is responsible for merging the exit states of multiple incoming
dataflow facts. This is defined as the concatenation of the dataflow fact lists in a
manner, that guarantees uniqueness of elements inside the resulting list, and the
preservation of relative ordering among the interesting locations.

5. Visualization of the contexts
Monaco Editor is maintained by Microsoft and available worldwide for free [14].
It has a playground with full of interactive examples and provides wide access to
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the editor and it supports feature like colorize the editor line-by-line, add different
error and warning messages or add a hover message when the cursor is hovered over
the text. Doing all this with JavaScript programming language for the dynamic
parts, CSS for styling and HTML to build the raw frame [8]. It gives full access
to the Document Object Model (DOM) supplemented by its own special elements.
However, it sets up some limitations.

The figures below show the four aspects of Monaco Editor that we consider to
be the most important. We would like to note that this is our implemented version
of the code parser and the Monaco Editor. The C++ code is approximately the
same in all four figures, with minimal changes in place, which were necessary in
order to be able to present the different possible appearance methods.

Figure 1. Visualization of an RCU thread registration.

In order to make it easier to distinguish different visualization parts, we used
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separate colors to display the individual methods and code parts. Figure 1 shows
a thread registration process. The editor highlights precisely the part of the code
where an urcu_memb_register_thread() registration takes place, the end of which
is indicated by urcu_memb_unregister_thread(). The editor highlights this part
of the code sections in yellowish color.

Figure 2. Visualization of an RCU lock snippet.

In Figure 2, we highlight another part of the previous code snippet where a read
lock was created. Its registration starts at the urcu_memb_read_lock() line and
ends with the urcu_memb_read_unlock() line. It is important to note that we can
set the highlighting of these blocks ourselves, which should be in focus, as shown
in Figure 1 and Figure 2 separately. We also have the option to display them at
the same time. In this case, the different layers in the editor will be aligned.

The algorithm detects deficiencies that can cause problems at the code level,
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such as the unregistration of registered threads or locks. The editor also draws the
user’s attention to such cases, as shown in the Figure 3. It also reveals which part
of the code is missing, and if there are several errors in the code, it shows how
many errors are in the editor in total. We can use the up and down arrows on
the right side of the error bar to jump back and forth between errors. With this
feature, real-time errors can be displayed to users, thereby avoiding the occurrence
of runtime problems.

Figure 3. Visualization of an alert.

In Figure 4, one can see the highlighting of a code fragment that uses a RCU
function that uses a shared variable outside the locking code snippet at runtime,
potentially causing an error that could arise due to shared memory. By highlighting
this, the user can better check whether the given piece of code has been provided
with the appropriate error handling or threading methods, which can be used to
avoid runtime problems due to shared memory space.

Figure 5 presents the comprehensive visualization of an RCU-based code snippet
in the Monaco Editor. This approach makes many aspects of the RCU usage more
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comprehensible. Our solution makes the debugging procedure, and bug fixes easier.
In addition to these, the Monaco Editor visualization implementation we cre-

ated is able to highlight potential runtime problems, such as over-indexing on the
array or highlighting different ranges and displaying hover messages.

Figure 4. Visualization of shared data’s usage outside the locking
snippet.

6. Conclusion
Despite RCU is a very powerful mechanism and in a sense simplifies thread handling
in order for someone to understand what is going on in the background, a deeper
understanding of the topic is required. The visualization tool does not answer
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Figure 5. Comprehensive visualization in the Monaco Editor.

all questions, but it helps to comprehend the background processes better. Our
previous work includes a code comprehension framework for RCU. This paper
presents the visualization approach based on the framework. The visualization
is implemented in the Microsoft’s Monaco Editor that is a modern, customizable
solution for high-level code comprehension.
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