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a b s t r a c t

This paper aims to design a robust internal model-based voltage control (RIMVC) scheme for DC
Microgrids (DCMGs) in the presence of unknown external disturbances. Maintaining voltage reference
tracking under measurement noise, delays, model parameter uncertainties and unknown external
disturbances while the load changes simultaneously is a severe challenge for the DC–DC converters
in DCMGs. By developing a modified internal model-based voltage control for DC–DC converters, this
work proposes a plug-and-play (PnP) robust voltage control scheme to address the abovementioned
challenge. The proposed control method has a cascade structure. In the first step, a modified IMC
control is designed to achieve desired tracking performance for a nominal dynamical system. In the
next step, the output feedback H∞ control part is added to improve the performance robustness under
external disturbances and parameter uncertainties. The efficiency of the proposed control scheme
is evaluated using a real-time MATLAB/Simulink testbed, taking into account unknown internal and
external disturbances under various rapid voltage reference changes, model parameter uncertainties,
constant power loads, system delays and normal load profile changes in multiple case study scenarios.

© 2023 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Recently, with the increasing penetration of distributed gener-
tors (DGs), Microgrids (MGs) are being seen as a viable solution
or fitting these DGs into modern power grids. Moreover, utilizing
CMGs due to their capability to integrate not only with the re-
ewable energy sources but also with most of the typical DC loads
s well as by preventing unnecessary AC/DC or DC/AC conversion
tages compared to AC Microgrids (ACMGs), is gaining more
opularity in both industries and research communities [1,2]. The
ncreasing popularity of DC systems can be attributed to a number
f factors, including the maturity of technological advances in
C–DC converters and the proliferation of DC renewable energy
ources (e.g., PV panels), energy storage systems (e.g., batteries),
nd DC loads (e.g., LEDs and electric vehicles) [3,4]. Besides, the
ower complexity of control objectives in DCMG systems due to
he absence of reactive power flow and frequency synchroniza-
ion issues provides an opportunity to address some of the other
icrogrid control challenges compared to ACMG systems. The

esilience performance in the presence of numerous unknown

∗ Corresponding author.
E-mail address: amba@energy.aau.dk (A. Basati).
ttps://doi.org/10.1016/j.segan.2023.101094
352-4677/© 2023 The Authors. Published by Elsevier Ltd. This is an open access art
external disturbances, measurement noises and control loop de-
lays are the other challenges of voltage stabilization in DCMG
systems [5,6].

The common trend in designing DCMGs’ control system is
the distributed concept, which relies on transferring information
between adjacent generation units. In recent years, various dis-
tributed control schemes with hierarchical structures including
primary, secondary, and tertiary levels have been proposed in the
literature [7,8]. Due to the greater importance and efficiency in
attaining the required control objectives, most recently published
DCMG control schemes focus mainly on the tertiary or secondary
levels issues. [9–11]. For instance, power management between
multiple MG clusters, economic dispatch and energy manage-
ment systems is implemented at the tertiary level. Moreover,
voltage restoration and power-sharing objectives are considered
at the secondary level. Finally, a local controller with a cascade
structure is used at the primary level to regulate the output
voltage within an acceptable range by following the received
voltage set-points from the secondary controller and to share the
output current among the units effectively [12].

Generally, DC–DC converters in DCMGs can be controlled in
two modes, voltage control or current control. In voltage and
current control modes, converters act as a controllable voltage
icle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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source to keep the output voltage within an acceptable range or
as a controllable current source by controlling the current to meet
the specified power reference, respectively [13].

In the primary level of power systems, both droop-based
nd non-droop-based control techniques are commonly used
o achieve the desired objectives of the primary controllers.
hile the majority of these techniques have decentralized struc-

ures [14,15], the rapid advancements in communication network
echnologies have led to the popularity of distributed architec-
ures that rely on communication links [16]. However, there
re concerns about the security of information transmitted via
hese communication links in the cyber layer, which is crucial
or precise controller operation [17]. Despite this, some voltage
ontrol methods, like those proposed in [18–21], leverage the
dvantages of decentralized structures, including scalability and
lug-and-play (PnP) functionality, by using distributed architec-
ures. Nevertheless, other critical challenges, such as maintaining
ystem performance within acceptable limits in the presence
f internal and external disturbances, measurement noises, and
odel uncertainties and delays, have received little attention.
In practice, DG units are encountered some time-varying or

nknown external disturbances [22]. Moreover, the MG’s stabil-
ty may be degraded or even destroyed if no action is taken
gainst the presence of external disturbances [23]. Different con-
rol approaches have been explored and implemented for these
urposes recently. For example, in [15], a state-dependent riccati
quation-based optimal control is proposed for stabilization and
nline reference tracking by considering the system’s nonlinear-
ties. In addition, in [24], a kalman filter-based control strategy
s proposed by considering uncertainties in both measurements
nd models for MGs with battery energy storage systems (BESS).
he control scheme’s goal is to limit the amount of active and
eactive power purchased from the main grid by controlling the
ESS’s output current. Moreover, sliding-mode control is a well-
nown control structure for keeping a system resilient to external
isturbances by pushing the system’s dynamics to move over a
reset switching surface with a discontinuous control signal [25].
lthough the sliding mode controls proposed for the distributed
anner control system perform reasonably well at both the pri-
ary and secondary levels, they have some drawbacks, such as
hattering phenomena that cause voltage tracking issues in the
CMGs’ performance.
Besides, Internal Model-based Control (IMC) is an advanced

ontrol structure that fulfills control goals using a mathemat-
cal model of the plant under control. IMC has gained signifi-
ant acceptance in process control systems because of its sim-
licity, good resilience, faster step response, less overshoot in
ransient responses, etc. For instance, a two-degree-of-freedom
MC scheme for a DCMG system with unknown external dis-
urbances is proposed in [26]. Although this control system can
chieve some of the desired control goals for DCMGs (as discussed
n [26]), a modified IMC control is needed to compensate for the
hortcomings of standard IMC schemes fully.
This study is motivated by the question of how to improve the

reviously proposed method’s robustness by employing robust
ontrol theory to develop an output feedback controller capable
f keeping the system’s performance within an acceptable range
n the presence of modeling errors between the plant’s real model
nd nominal model. One of these issues is the difficulty in main-
aining the system output within an acceptable range according
o IEEE standards while taking into account some model uncer-
ainties, which are more likely to arise over time due to changes
n the converter’s parameters, load uncertainties, MG topology
hanges, and other factors.
To this end, a modified robust IMC scheme for a high-speed yet
ccurate voltage control of DCMGs is presented in this study. To t

2

face this challenging design problem, a cascade control scheme is
proposed. In the first step, a modified IMC control is presented to
guarantee desired tracking performance for the nominal dynami-
cal system. In the next step, the output feedback H∞ control part
is added in order to improve the robustness in the presence of
external disturbances and parameter uncertainties. An inner loop
of standard IMC and an outer loop of robust control make up this
control system. The internal model controller is designed using
the standard IMC design method. Using any conventional robust
control approaches, the robust controller can be constructed to
ensure robust stability and performance.

An H∞ robust internal model-based voltage control (RIMVC)
is proposed in this paper to ensure not only all of the poten-
tial advantages of using conventional voltage controllers, which
were unable to eliminate external disturbances, but also to fully
remove external disturbances as well as measurement noises
and model uncertainties. For designing such a control approach,
precise mathematical modeling of the explored MGs is needed.
Although the proposed control scheme is located at the lowest
level of a hierarchical control structure for DCMGs, it plays a
crucial role in a hierarchical control structure. Furthermore, the
entire hierarchical control structure is highly dependent on the
primary controller’s performance, which significantly impacts the
control system since they are responsible for achieving some of
the most critical DCMGs’ desired control goals.

In this study, a DCMG testbed with N units is utilized to
validate the efficiency of the proposed control scheme. This MG
testbed is designed to take into account a variety of variables
such as different MG topologies, load variations, and PnP capabil-
ities. It should be highlighted that these additional achievements,
particularly those achieved by modifications to the standard IMC
control structure discussed in [26], do not add significant compu-
tational costs to the system.

The main contributions of this study include:

• Proposing a fully decentralized and robust internal model-
based voltage regulation control scheme that enables pre-
cise and stable voltage control.

• Providing plug-and-play (PnP) functionality for all distributed
generation (DG) units and the ability to scale up to a high
number of units, making the system highly adaptable to
changes.

• Proposing a comprehensive resilience control scheme that
deals simultaneously with internal and external disturbances
model parameter uncertainties, measurement noise, and
system delays in the control loop. This scheme ensures that
the system performance remains within acceptable limits
even in fast voltage reference changes and load profile
variations.

The rest of this paper is organized as follows: Section 2
presents a mathematical model of the DCMG system. In
Section 3, a comprehensive description of the proposed Robust
IMC technique is presented. The simulation results are repre-
sented in Section 4. In addition, a brief discussion is given in
Section 5, which is followed by numerical evaluations. Finally, the
paper is concluded in Section 6.

2. DC microgrids mathematical model

Fig. 1 depicts the general layout of a DCMG testbed. For the
sake of simplicity in modeling, two DG units, i and j, connected
hrough a distribution line consisting of Rij and Lij, are considered.
he mathematical equations of the model could change as a result
f various DC–DC converter types, such as boost or buck, and so
n. Two DC–DC buck converters with suitable Ri, Li and Ci values,

wo DC sources Vdci and Vdcj, and two DC loads represented by two
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Fig. 1. DCMG configuration in which DGi is connected to DGj via a distribution line.
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urrent sources ILi and ILj are included in the DCMG that is used
o derive the mathematical model in this section. Each DG unit is
inked to a local load. Each DG unit comprises a DC source coming
rom the renewable energy source (RES), a DC–DC converter, and
local load with a variety of unknown profiles.
This paper considers a common configuration of a DCMG,

hich consists of a transistor switch, an RL filter with the pa-
ameters Ri, Li, and a shunt capacitor Ci, based on the presented
odel in [13].

G i :

{ dVi
dt =

1
Ci
Ii − 1

Ci
ILi +

1
Ci
Iij

dIi
dt = −

1
Li
Vi −

Ri
Li
Ii +

dbucki
Li

Vdci

(1)

Line ij :
dIij
dt

= −
Rij

Lij
Iij +

1
Lij

Vj −
1
Lij

Vi (2)

Moreover, based on the [18,27], a quasi stationary model of
DCMG with multiple DGs is considered in this study, which
means that all distribution lines can be assumed to have quasi-
stationary dynamics if the time constant of line transients is
extremely fast, meaning that Li and Lj are significantly small,
hen line dynamics can be neglected. ( dIijdt = 0). Based on this
ssumption, (2) may be simplified as:

ij =
Vj − Vi

Rij
(3)

Substituting (3) into (1) gives the governing differential equa-
tions of DGi as:

DG i :

⎧⎪⎨⎪⎩
dVi
dt =

1
Cti

Iti −
1
Cti

ILi +
1

CtiRij
Vj −

1
CtiRij

Vi

dIti
dt = −

1
Lti
Vi −

Rti
Lti

Iti +
dbucki
Lti

Vdci

(4)

From (4), the state-space equations of the DGi can be derived
as:[
V̇i

İi

]
=

[
−

∑
j∈Ni

1
CiRij

1
Ci

1
Li

Ri
Li

][
Vi
Ii

]

+

[
−

1
Ci

∑
j∈Ni

1
CiRij

0
0 0 1

Li

][ ILi
Vj

dbuckiVdci

]
(5)

⎡⎢⎢⎣y1
y2
y3

⎤⎥⎥⎦ =

⎡⎢⎢⎣1 0

0 0

0 0

⎤⎥⎥⎦
[
Vi

Ii

]
+

⎡⎢⎢⎣0 0 0

1 0 0

0 0 1

⎤⎥⎥⎦
⎡⎢⎢⎣ ILi

Vj

dbuckiVdci

⎤⎥⎥⎦ +

⎡⎢⎢⎣1

0

0

⎤⎥⎥⎦ ni(t)

(6)

where
[
Vi Ii

]T are the states, ui = dbuckiVdci is the input, and
n (t) model unknown external disturbances.
i D

3

Fig. 2. Structure of internal model control.

ssumption 1. The external disturbance ni(t), i ∈ {1, 2, . . . ,N},
atisfies |ni| ≤ ρ and |ṅi| ≤ σ , where N indicates the number of
G units, and ρ and σ are positive constants.

The system matrix dimension should be squared for simplicity
n the IMC design procedure, and thus the number of inputs and
utputs should be equal. Therefore ILi and Vj are considered as
wo exogenous inputs that necessitate considering two virtual
utputs in output vector yi =

[
Vi ILi dbuckiVdci

]T to keep the
ystem’s matrix squared.

. Proposed RIMVC strategy

This paper proposes a new control design for VSCs based on
he modified two degrees of freedom IMC and the H∞ robust
control. The proposed control system includes IMC for voltage
regulation by tracking the received secondary controller’s set-
points and robust control for increasing robustness and enhanc-
ing voltage regulation quality in the face of model uncertainties.
It is worth mentioning that utilizing a H∞ robust controller over
the modified IMC will have no considerable impact on the com-
putational complexity or dynamic performance of the proposed
method.

The design procedure can be summarized as follows:

• Design the modified IMC control to achieve the desired
tracking performance, such as a low steady-state tracking
error.

• Design the H∞ control in order to improve the system’s
tracking performance, disturbance rejection, or robustness.

The modified IMC and H∞robust control designing procedures
re discussed in the following.

.1. Proposed modified IMC strategy

The inner loop of the proposed method is a two-degree-
f-freedom internal model-based voltage control strategy for
CMGs, as shown graphically in Fig. 2.
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The output transfer function for each DG can be expressed as
ollows:
Y1(s)
Y2(s)
Y3(s)

]
  

Y (s)

=

[G11(s) G12(s) G13(s)
G21(s) G22(s) G23(s)
G31(s) G32(s) G33(s)

]
  

G(s)

[U1(s)
U2(s)
U3(s)

]
  

U(s)

+

[0
0
1

]
Ni(s) (7)

here, Yi, Ui, Gij and Ni are the outputs vector, inputs vector,
ub-transfer functions and external disturbance for each DG unit,
espectively.

ssumption 2. All the elements in G(s) are stable and due to
considering an equal number of input and output in the state-
space model, then the G−1(s) also exists. Moreover, for a perfect
control, a perfect model is needed. To this end it is assumed that
the equivalent model of G(s) is also perfect, therefore G̃(s) =

(s) [28].

For the sake of simplicity in calculation, G(s) could be split
nto two distinct sub-functions based on minimum phase (MP)
nd non-minimum phase (NMP) terms, each containing either
(s)’s MP or NMP terms. G−(s) is the subsystem containing MP
erms, such as the plant’s stable poles or zeros, while G+(s) is the
ubsystem containing NMP terms, such as delays and right-hand
ide zeros. It should be mentioned that according to the G(s)’s
ight-hand side zeros, equal poles on the left-hand side with the
ame value as the denominator’s zeros should be added to the
+(s). Then, G(s) = G+(s)G−(s), where

+(s) = e−τ s
∏
i

−βis + 1
βis + 1

βi > 0 (8)

G−(s) = G(s)G−1
+

(s). (9)

Also, the updated model transfer function could also be reformu-
lated as follows in the presence of time delay in the system, such
as e−τ s, using the first-order Pade approximation:

e−τ s
≈ (

1 −
τ
2 s

1 +
τ
2 s

) (10)

G̃(s) = G(s)(
1 −

τ
2 s

1 +
τ
2 s

) (11)

Based on the proposed control method depicted in Fig. 2, the
output expression is as follows:

Y (s) = Qr (s)G̃(s)Yd(s) + (1 − QrQd(s)G̃(s))Gd(s)D(s) (12)

The output expression includes two main components, the first
one is used to maintain voltage reference tracking by using the
Qr (s), and the second one is used to maintain disturbance rejec-
tion by using the Qd(s).

Moreover, an ideal IMC controller can be designed if G(s) is
erfect and it has the inverse model, but since the inertial ele-
ent and integration element are always present in the process,

he inverse model will be challenging to achieve in practice.
o address this issue, a filter such as F (s) is needed to ensure
obustness to the modeling mismatches as well as stability, in
he presence of a mismatch between the G(s) and the G̃(s) [28].
ased on [6], the closed-loop stability can be guaranteed for any
ismatch by selecting large enough constants for the filter. The

ilter equation is represented below:

(s) =
as + b

(1 + λs)n
(13)

here a, b, λ, and n should be calculated in such a way that
he ramp changes reference tracking error becomes zero and the
 t

4

value of n must be chosen such that Qr (s) could be a proper
transfer function, as well [29].

a =
(λnG+(0) −

dG+(0)
ds )

G2
+(0)

(14)

b = G−1
+

(0) (15)

Finally, the expressions for the Qr (s) and Qd(s), which are
epresented in Fig. 2 are as follows:

Qr (s) = F (s)G−1
−

(s) (16)

d(s) =
1 + α1s + · · · + αmsm

(λs + 1)m
(17)

To remove the effect of the disturbance dynamics Qd(s), it is
necessary to fine-tune every aspect of the system, including the
values of its parameters such as α1, . . . , αm and λ, in such a way
that they are chosen properly. It is important to note that the
acceptable range of the system’s speed can be attained by select-
ing a suitable value for λ. Despite this, it is important to keep in
mind that there is a trade-off that must be considered between
the system speed and the controller efforts. For the purposes of
this investigation, in accordance with the disturbances dynamics
(according to the ρ and σ values in Assumption 1) a first-order
low-pass filter with a large time constant Gd(s) =

1
10s+1 as well

s λ = 0.05 are considered in this study.
According to the Tdy(s) transfer function, the ideal performance

s when all of the input disturbances frequencies do not pass to
he output, which represents the ratio between disturbances and
utput signals.

dy(s) =
Y (s)
D(s)

= (1 − QrQd(s)G̃(s))Gd(s) (18)

he Qd(s) parameters have to be chosen in such a manner to mit-
gate all disturbance frequencies in the output signals as quickly
s feasible. To accomplish this, the following condition needs to
e satisfied:

dy(s)| s=−0.1
λ=0.05

= 0 (19)

According to the Gd(s) and Tdy(s) transfer functions if the
dy(s) has a zero equal to the Gd(s) pole at s = −0.1, the
isturbance would be unable to reach the output y(s), and thus
he Gd(s) dynamics are completely eliminated. In other words,
he proposed IMC is utilized to improve the trade-off between
et-point tracking and disturbance rejection in a good manner to
eep both control goals within an acceptable range as defined by
EEE standards [30,31].

.2. Proposed H∞ robust control

H∞ feedback controller in combination with a modified IMC
ontrol can enhance anti-disturbance capability as well as ro-
ustness in the face of unforeseen model uncertainties. Accord-
ngly, system robustness can be guaranteed even in the pres-
nce of model uncertainties and external disturbance as well as
easurement noises and time delay.
H∞ control minimization is a control theory technique that

nables the design of robust controllers for uncertain and com-
lex systems. Its primary objective is to minimize the impact of
xternal disturbances while maintaining specified performance
evels. This technique achieves this goal by minimizing the H∞

orm of the system transfer function, which represents the max-
mum gain from disturbance to output. H∞ control is a powerful
ool for control system design as it offers a systematic approach
o developing robust controllers for complex systems, both con-
inuous and discrete-time. It has several advantages, including
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Fig. 3. The general configuration of the standard robust controller.

Fig. 4. The block diagram of the proposed H∞ controller.

ts ability to handle nonlinearities and uncertainties, incorporate
esign specifications, and apply to a wide range of applications.
Designing a H∞ feedback controller using robust control the-

ory provides system robustness when the controller is subject to
model perturbations and external disturbances [32]. Compared
to the conventional primary controller, the H∞ internal model-
based voltage controller can improve transient and steady-state
performance and regulate output voltage more precisely.

The H∞ feedback controller’s design can be transferred as a
standard robust control check. The H∞ standard configuration in
Fig. 3 provides the general formulation, as shown below.[
z
y

]
= P(s)

[
w

u

]
=

[
P11(s) P12(s)
P21(s) P22(s)

][
w

u

]
(20)

The following formulation yields P(s):

P(s) =

(
D11 D12
D21 D22

)
+

(
C1
C2

)
(sI − A)−1(B1B2) (21)

According to the standard robust control configuration, the
Gnew(s) in this configuration can also be considered as the P(s), as
shown in Fig. 4. As can be seen, all of the components encircled
by dashed lines can be viewed as Gnew(s) in order to consider the
main problem as a standard robust control problem. The robust
controller K (s) is then utilized as a robust controller in a standard
robust control problem. Where, u is the main control input, u1 is
the IMC output signal, u2 is the H∞ feedback controller output
signal, Ṽo is the estimated output voltage, ω is the external dis-
turbance input signal, Zi is the weighted performance output, Wi
are the weighting factors. For the rest of the design procedures,
Gnew(s) state-space model is needed. For this purpose, new state
variables xi, new inputs u1 and u2, new outputs zi should be
considered in order to drive the governing differential equations
of the systems. Based on this, the state-space realization of the
generalized plant Gnew(s) can be written as below.

Gnew,i(s) :

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

ẋ = (Ai + ∆Ai)x + (B1,i + ∆B1,i)w
+(B2,i + ∆B2,i)u

z∞ = (C1,i + ∆C1,i)x + (D11,i + ∆D11,i)w
+(D12,i + ∆D12,i)u

y = (C2,i + ∆C2,i)x + (D21,i + ∆D21,i)w

(22)
+(D22,i + ∆D22,i)u

5

where, x = [x1, x2, x3, x4, x5, x6, x7]T , z∞ = [z1, z2, z3]T , y =

[y1, y2]T , w = [ω, u1]
T and u = [u2] are the states, control

outputs, measured outputs disturbances and control input vec-
tors, respectively. Moreover, Ai, B1,i, B2,i, C1,i, C2,i, D11,i, D12,i, D21,i
and D22,i are the nominal system matrices and ∆Ai, ∆B1,i, ∆B2,i,
∆C1,i, ∆C2,i, ∆D11,i, ∆D12,i, ∆D21,i and ∆D22,i represent the model
uncertainties for ith DGs.

Assumption 3. The model uncertainties ∆Ai, ∆B1,i, ∆B2,i, ∆C1,i,
∆C2,i, ∆D11,i, ∆D12,i, ∆D21,i, and i ∈ {1, 2, . . . ,N}, where N
indicates the number of DG units, satisfies:

•
∆AT

i ∆Ai


∞
≤ 1.

•
∆BT

1,i∆B1,i


∞
≤ 1 and

∆BT
2,i∆B2,i


∞

≤ 1.
•

∆CT
1,i∆C1,i


∞

≤ 1 and
∆CT

2,i∆C2,i


∞
≤ 1.

•
∆DT

11,i∆D11,i


∞
≤ 1 and

∆DT
12,i∆D12,i


∞

≤ 1.
•

∆DT
21,i∆D21,i


∞

≤ 1 and
∆DT

22,i∆D22,i


∞
≤ 1.

Where ∥∥∞ is the infinity norm. All the nominal system matrices
can be found in Appendix A.

Assumption 4. According to [33], following assumptions are
made:

• (A, B1) is stabilizable and (C1, A) is detectable.
• (A, B2) is stabilizable and (C2, A) is detectable.
• DT

12

[
C1 D12

]
=

[
0 I

]
.

According to the controllability and observability concepts
for a state space model of the system, the stabilizability and
detectability concepts can be defined as follows:

• The stabilizability pertains to the property whereby all un-
controllable modes exhibit convergence.

• The detectability pertains to the property whereby all unob-
servable modes exhibit convergence.

For the sake of brevity, Appendix B contains all the calculations
needed to prove the above assumptions.

The control law can be stated using the following formula,
which is derived from the standard robust control problem:

u2 = K (s)y (23)

Then, the H∞ control problem is to find the output feedback
controller K (s) which satisfies the following inequality:

∥Tω→z(s)∥∞ ≜ sup
s=jw

∥z(s)∥2

∥w(s)∥2
≤ γ (24)

ω→z(s) = P11 + P12K (I − P22K )−1P21 (25)

here Tω→z(s) is the transfer function from the single input ω
to multiple output z. This means that the H∞ norm of Tω→z(s) is
maintaining less than a prescribed value γ > 0. The procedure
for selecting the weighting factors (Wi) in an H∞ controller
necessitates a balancing act between the desired characteristics
of robustness and system performance. Weighting factors are em-
ployed to shape the closed-loop transfer function of the system
and prioritize control objectives such as fast reference tracking,
disturbance rejection, bounded control effort, etc. After making a
number of trial-and-error selections for these weighting factors,
these values were ultimately chosen as providing the best balance
of robustness and performance (W1 = 30, W2 = 20 and W3 = 1).

3.3. LMI formulation

In this section, the LMI formulation for calculating the con-
troller K (s) is discussed. The following is a lemma that can be
used to turn the H∞ constraints into an LMI, which ultimately
results in obtaining the controller K (s) parameters.
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Lemma ([34]). For a continuous-time transfer function Tω→z(s), the
ollowing statements are equivalent:

• The ∥Tω→z(s)∥∞ < γ and A is stable Re(λi(A)) < 0.
• there exists a symmetric positive definite solution X to the

below LMI:⎛⎝ATX + XA XB CT

BTX −γ I DT

C D −γ I

⎞⎠ < 0 (26)

roof. See, e.g., [35], Page 82.

According to the [36], the following matrices should be consid-
red to obtain the LMIs and in following to obtain the controller
(s) parameters as below:

HXcl =

⎡⎢⎢⎣A
T
∞
Xcl + XclA∞ XclB∞ C

T
∞

B
T
∞
Xcl −γ I DT

11

C∞ D11 −γ I

⎤⎥⎥⎦
PXcl =

[
BT

∞
Xcl 0 DT

12∞

]
Q∞ =

[
C1∞ D21∞ 0

]
(27)

here

d =
√
X − Y−1 Xcl =

[
X Xd
XT
d I

]
A∞ =

[
A 0
0 0

]
B

∞
=

[
0 B2
I 0

]
C1∞ =

[
C1 0

]
B∞ =

[
B1
0

]
C1∞ =

[
0 I
C3 0

]
D12∞ =

[
0 D12

]
D21∞ =

[
0
D21

]
inally, the controller parameters K∞ are obtained by solving the
ollowing LMI condition with the MATLAB LMI toolbox:

Xcl + Q T
∞
K T

∞
PXcl + PT

XclK∞Q∞ < 0 (28)

where

K∞ =

[
Ak∞ Bk∞
Ck∞ Dk∞

]
(29)

For the sake of brevity, Appendix C lists all of the controller
arameters K∞ only for DG 1. A more in-depth discussion of the
MI design procedure can be found in [37].

.4. Voltage control of DC microgrids with boost converters

The main model presented in the DCMG modeling section can
ccommodate various types of DC–DC converters, as mentioned
arlier. In the DCMG system described here, the DGk is typically
DC–DC boost converter. Fig. 2a depicts the updated DCMG

onfiguration. The following mathematical expression describes
he DGk with Ni neighbors:

G k :

{
dVk
dt =

Dk
Ck
Ik −

1
Ck
ILk +

1
Ck

∑
j∈Ni

Vj−Vk
Rkj

dIk
dt = −

Dk
Lk
Vk −

Rk
Lk
Ik +

1
Lk
Vdck

(30)

where Dk = 1 − dboostk and dboostk is the duty cycle of the DC–
DC boost converter of the DGk. It should be mentioned that the
new system configuration with a DC–DC boost converter results
in a nonlinear system, unlike the previous configuration with DC–
DC buck converters. This is because two nonlinear terms, DkVk
and DkIk, are now present in the system. However, the control
schemes presented in this study incorporate the nominal model
of the system, which eliminates the need for linearization before
applying the controller. This approach accounts for nonlinearities
6

Table 1
Specification of the testbed DCMG.
DG # DC–DC Buck Load (�) Voltage

Converter Parameters reference

Rt (�) Lt (mH) Ct (mF) (V)

1 0.2 1.8 2.2 9 47.9
2 0.2 2.0 2.1 7 48.0
3 0.3 2.0 1.9 18 47.7
4 0.1 1.8 1.8 4 48.0
5 0.6 2.8 2.2 6 47.8
6 0.2 1.8 2.1 7 48.1

Table 2
Distribution network parameters.
Line Impedance Zij Rij(�) Lij(mH)

Z12 0.05 1.8
Z13 0.06 1.7
Z34 0.07 1.7
Z24 0.08 1.8
Z45 0.07 1.8
Z16 0.06 1.5
Z56 0.05 1.3

during the controller design process, assuming that the nominal
model (G̃(s)) is sufficiently close to the actual system (G(s)).
Ideally, an IMC controller could be designed if G(s) and its inverse
model were perfect, as mentioned in Assumption 2. However, it
is difficult to achieve the inverse model in practice due to the
presence of inertial and integration elements in the process. To
ensure robustness against modeling mismatches and stability in
the presence of differences between G̃(s) and G(s), a filter like F (s)
is required. As mentioned earlier, the proposed method does not
require linearization if an accurate model of the system is used.
In other words, the controller design procedures for the DCMG
with nonlinear converters are the same as those for the DCMG
with linear converters.

4. Simulation results

To evaluate the proposed methodology in this study, a model
of an islanded DCMG consisting of 6 DGs with buck convert-
ers is used. This model, which is based on [18], is shown in
Fig. 5 and serves as an example of a conventional method for
controlling DCMG voltage. The method that is suggested is an
offline decentralized control scheme for the purpose of ensuring
that the voltage stability in DCMG is maintained. This method
has the potential to have a general interconnection topology,
PnP functionalities, and the capacity to be scaled up for a large
network. Tables 1 and 2 summarize the parameters of DGs and
the distribution network, respectively. It is important to note that
to demonstrate the effectiveness of the proposed method, some
modifications are applied to distribution line characteristics and
loads based on the parameters provided in [18]. Note also that
white noise is added to the outputs of each DG unit to simulate an
external disturbance. A variety of case studies is also considered
to investigate how well the proposed RIMVC scheme performs
in terms of voltage tracking ability, PnP functionality, and ro-
bustness to load changes and parameter variations. These include
voltage tracking, load changing, PnP functionalities, robustness
evaluation for parameter fluctuations in transient and steady-
state performance, and in the presence of CPLs, and internal
system delay following IEEE standards [31], which are discussed
below.
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Fig. 5. Islanded DCMG consisting of 6 DGs as case study.

4.1. Case study 1: Voltage tracking

In this case study, the proposed control scheme is evaluated
nd compared with the conventional voltage control presented
n [18] regarding the reference tracking quality in DG 1 and
G 3 simultaneously. The dynamic response of the DGs output
oltages, the dynamic error between the set points and output
oltages and control efforts are depicted in Fig. 6. As shown in
ig. 6, both the proposed and conventional controllers enables
Gs to quickly track the variations of the reference voltage in
heir output with an acceptable error range. The difference is that
he proposed RIMVC offers a lower voltage tracking error and
emands a lower energy cost (i.e., a lower control effort).

.2. Case study 2: Load change

A key requirement of voltage control schemes is the ability to
aintain an acceptable output voltage deviation while loads vary.
he dynamic output voltage and current of all DGs with both the
roposed IMVC and the conventional voltage control under severe
oad changes (up to 40% of nominal loads) are shown in Fig. 7
nd Fig. 8, respectively. It is observed that the proposed control
trategy is still within acceptable output voltage deviations (ac-
ording to the abovementioned IEEE standard [31]). The proposed
IMCV performs better in transient and steady-state responses, as
emonstrated.

.3. Case study 3: PnP functionality

In this case study, the proposed control scheme’s PnP function-
lity is compared to the conventional voltage controller in [18].
o do so, we physically disconnect DG 5 from the main net-
ork at t = 2 s, and reconnect it at t = 4 s (as shown in
ig. 10), causing changes to the network structure that directly
r indirectly affect DGs connected to DG 5. To ensure a fair
omparison, a bumpless transfer scheme is used. This scheme
voids unexpected shifts in the controller variables and provides
smooth transition during plug-out and plug-in switching times.
he bumpless transfer scheme procedure, which was first studied
or manually switching between different PIDs, is discussed in
ore detail in [38]. Fig. 9 highlights that the DGs connected

o DG 5 perform better with the proposed control scheme in
erms of voltage regulation. The DCMG system is shown to be
obust, and the PnP functionality of DG5 has no impact on the
ystem’s stability. Therefore, no changes are necessary to the local
ontroller’s operation.
7

4.4. Case study 4: Robustness for parameters fluctuation

The robustness of the proposed control scheme in the presence
of parameter uncertainties is evaluated in this section. Since the
DC–DC converter parameters (such as Ci, Li and Ri) fluctuate more
requently in practice than other parameters, the robustness anal-
sis is investigated in terms of uncertainty in these parameters.
ccording to the IEEE standards [31], a device connected to a 48
rural DCMG system can have a normal operation and still be

table in terms of transient performance (for a short time) if the
ystem provides voltage in the range of 36 to 58. As shown in
ig. 11, with RIMCV in DG1, the system remains stable by adding
0% variation to all of the abovementioned DC–DC converter
arameters. However, the conventional controller cannot handle
his situation, leading to instability. This observation confirms the
uperiority of the proposed controller in terms of robustness to
ncertainties compared to the conventional controller.

.5. Case study 5: Robustness evaluation in presence of CPLs and
nternal disturbances

In this case study, the robustness of the proposed method is
valuated in the presence of the different constant power loads
CPLs). To this end, six CPLs with different capacities are consid-
red as the local loads according to the DCMG configuration in
his paper, as depicted in Fig. 5. It should be noted that, as we
onsidered the ui = dbuckiVdci as the control signal for the IMC
ontroller, any changes to the input voltage source (Vdci ) can be
onsidered as internal disturbances. These internal disturbances
re added to the generated control signal by the IMCs and lead
urther away from the desired control goals of the IMCs, such
s the appropriate fast reference tracking in the presence of
xternal disturbances in the measured output. Therefore, another
ontrol loop is needed to keep the system performance within
he acceptable range even in the presence of internal disturbances
ot considered in the IMC design procedure and not covered by
he IMC. In the proposed RIMVC methods, the H∞ controller is
dded to the inner IMC loop to improve the system performance
ot only in the presence of the model parameter uncertainties
ut also in the un-modeled internal disturbances. As you can
ee in Figs. 12 and 13, in case study 5, although the system has
ix different times varied input voltage source profiles, the CPLs
ave absorbed the constant power from the network even in
he presence of unmodeled internal disturbances and reference
hanges in two different DGs (DG 1 and DG 3) which shown
he effectiveness and the robustness of the proposed method.
oreover, it should be mentioned that the final control effort
ignals (U) for the rest of the DG units, which do not have
ny reference changes (DG 2, DG 4, DG 5, and DG6), remain
onstant even the internal disturbances are injected to the plant.
n other words, the H∞ controller (U2) tries to compensate for
he negative consequences of the injected internal disturbances
time-varying input voltage source (Vdci ), which are manipulated
y the IMC control signals (U1). Moreover, the final control effort
ignal (U) for the units that have reference changes is not constant
nd has changed to make the appropriate response to the input
eference changes.

.6. Case study 6: Utilizing different types of DC-DC converters

This case study demonstrates the versatility of the proposed
IMVC control scheme by testing it on a DCMG system that
mploys two different DC–DC boost converters, DG1 and DG2.
he study aims to show that the proposed control scheme is not
imited to DCMGs with linear converters such as buck converters,
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Fig. 6. Performance evaluation of the DG 1 and DG 3, with respect to voltage reference variations: (a.1) Output voltage of DG 1, (a.2) Voltage tracking error of DG
1, (a.3) Controller effort of DG 1, (b.1) Output voltage of DG 3, (b.2) Voltage tracking error of DG 3, (b.3) Controller effort of DG 3.
Fig. 7. Output voltages of all DGs under load variations: (a) DG 1, (b) DG 2, (c) DG 3, (d) DG 4, (e) DG 5, (f) DG 6.
but can also be applied to systems with different types of con-
verters that may introduce nonlinearities into the system model.
8

To evaluate the performance of the DCMG system under differ-
ent types of DC–DC converters and in the presence of internal
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Fig. 8. Output currents of all DGs under load variations: (a) DG 1, (b) DG 2, (c) DG 3, (d) DG 4, (e) DG 5, (f) DG 6.
Fig. 9. PnP functionality evaluation of DGs: (a) Output Voltage DG 4, (b) Output Current DG 4, (c) Output Voltage DG 5, (d) Output Current DG 5, (e) Output Voltage
DG 6, (f) Output Current DG 6.
disturbances caused by time-varying voltage sources, the voltage
tracking scenario from Case Study 2 is repeated. The results, as
presented in Figs. 14 and 15, show that the proposed RIMVC
technique maintains acceptable system performance even when
various DC–DC converters are used.
9

4.7. Case study 7: System delay and external disturbances

In this case study, the system performance is evaluated by con-
sidering the proposed method in the presence of a large system
delay of 1 s (e−s) and external disturbances simultaneously, for
two units (DG 1 and DG 5). As discussed earlier in Section 3.1, in
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G

Table 3
Performance comparison between the proposed method and the conventional control.
Controller type Scenarios

RIMVC

Case Study 1 Case Study 2 Case Study 3 Case Study 4

DG1 →

{
IAE = 0.79
∥u∥2 = 189.9

DG3 →

{
IAE = 1.47
∥u∥2 = 187.8

DG1 →

{
IAE = 0.87
∥u∥2 = 178.4

DG2 →

{
IAE = 1.03
∥u∥2 = 179.8

DG3 →

{
IAE = 1.17
∥u∥2 = 181.1

DG4 →

{
IAE = 1.08
∥u∥2 = 164.3

DG5 →

{
IAE = 1.19
∥u∥2 = 153.2

DG6 →

{
IAE = 1.63
∥u∥2 = 181.1

DG1 →

{
IAE = 0.67
∥u∥2 = 213.2

DG2 →

{
IAE = 0.41
∥u∥2 = 196.5

DG3 →

{
IAE = 0.84
∥u∥2 = 187.6

Case Study 5 Case Study 6 Case Study 7

DG1 →

{
IAE = 7.597
∥u∥2 = 189.2

DG2 →

{
IAE = 5.604
∥u∥2 = 195.4

DG3 →

{
IAE = 7.406
∥u∥2 = 185.6

DG4 →

{
IAE = 10.45
∥u∥2 = 215.1

DG5 →

{
IAE = 8.063
∥u∥2 = 205.8

DG6 →

{
IAE = 7.062
∥u∥2 = 200.4

DG1 →

{
IAE = 1.03
∥u∥2 = 189.9

DG3 →

{
IAE = 5.646
∥u∥2 = 187.5

DG5 →

{
IAE = 2.256
∥u∥2 = 205.5

DG1 →

{
IAE = 8.535
∥u∥2 = 218.1

DG5 →

{
IAE = 10.06
∥u∥2 = 231.9

CC

Case Study 1 Case Study 2 Case Study 3 Case Study 4

DG1 →

{
IAE = 6.42
∥u∥2 = 199.9

DG3 →

{
IAE = 6.21
∥u∥2 = 198.7

DG1 →

{
IAE = 4.65
∥u∥2 = 189.6

DG2 →

{
IAE = 5.43
∥u∥2 = 195.3

DG3 →

{
IAE = 5.26
∥u∥2 = 186.1

DG4 →

{
IAE = 5.85
∥u∥2 = 200.3

DG5 →

{
IAE = 4.37
∥u∥2 = 187.2

DG6 →

{
IAE = 4.61
∥u∥2 = 233.1

DG1 →

{
IAE = NotApplicable
∥u∥2 = NotApplicable

DG2 →

{
IAE = NotApplicable
∥u∥2 = NotApplicable

DG3 →

{
IAE = NotApplicable
∥u∥2 = NotApplicable

Case Study 5, 6, 7

Not Applicable
∥

Fig. 10. Layout of the understudy DCMG following a topology change to evaluate
the DG 5’s PnP functionality.

the presence of any time delay in the system, the modified IMC
controller is responsible for generating an appropriate control
signal for providing acceptable system performances according to
the desired control goals. It should be mentioned that as the time
delay belongs to the group of NMP terms (Eq. (8)), by considering
the pade approximation (Eq. (10)), the updated model transfer
function for instance for DG 5 could also be reformulated as
follows:

G5+(s) = e−s (31)

5−(s) = G5(s)G−1
5+(s) (32)

G̃5(s) = G5(s)(
1 −

1
2 s

1 +
1
2 s

) (33)
10
Moreover, in the presence of external large-signal disturbances
as depicted in Fig. 16(a.4) and (b.4), both IMC and H∞ controllers
are operated to attenuate the negative consequence of the dis-
turbances Fig. 16(a.3) and (b.3). It is worth mentioning that as
soon as any changes occur in the reference’ signals, although the
system equations have an internal time delay, the IMC controller
(U1) start to react to changes while the effect of this reaction will
effect on the future of the system. In other words, by utilizing
this control technique, the time delay will be removed from the
control loop to the output side of the system. Therefore, although
the controller reacts to the reference changes at t=1, the system
output will change after 1 s time delay at t=2, as depicted in
Fig. 16(a.1) and (b.1).

5. Discussion

In this section, two quantitative measures, i.e., Integral Abso-
lute Error (IAE) and 2-norm of the control effort, are used to more
precisely evaluate the proposed control and conventional control
schemes for the considered DCMG. The calculation formulas for
these indices are as follows:

IAE :=

∫
∞

0
(r(t)i − y(t)i)dt (34)

u∥2 :=

(∫
∞

−∞

u(t)2dt
) 1

2

(35)

Table 3 presents a comprehensive performance analysis of the
proposed RIMVC control scheme and the conventional control
system in terms of Integral of Absolute Error (IAE) and 2-norm of
control effort for each DG unit. The results show that the RIMVC
outperforms the conventional control in all simulation scenarios.
In scenarios 1–3, the RIMVC achieves lower IAE for voltage track-
ing while using less control effort (energy) than the conventional
control system. In scenarios 4–7, the robustness of the RIMVC is
demonstrated in the presence of model parameter uncertainties,
CPLs, internal and external disturbances, different types of DC–DC
converters, and system time delay. Conversely, the conventional
control system exhibits instability in these scenarios, and the
performance indices values are not applicable.
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Fig. 11. Performance comparison of the proposed RIMVC, in the presence of model uncertainties for the DC–DC converter parameters in DG 1: (a.1) DGs output
voltage with RIMVC, (a.2) DGs output current with RIMVC, (b.1) DGs output voltage with conventional control, (b.2) DGs output current with conventional control.
Fig. 12. Performance comparison of the proposed RIMVC with CPLs, in the presence of model uncertainties for all DGs: (a) DGs output voltage with RIMVC, (b) DGs
output current with RIMVC, (c) DGs input voltage source, (d) Load Profile (CPLs).
6. Conclusion

This paper proposes a modified robust IMC-based control
scheme as a voltage control strategy for DCMGs. The perfor-
mance of the proposed method was validated using real-time
11
simulations in the MATLAB/Simulink environment to assess its
efficiency and accuracy under multiple scenarios. The results
demonstrate that the proposed controller can maintain reference
voltage tracking in the presence of unknown external distur-
bances; for the sake of comprehensivity, white noises are used
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Fig. 13. Control effort signal of all DGs: (a) DG 1, (b) DG 2, (c) DG 3, (d) DG 4, (e) DG 5, (f) DG 6.

Fig. 14. Performance evaluation of DCMG system with DC–DC boost converters in DG 3 and DG 5: (a.1) Output Voltage DG 1, (a.2) Output Current DG 1, (b.1) Output
Voltage DG 3, (b.2) Output Current DG 3, (c.1) Output Voltage DG 5, (c.2) Output Current DG 5.

12
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Fig. 15. Input voltage sources of all DGs: (a) DG 1, (b) DG 2, (c) DG 3, (d) DG
, (e) DG 5, (f) DG 6.

n this study, while the system is evaluated in terms of having
wide range of load and voltage reference changes, model pa-

ameter uncertainties, as well as the unit PnP functionalities. In
onclusion, the RIMVC responded better than other conventional
oltage control schemes due to its ability to remove external
isturbances and measurement noise in the presence of model
ncertainties. RIMVC significantly reduces output voltage peaks,
ransient response, and settling time when unknown external
isturbances are injected into the measured data. Some of the
 s

13
good achievements that were confirmed through the simulation
results include a fast-tracking response and a bounded control
effort. Extending the proposed method by adding other types of
converters and relaxing some of the considered assumptions in
this paper are the subject of future studies by the authors.
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Appendix A

Since the parameters of each DG unit differ slightly, all of the system matrices A, B1, B2, C1, C2, D11, D12, D21 and D22 for all DG units
are almost similar. For instance, all of the system matrices for DG1 are only listed below. DG1:

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0 1 0 0 0 0 0
−2.60 × 105

−179.3 0 0 0 0 0
0 0 0 1 0 0 0
0 0 −2.60 × 105

−179.3 0 0 0
0 0 0 0 0 1 0
0 0 0 0 −100 −20 0
1 0 −1 0 1 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
C1 =

[30 0 −30 0 30 0 0
0 0 0 0 0 0 20
0 0 0 0 0 0 0

]
D22 =

[
0
0

]

B1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0 0
0 2.52 × 105

0 0
0 2.52 × 105

0 0
1 0
0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
B2 =

⎡⎢⎢⎢⎢⎢⎢⎣

0
2.52 × 105

0
0
0
0
0

⎤⎥⎥⎥⎥⎥⎥⎦ C2 =

[
1 0 −1 0 1 0 0
0 0 0 0 0 0 1

]
D11 =

[0 0
0 0
0 0

]
D12 =

[0
0
1

]
D21 =

[
0 0
0 0

]

Appendix B

Stabilizability Check: To check if the pair (A, B1) is stabilizable, the following steps should be performed:
(I) Firstly, We need to compute the controllability matrix of the system defined by (A, B1), which is given by:

Co =
[
B1 A ∗ B1 A2

∗ B1 · · · An−1
∗ B1

]
(B.1)

where n = 7 is the order of matrix A which is a 7-by-7 matrix.
(II) Secondly, we need to check the rank of the controllability matrix. If the rank of Co matrix is equal to the n, then the pair (A, B1) is
said to be controllable. If the rank of Co is less than n, then we need to use for instance the Kalman decomposition to decompose the
system into controllable and uncontrollable subsystems. Rank(Co) = 3 < 7, therefore we need to check if all these four uncontrollable
states are stabilizable or not. The controllable subsystem is given by:

Ac = T−1AT = 1.0 × 105
∗

⎡⎢⎢⎢⎢⎢⎢⎣

0.0025 −0.0000 −0.0000 −0.0000 −0.0000 0 0
2.6010 −0.0043 −0.0000 −0.0000 −0.0000 0 0
0.0000 −0.0000 −0.0000 −0.0000 0.0000 0 0.0000

−0.0000 0.0000 0.0000 0.0000 0 0 −0.0000
0 0 0 0 0 −0.0000 0
0 0 0 0 0.0010 −0.0002 0

0.0000 0.0000 −0.0000 2.6010 0 0 −0.0018

⎤⎥⎥⎥⎥⎥⎥⎦ (B.2)

where T is a controllability transformation matrix.
(III) Then, we need to check the eigenvalues of the controllable subsystem Ac . If all the eigenvalues of Ac have negative real parts,
then the controllable subsystem is stable and the pair (A, B1) is stabilizable. If any eigenvalue of Ac has a positive real part, then the
controllable subsystem is unstable and the pair (A, B1) cannot be stabilized by any feedback control law.

eig(Ac) = 1.0 × 102
∗

⎡⎢⎢⎢⎢⎢⎢⎣

−0.0000 + 0.0000i
−0.8965 + 5.0206i
−0.8965 − 5.0206i
−0.8965 + 5.0206i
−0.8965 − 5.0206i
−0.1000 + 0.0000i
−0.1000 + 0.0000i

⎤⎥⎥⎥⎥⎥⎥⎦ (B.3)

Therefore, due to all the eigenvalues of Ac having negative real parts, then the controllable subsystem is stable and the pair (A, B1) is
tabilizable. To check if the pair (A, B2) is stabilizable, we should follow the abovementioned steps, therefore, we have: Rank(Co) = 2 <

7, therefore we need to check if all these five uncontrollable states are stabilizable or not.

Ac = T−1AT = 1.0 × 105
∗

⎡⎢⎢⎢⎢⎢⎢⎣

−0.0002 −0.0010 0 0 0 0 0
0.0000 0 0 0 0 0 0

0 0 −0.0018 −2.6010 0 0 0
0 0 0.0000 0 0 0 0
0 0.0000 0 −0.0000 0 0.0000 0
0 0 0 0 0 0 0.0000

⎤⎥⎥⎥⎥⎥⎥⎦ (B.4)
0 0 0 0 0 −2.6010 −0.0018
14
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eig(Ac) = 1.0 × 102
∗

⎡⎢⎢⎢⎢⎢⎢⎣

−0.0000 + 0.0000i
−0.1000 + 0.0000i
−0.1000 + 0.0000i
−0.8965 + 5.0206i
−0.8965 − 5.0206i
−0.8965 + 5.0206i
−0.8965 − 5.0206i

⎤⎥⎥⎥⎥⎥⎥⎦ (B.5)

Therefore, due to all the eigenvalues of Ac having negative real parts, then the controllable subsystem is stable and the pair (A, B2)
s stabilizable.

etectability Check: To check if the pair (C1, A) is detectable, the following steps should be performed:
I) Firstly, We need to compute the observability matrix of the system defined by (C1, A), which is given by:

b =

⎡⎢⎢⎢⎣
C1

C1 ∗ A
C1 ∗ A2

· · ·

C1 ∗ An−1

⎤⎥⎥⎥⎦ (B.6)

here n = 7 is the order of matrix A which is a 7-by-7 matrix.
II) Secondly, we need to check the rank of the observability matrix. If the rank of Ob matrix is equal to the n, then the pair (C1, A)
s said to be observable. If the rank of Ob is less than n, then we need to use for instance the Kalman decomposition to decompose
he system into observable and unobservable subsystems. Rank(Ob) = 2 < 7, therefore we need to check if all these five unobservable
tates are detectable or not. The observable subsystem is given by:

o = T−1AT = 1.0 × 105
∗

⎡⎢⎢⎢⎢⎢⎢⎣

−0.0000 2.6010 0.0000 0.0000 −0.0000 0 −0.0000
−0.0000 −0.0018 −0.0000 0.0000 −0.0000 0 −0.0000
0.0000 0.0000 −0.0002 −0.8677 0.0008 0 1.2257

−0.0000 −0.0000 0.0000 −0.0005 0.0000 0 0.0008
−0.0000 −0.0000 −0.0000 1.2257 −0.0013 0 −1.7343
0.0000 0.0000 −0.0000 0 0.0000 0 0.0000

−0.0000 −0.0000 0.0000 0.0000 0.0000 0 0

⎤⎥⎥⎥⎥⎥⎥⎦ (B.7)

here T is an observability transformation matrix.
III) Then, we need to check the eigenvalues of the observable subsystem Ao. If all the eigenvalues of Ao have negative real parts, then
he observable subsystem is stable and the pair (C1, A) is detectable. If any eigenvalue of Ao has a positive real part, then the observable
ubsystem is unstable and the pair (C1, A) cannot be detected by any feedback control law.

ig(Ao) = 1.0 × 102
∗

⎡⎢⎢⎢⎢⎢⎢⎣

−0.0000 + 0.0000i
−0.1000 + 0.0000i
−0.1000 − 0.0000i
−0.8965 + 5.0206i
−0.8965 − 5.0206i
−0.8965 + 5.0206i
−0.8965 − 5.0206i

⎤⎥⎥⎥⎥⎥⎥⎦ (B.8)

herefore, due to all the eigenvalues of Ao having negative real parts, then the observable subsystem is stable and the pair (C1, A) is
etectable.
To check if the pair (C2, A) is detectable, we should follow the abovementioned steps, therefore, we have: Rank(Ob) = 4 < 7,

herefore we need to check if all these three unobservable states are detectable or not.

o = T−1AT = 1.0 × 105
∗

⎡⎢⎢⎢⎢⎢⎢⎣

−0.0393 2.6004 0.0000 −0.0000 0.0000 0 0.0000
−0.0006 0.0375 0.0000 0.0000 −0.0000 0 −0.0000
−0.0000 0.0000 −0.0002 −0.8677 0.0008 0 1.2257
0.0000 −0.0000 0.0000 −0.0005 0.0000 0 0.0008

−0.0000 −0.0000 −0.0000 1.2257 −0.0013 0 −1.7343
0.0000 0.0000 0.0000 0 0 0 0.0000
0.0000 −0.0000 0 0.0000 0.0000 0 0

⎤⎥⎥⎥⎥⎥⎥⎦ (B.9)

ig(Ao) = 1.0 × 102
∗

⎡⎢⎢⎢⎢⎢⎢⎣

−0.0000 + 0.0000i
−0.8965 + 5.0206i
−0.8965 − 5.0206i
−0.8965 + 5.0206i
−0.8965 − 5.0206i
−0.1000 + 0.0000i
−0.1000 + 0.0000i

⎤⎥⎥⎥⎥⎥⎥⎦ (B.10)

Therefore, due to all the eigenvalues of Ao having negative real parts, then the observable subsystem is stable and the pair (C2, A) is
etectable.
15
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Proof of the Third Assumption.

DT
12

[
C1 D12

]
=

[
0 I

]
(B.11)

0 0 1
] [30 0 −30 0 30 0 0 0

0 0 0 0 0 0 20 0
0 0 0 0 0 0 0 1

]
=

[
0 0 0 0 0 0 0 1

]
=

[
0 I

]
(B.12)

ppendix C

K∞,1:

Ak∞,1 =

⎡⎢⎢⎢⎢⎢⎣
−13.8 −17.88 −7.127 −0.8083 36.87 2.519
−22.26 −78.78 −139.7 −5.697 4.429 −11.52
−258.7 −845.3 −1697 −112.7 4144 −65.45
−10.18 −175.1 −95.13 −1684 320 −26.69
24.81 69.14 144.2 −17.37 −1006 84.5

−369.3 −1246 −2490 −100.6 3614 −374.3

⎤⎥⎥⎥⎥⎥⎦ (C.1)

k∞,1 =

⎡⎢⎢⎢⎢⎢⎣
−66.82 −2.103
−438.1 52.15
−5491 −0.6596
−373.6 1.368 × 104

518.3 354.6
−7891 −30.35

⎤⎥⎥⎥⎥⎥⎦ (C.2)

k∞,1 =
[
0.07298 −0.2474 −0.1417 −0.008996 0.3294 0.02161

]
(C.3)

k∞,1 =
[
−1.235 × 10−20 −1.907 × 10−22

]
(C.4)
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