
 

  

 

Aalborg Universitet

Transient Thermal Modeling of Power Semiconductors for Long-Term Load Profiles

Zhang, Xinyue; Zhang, Yi; Zhou, Dao; Wang, Huai; Wu, Xiaohua

Published in:
2023 IEEE Applied Power Electronics Conference and Exposition (APEC)

Publication date:
2023

Link to publication from Aalborg University

Citation for published version (APA):
Zhang, X., Zhang, Y., Zhou, D., Wang, H., & Wu, X. (2023). Transient Thermal Modeling of Power
Semiconductors for Long-Term Load Profiles. In 2023 IEEE Applied Power Electronics Conference and
Exposition (APEC)

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

            - Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            - You may not further distribute the material or use it for any profit-making activity or commercial gain
            - You may freely distribute the URL identifying the publication in the public portal -
Take down policy
If you believe that this document breaches copyright please contact us at vbn@aub.aau.dk providing details, and we will remove access to
the work immediately and investigate your claim.

Downloaded from vbn.aau.dk on: September 08, 2023

https://vbn.aau.dk/en/publications/f89ae09d-16a2-4eda-b82b-51bafbab7ea6


Transient Thermal Modeling of Power

Semiconductors for Long-Term Load Profiles

Xinyue Zhang∗, Yi Zhang†, Dao Zhou†, Huai Wang†, and Xiaohua Wu∗

∗School of Automation, Northwestern Polytechnical University, Xi’an, China
†AAU Energy, Aalborg University, Aalborg, Denmark

zhang_xin_yue@mail.nwpu.edu.cn, yiz@energy.aau.dk, zda@energy.aau.dk, hwa@energy.aau.dk, wxh@nwpu.edu.cn

Abstract—This paper presents an improved thermal analysis
method focusing on the long-term profiles of power modules.
A shift-invariant dictionary method is developed to extract
the critical atoms to sparsely represent time series signals.
Then the temperature response of the power module can be
approximated by a sparse linear combination of basis functions.
The performance of the proposed method is compared with the
convolution method, the result indicates that the transient junc-
tion temperature of the power module can be predicted with less
computational effort. The simulation and experimental results
also prove that the proposed method can effectively reconstruct
the thermal behavior, exhibits good predictive capability and is
suitable for temperature prediction under long time scales.

I. INTRODUCTION

In the application of photovoltaics, electric vehicles, wind

power, etc., the dynamic mission profiles may introduce com-

plicated loading conditions to the devices, consequently result-

ing in complicated thermal dynamics [1]. In the meanwhile,

reliability depends on the junction temperature of the device,

effective loss calculation and thermal simulation techniques

are needed to support these designs [2], [3].

To handle the transient thermal analysis under a long-

term dynamic load profile, a simplified thermal estimation

model is required to quickly estimate the thermal profiles with

allowable error. The half-sine loss profile [4], the equivalent

discretization of the half-sine loss curve are generally accepted

solutions to reduce the computational burden by simple loss

profiles [5], [6]. Multi-timescale thermal models, with low

speed at small time scales and low accuracy at large time

scales, cannot meet the accuracy and speed requirements at

the same time [7], [8].

The discussed simplification methods indicated two con-

cerns: 1) it limits the loss profile to periodic half-sine wave,

may introduce large errors under dynamic load conditions,

2) the simplified loss model still need to convolve with

the thermal impedance, which causes a huge computational

burden, especially for long-term estimation.

This paper develops a fast transient thermal modeling based

on dictionary learning, which is suitable for long-term thermal

analysis with arbitrary power loss profile. Dictionary learning

is a representation learning method that aims to find sparse

representations of input data in the form of elementary ele-

ments and linear combinations of these elementary elements

themselves [9]. The fields of signal processing, image process-

ing and fault analysis are all popular areas where dictionary

learning is widely used [10], [11]. Dictionary learning methods

can also be used for transient thermal modeling.

Under long mission profiles, the low-precision sampling

is usually the first choice for the long-scale thermal signals

because of its super-large data size. To address this issue,

the meaningful features can be learned from time series by

performing dictionary learning on highly overlapping time

series. Secondly, by comparing their shift-variable versions

over different kinds of time series, the signals can be recon-

struction, prediction and classification [12]. Previously, several

dictionary learning techniques adapted to shift-invariant have

been proposed [13]- [15]. In [16], massive wind speed signals

are compressed by random sampling and recovered using

the time-shift strategy. Meanwhile, many dictionary learning

methods have been developed to solve the problem of sparse

coding, such as a generalization of the k-means clustering

method K-SVD [17]- [18]. Matching Pursuit (MP) is a sparse

approximation algorithm which finds the "best matching" [13],

[19]. A extensions of MP is orthogonal MP (OMP) [15], [20],

which is applicable to high-dimensional signals.

In this paper, power losses and thermal profiles are con-

sidered to be time invariant. And these time series data can

be modelled as sparse linear combinations of short basis

functions (segments) that are executed at different points in

the linear order. Therefore, the time series signal can be

linearly decomposed into the set of basis functions which

represents pre-characterized device behavior, is predicted by

shift-invariant dictionary and linear superposition. By dictio-

nary learning, convolution calculation between power loss and

thermal impedance can be eliminated, reducing the computa-

tional burden of thermal modelling. The predicted results are

compared with the temperatures obtained from the simulation

and the experimental measurements to confirm the accuracy

of the prediction method.

II. INSTANTANEOUS POWER LOSSES AND THERMAL

BEHAVIORS ESTIMATION

A. Power Device Loss Distribution

The device loss of the power module includes conduction

and switching loss. When the current direction is positive

during the power module turn-on, the current iC(t) flows

through the IGBT; when the current direction is negative, the

current flows through the diode, and the diode current can be

expressed as iF (t). Therefore, the instantaneous conduction



losses of IGBTs and diodes can be expressed as (1) and (2),

respectively.

Pcond_T (t) =

{

uCE(iC(t)) · iC(t) ·M(t) iC(t) ≥ 0

0 iC(t) < 0
(1)

Pcond_D(t) =

{

uF (iF (t)) · iF (t) · (1−M(t)) iF (t) ≥ 0

0 iF (t) < 0
(2)

where, Pcond_T (t), Pcond_D(t)represent the conduction losses,

uCE(t) and uF (t) are the conducting voltage of IGBT and

Diode respectively. iC(t) and iF (t) are the conducting current

through the IGBTs and the diodes, and the duty ratio of the

power device is M(t).
The turn-on loss Eon and turn-off loss Eoff of IGBT vary

nonlinearly with current iC(t), which is difficult to describe

accurately and quantitatively with analytical expressions. Man-

ufacturers generally only provide Eon and Eoff curves for

rated current, voltage, or a few modes. Experience shows

that converting Eon and Eoff by linearization can meet the

needs of engineering calculations. The instantaneous switching

losses of IGBT Psw_T (t) can be calculated as,

Psw_T (t) =

{

fsw · (Eon(iC(t) + Eoff (iC(t)) iC(t) ≥ 0

0 iC(t) < 0
(3)

where, fsw denotes the switching frequency.

In the case of the diode, the turn on energy can be disre-

garded, only the recovery energy Err is counted. The switching

loss of the diode Psw_D(t) can be deduced as follows,

Psw_D(t) =

{

fsw · Err(iF (t)) iF (t) ≥ 0

0 iF (t) < 0
(4)

Fig. 1(a) shows ideal duty ratio of an inverter for a sinu-

soidal pulse width modulation (PWM). Based on the above

analysis, the current and the instantaneous power losses of

IGBT are shown in Fig. 1(b) - (d).

B. Thermal analysis method

The compact thermal network model corresponding to a

specific IGBT structure. With the thermal impedance model

and instantaneous power losses model, it is possible to cal-

culate the instantaneous junction temperature of the power

devices by convoluting the loss and thermal impedance [21].

∆Tj(t) =

t
∫

0

[

dPloss_T/D(z)

dz

]

· Zth(t− z)dz (5)

where, Zth is the thermal impendence of power module,

Ploss_T/D is the instantaneous losses of IGBT or Diode,

∆Tj(t) is the temperature fluctuation.

The convolution operation is computationally unfriendly,

especially for long mission profiles. To solve this problem,

the half-sine loss profiles is equalized to the square profiles,
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Fig. 1. (a) Duty ratio of the inverter, (b) Instantaneous current of IGBT, (c)
Conduction loss, (d) Switching loss.
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Fig. 2. Junction temperature fluctuation under simplified power losses.

based on the principle of area equality, as shown in Fig. 2.

The temperature fluctuations can be given as:

∆Tj(t) =
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where, Rthi, τthi are the thermal resistance and thermal time

constant of i-th RC lump, respectively. m is the order of Foster

RC lumps. T0 is the fundamental period.

It indicates that the temperature fluctuation ∆Tj(t) for each

heating period subjects to the temperature at the each end of

the previous heating period. With periodic power consumption,

the temperature of each heating period is determined by



iteration, has time-ordered and continuity. It will be more

complicated for long time scales temperature rise calculating,

which will take more calculation time. To further simplify the

thermal analysis process, in this paper a dictionary learning-

based thermal analysis method is proposed for long-term

profile.

III. PROPOSED TRANSIENT THERMAL ANALYSIS METHOD

Shift-invariant sparse representation describes a signal as a

linear superposition of atoms in the dictionary. In this paper,

a shift-invariant dictionary learning based thermal analysis

method is used to obtain the power losses and thermal profiles

by extracting the features of the signals.

A. Basic theory of dictionary learning

Assuming that Y is a set of training samples and D =
[d1, d2, · · · , dN ] is a dictionary learned from this training

sample. The training sample Y can be represented as a linear

combination of several atoms in the dictionary D: Y ≈ DA,

where A = [a1, a2, · · · , aN ]T is the coefficient matrix. If

most of the coefficients ai in the solution vector A are

zero or close to zero, that means, only a few atoms are

activated to approximate the original signal, it is called sparse

approximation. Based on the different objective functions, the

dictionary learning can be divided in two ways : sparsity-based

and error-based.

min
D,A

{

‖Y −DA‖
2
F

}

, s.t.∀i, ‖A‖0 ≤ k0 (7)

min
D,A

{‖A‖0}, s.t. ‖Y −DA‖
2
F ≤ ε (8)

where ε is the maximum allowable errors, and ‖A‖0 represents

the zero-order norm, which indicates the number of non-zero

coefficients in A, ‖·‖F is the Frobenius norm.

The sparse approximation step is an iterative process that

terminates at some predetermined level of sparsity in (7) or

tolerance of the model residuals in (8). In this paper, the OMP

as an efficient pursuit algorithm is used to search for the

best matching atom by continuously searching for the residual

vector until a set minimum error range is met.

B. Shift-invariant dictionary learning

The proposed thermal analysis method based on dictionary

method is divided into two level: the single pulse dictionary as

lower level to get power loss pulse. The higher level dictionary

shifts the basis function for different time and extends it by

setting the rest to 0 to get a dictionary atom with the same

length as the original signal. Fig. 3 illustrates the proposed

dictionary method.

The steps of the dictionary learning algorithm are as fol-

lows:

1) Input: Time series signal Y with N samples, maximum

number of iterations K, maximum allowable error ε.

2) Initialization: The first column of D1 is initialized

by normalized original signal d11 = Y/ |Y |, A
(1)
1 =

[1, 0, . . . , 0], A
(1)
2 = 0.

N

K

N

Y

XLD1

A1
D2

A2
XH

= N=

Time-

shifting

High levelLower level

Fig. 3. The schematic diagram of dictionary method.

3) Shift-invariant: Based on the shift-invariant property, the

atom d1k is shifted to generate the dictionary D
(k)
2 in the

k-th iteration. And the shift length Q(k) of each atom

in D
(k)
2 is equal to the length of d1k. The number of

atoms in D
(k)
2 can be expressed as:

L(k) =
⌈

N/Q(k)
⌉

(9)

The dictionary matrix D
(k)
2 ǫRN×L(k)

with normalized

atoms is constructed by exploiting the time-varying

shift-invariant of these time series.

D
(k)
2 =











d1k
d1k

. . .

d1k











(10)

4) Matching pursuit: Use the OMP algorithm to find out

D
(k+1)
2 and A

(k+1)
2 according to (8). The iterative re-

sults assign to the lower-level dictionary by updating

the lower level atom d1(k+1) with the first column of

D
(k+1)
2 . The k-th row of the coefficient matrix A

(k)
1

equal to 1, and the remaining rows are equal to 0.

5) Iteration: Do 3) and 4) until the maximum number of

iteration steps or the maximum allowable error is met.

6) Output: output the reconstructed signal XH = D2 · A2

with optimal matching result.

The dictionary D1 = [d11, d12, · · · , d1K ]ǫRN×K is con-

structed by each iteration and used as the input to the D2

dictionary. The sparse matrix A2 indicates that the best recon-

struction of the original signal is achieved within the allowable

error by a minimum linear superposition of the atoms in D2.

C. Proposed thermal method

Based on the dictionary learning method in section B, the

reconstructed signal XP can be generated using dictionary

learning by specifying the mean square error ε and the input

loss signal Ploss, where the error ε is defined as:

ε =

√

√

√

√

1

NP
·

NP
∑

i=1

(Ploss(i)−XP (i))
2

(11)

where, NP is the number of samples in time series Ploss. XP

is divided into a number of moderately sized segments dP ,
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corresponding to a coefficient matrix AP . dP is shifted QP

positions down for each new column in power loss matrix DP .

Therefore, the atom b(t) of thermal matrix under the pulse

power loss dP (t) for a specific power module structure can be

easily calculated according to Equation (5). Since the length

of the atom dP (t) is much smaller than NP , the computational

effort caused by convolution is negligible.

In this study, the thermal signal of a single chip is a linear

mixing model, as shown in Fig. 4. Assuming that there are S
independent heat source, the observed signal obtained through

only one temperature sensor is a linear superposition of the

source signals. The fluctuation of junction temperature can

analytically be solved by convoluting the loss and thermal

impedance.

∆Tj(S, t) =

S
∑

n=1

t
∫

0

[

dPloss_T/D(n, z)

dz

]

· Zth(n, t− z)dz

(12)

Based on the dictionary learning result, the reconstructed

thermal signal ∆Tj(S, t) considering thermal coupling can be

TABLE I
PARAMETERS OF THE INVERTER

Parameter Values

DC link Voltage (Vdc) 300V

Peak value of ac current (Iac_peak) 20A

Switching frequency (fsw) 5kHz

Filter inductance 4mH

IGBT module F4-50R12KS4

Filter 

inductance

DUT

RT-box

Optical fiber

Fig. 6. The photo of the experimental platform.

also modelled as:

∆Tj(S, t) =

S
∑

n=1

Yn
∑

k=1

AP _n,k · bn,k(t− (k − 1)τn) (13)

where, the functions bn,k are shift-invariant atoms that rep-

resent elementary waveform of the signal and Yn is the

number of atoms. The amplitude of the k-th instance of atom

bn,k are denoted by AP _n,k, the corresponding shift time is

τn = t(QP,n).
We can see that, the thermal dictionary matrix B =

[b11, b12, · · · , bSY ] can be easily constructed by replacing the

atom dP _n,k in the loss dictionary DP _n,k with atom bn,k.

It means that the dictionary learning only works once as

preprocessing to extract the eigenvalues of power loss and

thermal profiles. Comparing with Equation (12), the proposed

dictionary learning method in (13) can replace the convolution

operation with matrix operation, which can greatly reduce the

computational cost.

IV. VALIDATION BY SIMULATIONS AND EXPERIMENTS

To further confirm the accuracy of the proposed method, the

predicted results are compared with the junction temperature

obtained by simulation and experiment. To demonstrate the

effectiveness of the proposed method, tests are implemented

based on a single-phase inverter. The parameters used in the

prototype and testing are listed in Table I. The experimental

platform used in the prototype and testing is shown in Fig. 6.



0 50 100 150 200

Time (Samples)

0

1

2

3

4

A
to

m
s

Atom of PT  under 1% error

Atom of PD  under 1% error

Atom of PT  under 10% error

Atom of PD  under 10% error

(a)

P
T

 (
W

)
P

D
 (
W

)

0

20

40

0 400 800 1200 1600 2000

Time (Samples)

0

5

10

Diode

IGBT

Simulation DL@1% error DL @10% error

(b)

0

10

20

 
 

Diode

0 400 800 1200 1600 2000

Time (Samples)

0

2

4

T
 j 

(°
C

)
T

 j 
(°

C
)

IGBT

Simulation DL@1% error DL @10% error

(c)

Fig. 7. The comparison of simulation and the dictionary learning (DL) for reconstructed loss signals and junction temperature fluctuation.(a) Atoms in
shift-invariant dictionary . (b) Power losses profiles. (c) Junction temperature fluctuation.

20

30

40

50

0 500 1000 1500 2000 2500

Time(s)

20

40

60

Reconstructed

Diode

IGBT

T
j 
(

)
T

j 
(

)

Experiment

30

35

40

100 120 140

Time(s)

40

60

IGBT

T
j 
(

)
T

j 
(

) Diode

40

45

1000 1020 1040

Time(s)

30

50

70

IGBT

Diode 

T
j 
(

)
T

j 
(

)

40

45

2000 2020 2040

Time(s)

30

50

70
Diode

IGBT 
T

j 
(

)
T

j 
(

)

a b c

Zoom in Zoom in Zoom in

Fig. 8. The comparison of measured and the reconstructed junction temperature profiles under different currents.

A. Result of dictionary learning

Before comparing the results with simulation and experi-

ment, it is necessary to extract the atoms of loss profiles using

the proposed dictionary method. The atoms of the thermal

response can also be calculated from the atoms of the loss

matrix and the thermal impedance of the IGBT module. The

computation time of the proposed method can be divided

into two parts, the first part is the time for constructing

the dictionary and the second part is the time for the linear

superposition calculation. However, for a specific IGBT, the

dictionary construction process only needs to be performed

once, so this time can be neglected.

The computational times for convolution in (12) and the

presented model (13) are compared at a maximum allowable

error of 1% in Fig. 5. As the number of cycles of the

simulation increases, the length of the thermal signal also

increases, therefore making the time of both methods increase.

In general, the proposed method can significantly reduce the

calculation time compared to traditional methods.

B. Comparison with simulation results

Prediction results of the IGBT and diode junction tempera-

tures by the proposed dictionary method are compared with the

results obtained by the simulation in PLECS. The dictionary

learning results under 1% error and 10% error are considered.

Figure 7(a) indicates that smaller errors lead to more atoms to

reconstruct the signals, with the increased computational cost.

Although the shape of the power losses has a non-negligible

effect on the dictionary learning results, the maximum junction

temperature fluctuation can be estimated well with an error of

no more than 1◦C.

In general, the result in Fig. 7 shows that with the same

IGBT characteristics applied, the proposed model can give

the almost same thermal performance compared to the full

physically based device modelling approach.



C. Experimental Validations

The comparison of the junction temperature between the

proposed method and the measured by the optical fiber under

different currents are shown in Fig. 8. In period a, the peak

current flowing through the power module is 20A, while in

period b, the peak current is reduced to 10A and in the last

period c, the peak current is 5A. And the dynamic performance

of the proposed method is verified by varying the peak current.

The temperature dynamic profiles of IGBT and Diode in the

inverter are measured in 2500s, and the proposed method takes

only 1.2s to complete the temperature prediction. The depicted

results show that the proposed method can offer a more

accurate estimation of the junction temperature fluctuation

with less computational effort. There was little difference and

the result was authentic.

V. CONCLUSIONS

This paper presents a fast transient thermal modeling to

estimate thermal profiles of the power modules. The sparse

matrix is obtained by iterative of the allowable error and

linearly superimposed on the dictionary to obtain the tem-

perature response signals. To validate the potency, simulation

and experiments are carried out, and the results verified the

feasibility of the method. In summary, the presented thermal

model performs well in thermal estimation accuracy and

computational burden, and is suitable for long-term dynamic

load profiles.
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