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Abstract

The ability to generalise well is one of the primary desiderata of natural language processing
(NLP). Yet, what ‘good generalisation’ entails and how it should be evaluated is not well understood,
nor are there any evaluation standards for generalisation. In this paper, we lay the groundwork to
address both of these issues. We present a taxonomy for characterising and understanding generali-
sation research in NLP. Our taxonomy is based on an extensive literature review of generalisation re-
search, and contains five axes along which studies can differ: their main motivation, the type of gen-
eralisation they investigate, the type of data shift they consider, the source of this data shift, and the
locus of the shift within the modelling pipeline. We use our taxonomy to classify over 400 papers that
test generalisation, for a total of more than 600 individual experiments. Considering the results of
this review, we present an in-depth analysis that maps out the current state of generalisation research
in NLP, and we make recommendations for which areas might deserve attention in the future. Along
with this paper, we release a webpage where the results of our review can be dynamically explored,
and which we intend to update as new NLP generalisation studies are published. With this work, we
aim to take steps towards making state-of-the-art generalisation testing the new status quo in NLP.

1 Introduction

Good generalisation, roughly defined as the ability to successfully transfer representations, knowledge,
and strategies from past experience to new experiences, is one of the primary desiderata for models of
natural language processing (NLP), as well as for models in the wider field of machine learning (Elan-
govan et al., 2021; Kirk et al., 2021; Lake et al., 2017; Linzen, 2020; Marcus, 2018, 1998; Schmidhuber,
1990; Shen et al., 2021; Wong and Wang, 2007; Yogatama et al., 2019, i.a.). For some, generalisation
is crucial to ensure that models behave robustly, reliably, and fairly when making predictions about data
different from the data that they learned from, which is of critical importance when models are employed
in the real world. Others see good generalisation as intrinsically equivalent to good performance and
believe that without it a model is not truly able to conduct the task we intend it to. Yet others strive for
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good generalisation because they believe models should behave in a human-like way, and humans are
known to generalise well. While the importance of generalisation is almost undisputed – in the past five
years, in the ACL Anthology alone over 1200 papers mentioned it in their title or abstract – systematic
generalisation testing is not the status quo in the field of NLP.

At the root of this problem lies the fact that there is little understanding and agreement about what
good generalisation looks like, what types of generalisation exist, and which should be prioritised in
varying scenarios. Broadly speaking, generalisation is evaluated by assessing how well a model performs
on a test dataset, given the relationship of this dataset with the data the model was trained on. For
decades, it was common to exert only one simple constraint on this relationship: that the train and test
data are different. Typically, this was achieved by randomly splitting available data into a training and a
test partition. Generalisation was thus evaluated by training and testing models on different but similarly
sampled data, assumed to be independent and identically distributed (i.i.d.). In the past 20 years, we
have seen great strides on such random train–test splits in a range of different applications. Since the
first release of the Penn Treebank (Marcus et al., 1993), F1 scores for labelled constituency parsing went
from above 80% at the end of the previous century (Collins, 1996; Magerman, 1995) and close to 90% in
the first ten years of the current one (e.g. Petrov and Klein, 2007; Sangati and Zuidema, 2011) to scores
up to 96% in recent years (Mrini et al., 2020; Yang and Deng, 2020). On the same corpus, performance
for language modelling went from per-word perplexity scores well above 100 in the mid-90s (Kneser
and Ney, 1995; ROSENFELD, 1996) to a score of 20.5 in 2020 (Brown et al., 2020). In many areas of
NLP, the rate of progress has become even faster in the recent past. Scores for the popular evaluation
suite GLUE went from values between 60 and 70 at its release in 2018 (Wang et al., 2018) to scores
exceeding 90 less than a year after (Devlin et al., 2019), with performances on a wide range of tasks
reaching and surpassing human-level scores by 2019 (e.g. Devlin et al., 2019; Liu et al., 2019b; Wang
et al., 2019, 2018). In 2022, strongly scaled-up models (e.g. Chowdhery et al., 2022) showed astounding
performances on almost all existing i.i.d. natural language understanding benchmarks.

With this progress, however, came the realisation that, for an NLP model, reaching very high or
human-level scores on an i.i.d. test set does not imply that the model robustly generalises to a wide range
of different scenarios in the way humans do. In the recent past, we witnessed a tide of different studies
pointing out generalisation failures in neural models that have state-of-the-art scores on random train–
test splits (Blodgett et al., 2016; Khishigsuren et al., 2022; Kim and Linzen, 2020; Lake and Baroni,
2018; Marcus, 2018; McCoy et al., 2019; Plank, 2016; Razeghi et al., 2022; Sinha et al., 2021, to give
just a few examples). Some show that when models perform well on i.i.d. test splits, they might rely
on simple heuristics that do not robustly generalise in a wide range of non-i.i.d. scenarios (Gardner
et al., 2020; Kaushik et al., 2019; McCoy et al., 2019), over-rely on stereotypes (Parrish et al., 2022;
Srivastava et al., 2022), or bank on memorisation rather than generalisation (Lewis et al., 2021; Razeghi
et al., 2022). Others, instead, display cases in which performances drop when the evaluation data differs
from the training data in terms of genre, domain or topic (e.g. Malinin et al., 2021; Michel and Neubig,
2018; Plank, 2016), or when it represents different subpopulations (e.g. Blodgett et al., 2016; Dixon
et al., 2018). Yet other studies focus on models’ inability to generalise compositionally (Dankers et al.,
2022; Kim and Linzen, 2020; Lake and Baroni, 2018; Li et al., 2021b), structurally (Sinha et al., 2021;
Weber et al., 2021; Wei et al., 2021), to longer sequences (Dubois et al., 2020; Raunak et al., 2019), or
to slightly different task formulations of the same problem (Srivastava et al., 2022).

By showing that good performance on traditional train–test splits does not equal good generalisation,
the examples above bring into question what kind of model capabilities recent breakthroughs actually
reflect, and they suggest that research on the evaluation of NLP models is catching up with the fast
recent advances in architectures and training regimes. Unfortunately, this body of work also reveals
that there is no real agreement on what kind of generalisation is important for NLP models: different
studies encompass a wide range of generalisation-related research questions, and they use a wide range
of different methodologies and experimental setups. As of yet, it is unclear how the results of different
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Generalisation studies have various
motivations (1)...

They involve data shifts (3), where the data can come from natural or
synthetic sources (4).

These data shifts can occur in different stages of the modelling pipeline (5)....and can be categorised into types (2).

Figure 1: A graphical representation of our proposed taxonomy of generalisation in NLP. The taxonomy
consists of five different (nominal) axes that describe the high-level motivation of the work (§2.1), the
type of generalisation the test is addressing (§2.2), what kind of data shift occurs between training and
testing (§2.3), and what the source and locus of this shift are (§2.4 and §2.5, respectively).

studies relate to each other: how should generalisation be assessed, if not with i.i.d. splits? How do we
determine what types of generalisation are already well addressed and which are neglected, or which
types of generalisation should be prioritised? Ultimately, on a meta-level, how can we provide answers
to these important questions without a systematic way to discuss generalisation in NLP? These missing
answers are standing in the way of better model evaluation and model development: what we cannot
measure, we cannot improve.

The current article introduces a new framework to systematise and understand generalisation re-
search, and it is an attempt to provide answers to the questions above. We present a generalisation
taxonomy, a meta-analysis of existing research on generalisation in NLP, a set of online tools that can
be used by researchers to explore and better understand generalisation studies through our website, and
we introduce evaluation cards that authors can use to comprehensively summarise the generalisation
experiments conducted in their papers. We believe that state-of-the-art generalisation testing should be
the new status quo in NLP, and with this work, we aim to lay the groundwork for facilitating this change.
In the remainder of this article, we first describe the five axes of our taxonomy (§2.1-2.5); these are the
main axes along which generalisation studies differ. In §3, we present our analysis of the current state
of generalisation research, grounded on a review of 449 papers and a total of 619 generalisation experi-
ments. In §4, we summarise our main findings and make concrete recommendations for more sound and
exhaustive generalisation tests in NLP research.

2 The generalisation taxonomy

We now begin a discussion of the five axes of the proposed generalisation taxonomy, which are also
visualised in Figure 1 and summarised in Appendix E. The proposed taxonomy intends to be beneficial
to understanding generalisation research in NLP in hindsight but is also meant as an active device for
characterising ongoing studies as well as work that is still to come. We facilitate this through evaluation
cards – analogous to the model cards proposed by Mitchell et al. (2019) and the data sheets of Gebru
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Motivation
Practical Cognitive Intrinsic Fairness
� 4 ©

Generalisation type
Compositional Structural Task Language Domain Robustness

� 4 ©
Shift type

Covariate Label Full Assumed
©4 4 �

Shift source
Naturally occuring Partitioned natural Generated shift Fully generated

� 4 ©
Shift locus

Train–test Finetune train–test Pretrain–train Pretrain–test
4 © 4 �

Figure 2: Example of evaluation card that can be used to summarise all experiments in a paper. Authors
can mark where on the five taxonomy axes their experiments belong, as is illustrated with symbols for
three hypothetical experiments in this figure. In Appendix B, we will further discuss how to use the
evaluation cards, and we provide also a single-column version of it. On our website, we provide a tool
to automatically generate latex code for evaluation cards.

et al. (2021) – which researchers can fill out for the experiments they conducted in their work and include
in their paper. Doing so aids the cause of making generalisation evaluation the status quo, and enables
effective monitoring of trends in generalisation research. An example of an evaluation card is provided
in Figure 2; Appendix B elaborates on how to use the cards.

2.1 Motivation: what is the high-level motivation for a generalisation test?

The first axis we consider is the high-level motivation of a generalisation study. We identified four
closely intertwined goals of generalisation research in NLP, which we refer to as the practical, the
cognitive, the intrinsic, and the fairness motivation. The motivation of a study determines what type
of generalisation is desirable, it shapes the experimental design, and it affects which conclusions can
be drawn from a model’s display or lack of generalisation. It is therefore crucial for researchers to be
explicitly aware of the motivation underlying their studies to ensure that the experimental setup aligns
with the questions they seek to answer.1

2.1.1 Practical: in what settings can the model be used or improved?

One frequent motivation to study generalisation is of a markedly practical nature. Studies that con-
sider generalisation from a practical perspective seek to assess in what kind of scenarios a model can
be deployed, or which modelling changes can improve performance in various evaluation scenarios. An
example of a research question that is often addressed with a primarily practical motivation is how well

1As we will see in what follows, the same questions can often be asked with different underlying motivations. This makes it
sometimes difficult to identify what exactly the motivation of a generalisation study is. Often, studies may inform conclusions
along all four dimensions. However, given the importance of the motivation for the implications and design of the study, we
nevertheless try to identify the main guiding motive of a study in our review (§3), and we encourage researchers to be explicit
about the motivation of their future studies.
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models generalise to different text domains or to data collected in different ways. For instance, Michel
and Neubig (2018) consider how well machine translation models trained on canonical text can gener-
alise to noisy data from an internet platform, and Lazaridou et al. (2021) investigate language model
generalisation to texts written in different time periods. Other questions that are frequently addressed
from a practical perspective concern biases in the training data, and whether models robustly generalise
to datasets that do not share those biases, or whether they learnt spurious correlations due to that bias
(e.g. Behnke et al., 2022; Zhou et al., 2021).

2.1.2 Cognitive: does the model generalise like a human?

A second high-level motivation that drives generalisation research is cognitively oriented and can be sep-
arated into two underlying categories: one focusing on models and one aimed at learning about cognition
and the language faculty in humans through computational models. The first category is related to model
behaviour: human generalisation is a useful reference point for the evaluation of models in NLP because
it is considered to be a hallmark of human intelligence (e.g. Lake et al., 2017; Marcus, 2003) and, per-
haps more importantly, because it is precisely the type of generalisation that is required to successfully
model natural language. Humans learn quickly, from fewer data than existing models, and they easily
(compositionally) recombine concepts they already know to understand concepts they have never before
encountered (Fodor and Pylyshyn, 1988; Linzen, 2020; Marcus, 2018). These feats are thus, arguably,
important desiderata for models.2 In some cases, it might be difficult to distinguish cognitive from prac-
tical motivations: a model that generalises like a human should score well also on practically motivated
tests, which is why the same experiments can be motivated in multiple ways. In our axes-based taxon-
omy, we rely on the motivations provided by the authors. Compositional generalisation experiments,
for instance, can be cognitively motivated – e.g. when the authors suggest machines ought to generalise
the way humans do – but also practically – e.g. when the authors question which machine learning tech-
niques improve performance on benchmarks that happen to be used to test compositional generalisation.

The second, more deeply cognitively inspired category embraces work that evaluates generalisation
in models to learn more about language and cognition (e.g. Baroni, 2021; Hupkes, 2020; Lakretz et al.,
2021b; Marcus, 1999; McClelland and Plaut, 1999). Studies in this category investigate what underlies
generalisation in computational models, not in order to improve the models’ generalisation capabilities
but to derive new hypotheses about the workings of human generalisation.

2.1.3 Intrinsic: does the model solve the task correctly?

A third motivation to evaluate generalisation in NLP models, which cuts through the two previous moti-
vations, appertains to the question of whether models learned the task we intended them to learn, in the
way we intended the task to be learned. The shared presupposition underpinning this type of research is
that if a model has truly learned the task it is trained to do, it should be able to execute this task also in set-
tings that differ from the exact training scenarios. What changes, across studies, is the set of conditions
under which a model is considered to have appropriately learned a task. Researchers studying composi-
tional generalisation (see §2.2.1), for example, assume that a correct understanding of language implies
that the underlying compositional structure of language is captured; under that assumption, a model
should not have trouble generalising to new inputs that are generated using the same compositional sys-
tem. Others instead argue that true language understanding implies being able to use language across a
wide variety of tasks (see §2.2.3). Yet others maintain that for a model to truly capture aspects of lan-
guage understanding, such as relations of entailment between two sentences (e.g. Bowman et al., 2015a;

2We do not always expect from a model the same type or level of generalisation a human exhibits. There are cases in which
it is desirable for models to generalise better than humans, for example across languages – something humans typically do not
excel at. In other cases, such as language identification, models already generalise better than humans and would hardly be
useful if they did not.
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Marelli et al., 2014; Williams et al., 2018), it should be able to do so across different datasets, even if
those were sampled in a slightly different way (e.g. Talman and Chatzikyriakidis, 2019). In studies that
consider generalisation from this perspective, generalisation failures are taken as proof that the model –
in fact – did not learn the task as we intended it to learn it. Instead, it displayed behaviour that superfi-
cially made us think it did, for instance by relying on spurious patterns or non-generalisable heuristics.

2.1.4 Fairness and inclusivity: does the model generalise in a fair and responsible way?

A last yet very important motivation for generalisation research is the desire to have models that are fair,
responsible and unbiased. One category of studies driven by these concepts, often ethical in nature, asks
questions about how well models generalise to diverse demographics, typically considering minority or
marginalised groups (e.g. Bender et al., 2021; Blodgett et al., 2016; Koh et al., 2021), or investigates to
what extent models perpetuate (undesirable) biases learned from their training data (e.g. Dixon et al.,
2018; Hutchinson et al., 2020; Sheng et al., 2019). Another line of research related to both fairness
and inclusivity focuses on efficiency, both in terms of the amount of data that is required for a model
to converge to a solution as well as the necessary amount of compute. In such studies, efficiency is
seen as a correlate of generalisation: models that generalise well should learn more quickly and require
fewer data (see, e.g. Marcus, 2018). As such, they are more inclusively applicable – for instance to low-
resource languages or demographic groups for which little data is available, they are more accessible
for groups with smaller computational resources, and they have a lower environmental impact (see, e.g.
Strubell et al., 2019). While they have not been mentioned before in this section, studies on efficiency
can naturally also be motivated by practical concerns, as well as by cognitive interests (e.g. comparing
sample efficiency in humans and models).

2.2 Generalisation type: what type of generalisation is a test addressing?

The second axis in our taxonomy describes, on a high level, what aspects of generalisation a test is
intended to capture, making it an important axis of our taxonomy. We identify and describe six types
of generalisation that are frequently considered in the literature. Some types are rooted in knowledge
about human generalisation, such as those that target compositional (§2.2.1) or structural generalisation
(§2.2.2). Others, instead, are motivated by more practical concerns, such as generalisation across tasks
(§2.2.3), languages (§2.2.4) and domains (§2.2.5), or by an interest in analysing how robustly models
generalise (§2.2.6). An overview of generalisation types is presented in Figure 3.

2.2.1 Compositional generalisation

The first prominent type of generalisation addressed in the literature is compositional generalisation,
which is often argued to underpin human’s ability to quickly generalise to new data, tasks and domains
(Fodor and Pylyshyn, 1988; Lake et al., 2017; Marcus, 2018; Schmidhuber, 1990). Because of this
strong connection with humans and human language, work on compositional generalisation often has a
primarily cognitive motivation, although practical concerns such as sample efficiency, quick adaptation
and good generalisation in low-resource scenarios are frequently mentioned as additional or alternative
drivers (Chaabouni et al., 2021; Linzen, 2020, to give just a few examples). While it has a strong intuitive
appeal and clear mathematical definition (Montague, 1970), compositional generalisation is not easy to
pin down empirically. Here, we follow Schmidhuber (1990) in defining compositionality as the ability to
systematically recombine previously learned elements to map new inputs made up from these elements
to their correct output.3 In language, the inputs are ‘forms’ (e.g. phrases, sentences, larger pieces of
discourse), which are mapped to their meaning or interpretation. Since compositional generalisation is

3For an elaborate account of the different arguments that come into play when defining and evaluating compositionality for
a neural network, we refer to Hupkes et al. (2020).
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Figure 3: The six generalisation types, explained in detail in §2.2.1-§2.2.6.

defined in terms of both an input and output space, it is usually evaluated in tasks such as sequence clas-
sification (e.g. Bowman et al., 2015b; Hupkes et al., 2018; Veldhoen et al., 2016), machine translation
(e.g. Dankers et al., 2022; Liu et al., 2021; Raunak et al., 2019), semantic parsing (e.g. Finegan-Dollak
et al., 2018; Keysers et al., 2019; Kim and Linzen, 2020; Shaw et al., 2021) or other kinds of generative
tasks (e.g. Hupkes et al., 2020; Lake and Baroni, 2018). In such tasks, the input and output spaces are
clearly distinct. As far as we are aware, there have not yet been many explicit systematic attempts to
evaluate compositionality in (ungrounded) language models.4 If and how compositionality can be ade-
quately evaluated in such models, where the input and output (form and meaning) are conflated in one
space (the space defined by the language vocabulary), are questions that are yet to be answered.5

2.2.2 Structural generalisation

A second category of usually cognitively inspired generalisation studies focuses on the extent to which
models can process or generate structurally (grammatically) correct forms, rather than on whether they
can assign to forms correct interpretations. Unlike compositional generalisation, structural generalisa-
tion does not require an output space (the meaning or interpretation space; see §2.2.1). This makes it
more straightforwardly evaluated in form-only models (i.e. language models). We distinguish two broad
categories of structural generalisation: syntactic generalisation and morphological generalisation.

Syntactic generalisation Some structural generalisation studies focus specifically on syntactic gener-
alisation: they consider whether models can generalise to novel syntactic structures or novel elements
in known syntactic structures. The typical experimental setup involves training data designed to contain

4There are, however, several studies that focus on structural generalisation in such models. Contrary to compositional gen-
eralisation, structural generalisation does not focus on the ability of models to correctly interpret new inputs, or to assign mean-
ings to them, but only on their ability to generalise with respect to input forms. We discuss structural generalisation in §2.2.2.

5An interesting example of this open research line is the qualitative study conducted by Brown et al. (2020) to test if GPT-3
can use novel words correctly in a sentence; as another example, slightly further away from traditional forms of composition-
ality, Talmor et al. (2020) finetune pretrained masked language models on multi-hop composition in question answering.
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or exclude specific conditions: Jumelet et al. (2021) and Weber et al. (2021) remove specific grammat-
ical environments from the training data and then test whether models nevertheless learn to generalise
to such environments; Wei et al. (2021) vary word frequencies in the training corpus to investigate how
syntactic rule learning in pretrained language models is affected by the frequencies observed in the train-
ing phase. It is unfortunately difficult to conduct this type of study using very large language models:
the computational cost of training these models on multiple datasets is high and generating specific test
splits given knowledge of what is in the training data is often not possible, as large models’ training data
is often not in the public domain. Overall, the lack of control over the relationship between the training
and the evaluation data of large language models makes it hard to assess to what extent the incidental
examples reported for these models (most notably, in their respective release papers) are reflective of
successful generalisation. This problem has only very recently begun to be acknowledged in the NLP
community, with models being now openly released together with their training data (e.g. Scao et al.,
2022; Zhang et al., 2022).

Morphological generalisation A second category of structural generalisation studies focuses on mor-
phological inflection, a popular testing ground for questions about human structural generalisation abil-
ities. Papers focusing on morphological inflection (e.g. Corkery et al., 2019; Dankers et al., 2021; Kirov
and Cotterell, 2018; Liu and Hulden, 2022; Malouf, 2017; McCurdy et al., 2020) are typically rooted
in strong cognitive motivations. While most of this work considers i.i.d. train–test splits, recent studies
have focused on how morphological transducer models generalise across languages (e.g. McCarthy et al.,
2019; Pimentel et al., 2021a; Vylomova et al., 2020) as well as within each language (Calderone et al.,
2021; Li and Wilson, 2021; Liu and Hulden, 2022; Pimentel et al., 2021b; Szolnok et al., 2021; Wilson
and Li, 2021). These studies often take inspiration from the so-called wug tests used in psycholinguistics
to assess human morphological generalisation to novel words (Berko, 1958; Marcus et al., 1995). They
can potentially also be conducted with large language models but the lack of access to their training data,
as explained before, makes it difficult to determine whether the supposedly novel test words were truly
never seen by the models.

2.2.3 Generalisation across tasks

A third direction of generalisation research considers the ability of individual models to adapt to multiple
NLP problems. We refer to this ability as generalisation across tasks or cross-task generalisation. Along
with the great advancements in NLP models, in the past ten years, the nature of cross-task generalisation
tests has changed quite substantially; we discuss this evolution in the current section.

Multitask learning Cross-task generalisation in NLP has been traditionally strongly connected to
transfer and multitask learning (Collobert and Weston, 2008). In multitask learning, a model is either
trained and evaluated on a set of tasks, or pretrained on some tasks and then adapted to others. As this
setup favours approaches that benefit from positive transfer across tasks, it implicitly studies forms of
cross-task generalisation.6 Examples of benchmarks that were originally meant to address this kind of
cross-task transfer – although they are not used as such any longer – are multitask benchmarks such
DecaNLP (McCann et al., 2018), GLUE (Wang et al., 2018) and its successor SuperGLUE (Wang et al.,
2019). More recent benchmarks formulate all tasks as sequence-to-sequence problems (e.g. Aribandi
et al., 2022; Raffel et al., 2020; Xie et al., 2022) so that they can be addressed with a single, typically
very large, text-to-text language model.

6As illustrated by the work of Weber et al. (2021), the definition of task can be taken liberally in this context, ranging
from traditional notions of NLP tasks to considering subproblems of a single classic NLP task. For instance, while language
modelling constitutes its own task, learning how to handle negative polarity items such as any or ever in a grammatically
correct way can be considered a subtask of language modelling.
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The pretrain-finetune paradigm Cross-task generalisation is traditionally deemed an extremely chal-
lenging topic. This has changed with the relatively recent trend of models that are first pretrained with
a general-purpose, self-supervised objective – usually (masked) language modelling – and then further
finetuned with the addition of task-specific parameters that learn to execute different tasks using the rep-
resentations emerged in the pretraining phase. The popularisation of this pretrain-finetune paradigm has
shifted thoughts on how to evaluate cross-task generalisation. Rather than evaluating how learning one
task can benefit another, this paradigm instead gives a central role to the question of how well a model
that has acquired some general knowledge about language can successfully be adapted, with task-specific
parameters, to different kinds of tasks (e.g. Devlin et al., 2019; Howard and Ruder, 2018; Liu et al.,
2019b; Peters et al., 2018). Interestingly, after finetuning, task performance is typically evaluated with
random train–test splits, and thus generalisation within individual tasks is not necessarily considered.

In-context learning In the most recent years, the focus of cross-task generalisation studies has shifted
even further, to scenarios which consider how well pretrained language models fare in different tasks
without the addition of task-specific parameters. In the most extreme case, this implies evaluating a lan-
guage model directly on a range of tasks without any further training. To do so, tasks are reformulated
as text-completion problems, such that language models can be prompted directly with a question repre-
senting a specific task (zero-shot learning), potentially preceded by a few examples (few-shot learning)
(Radford et al., 2019). The latter case, in which the intention is that models – without any parameter
updates – ‘learn’ from the examples given in the context, is often also referred to as in-context learning.
Unfortunately, studies that investigate the relationship between the training and test data in such setups
are rare, which leaves this young research area with many open questions. A different class of in-context
learning studies are those that finetune a pretrained model with prompts from one set of tasks, and then
evaluate it on another set of tasks (e.g. Sanh et al., 2022; Wei et al., 2022; Zhong et al., 2021). While also
in this case the pretraining corpus is uncontrolled, at least the relationship between the finetuning train-
ing and test data can be monitored, and the performances on the test data with and without finetuning
easily compared; nevertheless, few studies do so.

2.2.4 Generalisation across languages

The fourth type of generalisation we include in our taxonomy is generalisation across languages, or
cross-lingual generalisation. Research in NLP has been very biased towards models and technologies
for English (Bender, 2011) and most of the recent breakthroughs rely on amounts of data that are simply
not available for the vast majority of the world’s languages. As well as from a practical perspective,
work on cross-lingual generalisation is thus important for the promotion of inclusivity and democratisa-
tion of language technologies. While the field of multilingual modelling is vast and naturally instigates
interesting generalisation questions, relatively few papers in the area focus explicitly on cross-lingual
generalisation. In this section, we discuss two main strands of research that do address this type of gen-
eralisation; in Appendix D, we provide a list of benchmarks that can be used to evaluate generalisation
across languages.

Cross-lingual finetuning There are several ways in which cross-lingual generalisation can be evalu-
ated. Most existing cross-lingual studies focus on scenarios where labelled training data is available in
a single language (typically English) and the model is evaluated in multiple languages. A common ap-
proach to address this problem is to finetune a multilingually pretrained language model on task-specific
annotations available in one or a few languages, and then transfer to other languages in a zero-shot fash-
ion (e.g. Pires et al., 2019; Wu and Dredze, 2019). This setup tests to what extent a model’s ability to
solve tasks is invariant to the language of the labelled data used for training. It has been used to show,
for instance, that Multilingual BERT (Devlin et al., 2019) finetuned on English labelled data generalises
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well to languages with different scripts, but exhibits some systematic deficiencies that affect language
pairs with different word-order features, such as English and Japanese (Pires et al., 2019).

Multilingual learning A second way in which cross-lingual generalisation can be evaluated is by
testing whether multilingual models perform better than monolingual models on language-specific tasks
as a result of being trained on multiple languages at the same time. As is the case for multitask learning,
approaches that are simultaneously trained on multiple languages (or multiple tasks) can be thought of as
an implicit evaluation of generalisation across those languages (or across tasks). There is a large number
of papers investigating multilingual models, usually for language modelling or machine translation (e.g.
Aharoni et al., 2019; Al-Shedivat and Parikh, 2019; Costa-jussà et al., 2022; Fan et al., 2021; Zhang et al.,
2020). Most of these papers have as their main aim to introduce models that improve on multilingual
tasks across the board and are not otherwise motivated by generalisation questions. Some, however,
do include explicit generalisation experiments in their setup, for example to assess the dependence of
generalisation on the amount of data available for different languages (Zhou et al., 2018), or on the
number of languages a model is exposed to during training (Aharoni et al., 2019).

2.2.5 Generalisation across domains

The next category is generalisation across different domains, a type of generalisation that is often re-
quired in naturally occurring scenarios – more so than the types discussed so far – and thus carries high
practical relevance. While there is no precise definition of what constitutes a domain, domains broadly
refer to collections of texts exhibiting different topical and/or stylistic properties, such as different gen-
res or texts with varying formality levels. Examples of domains we found in the literature are fiction,
letters, governmental documents, telephone calls, and face-to-face interactions (Williams et al., 2018),
biomedical texts (Fried et al., 2019), texts collected from online sources such as ArXiv, Github and
OpenSubtitles (Artetxe et al., 2021), or texts produced by different language communities, e.g. written
in Standard American English and African-American English (Blodgett et al., 2016).

Domain generalisation Studies considering domain generalisation are varied, and examples plentiful.
To name just a few, Ryu et al. (2018) and Tan et al. (2019) consider how a sentiment analysis model
trained to classify the sentiment of reviews for certain products generalises to newly commercialised
products, necessarily not represented in its training data. Blodgett et al. (2016) investigate how a model
trained on data collected from one demographic generalises to a different population. Blodgett et al.
(2017) and Michel and Neubig (2018) instead investigate how a machine translation model trained on
canonical text generalises to noisy data from an internet platform.

Domain adaptation Cross-domain generalisation has often been studied in connection with domain
adaptation, the problem of adapting an existing general model to a new domain (Daumé III, 2007).
This has been a very active research area in machine translation (Axelrod et al., 2011; Bertoldi and
Federico, 2009; Chu et al., 2017; Chu and Wang, 2018; Freitag and Al-Onaizan, 2016; Hu et al., 2019;
Joty et al., 2015; Koehn and Schroeder, 2007; Luong and Manning, 2015; Wang et al., 2017a,b), with
several standard datasets (Malinin et al., 2021; Michel and Neubig, 2018) and dedicated tracks in popular
shared tasks like WMT (Bojar et al., 2019; Specia et al., 2020). It has also been studied in part-of-speech
tagging (Blitzer et al., 2006), sentiment analysis (Blitzer et al., 2007) and language model pretraining
(Gururangan et al., 2020), among other tasks.

Temporal generalisation Finally, domain generalisation is related to temporal generalisation, as in-
vestigated in studies where the training data is produced in a specific time period and the model is tested
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on data from a different time period, either in the future or in the past. This problem has as yet been stud-
ied in a limited range of tasks, including language modelling and question answering (Lazaridou et al.,
2021), named entity recognition in social media (Derczynski et al., 2016; Fromreide et al., 2014; Rijh-
wani and Preotiuc-Pietro, 2020), named entity disambiguation (Agarwal et al., 2018), document classifi-
cation (He et al., 2018; Huang and Paul, 2018, 2019) and sentiment analysis (Lukes and Søgaard, 2018).

2.2.6 Generalisation in the context of robustness

The last category of generalisation research we consider on the generalisation type axis concerns models’
ability to learn task solutions that abstract away from spurious correlations that may occur in the training
data, and that are aligned with the underlying generalising solution that humans associate with the task
(e.g. Gururangan et al., 2018; McCoy et al., 2019; Talman and Chatzikyriakidis, 2019). We refer to
this type of generalisation as robustness generalisation. Research on robustness generalisation usually
focuses on data shifts that stem from varying data collection processes. Different from most of the
previous categories discussed in §2.2, such shifts are generally unintended and can be hard to spot.
Current work, therefore, focuses on characterising such scenarios and understanding their impact. Many
of these studies show that models do not generalise in the way we would expect them to, because the
training data was in some subtle manner not representative of the true task distribution. Generalisation
evaluation in the context of robustness can be driven by several different motivations: some studies are
motivated by more practical concerns, others are conducted to gain a better perspective on intrinsic task
understanding, and yet others are directed towards the development of fair and unbiased NLP models.
In this section, we discuss three common scenarios of robustness evaluation.

Annotation artefacts A common scenario is one where there are annotation artefacts in the training
data, which may result in an overestimation of a model’s performance on a particular task. Artefacts oc-
cur frequently when datasets are collected through crowdsourcing, with undesired data properties being
introduced in subtle ways as a result of how the annotation procedure was set up. Popular natural lan-
guage inference datasets such as SNLI (Bowman et al., 2015a) and MultiNLI (Williams et al., 2018) have
been found particularly susceptible to such artefacts. For example, Gururangan et al. (2018) and Poliak
et al. (2018) showed that models can learn to make correct predictions for NLI instances by only looking
at hypotheses, with spurious patterns in word choice and grammatical features (e.g. negation being in-
dicative of the contradiction class) making it unnecessary for a model to use logical inference. The lack
of true task understanding causes NLI models to generalise poorly across different datasets (Talman and
Chatzikyriakidis, 2019). Besides NLI, other tasks such as question answering have also been reported to
suffer from annotation artefacts (Jia and Liang, 2017; Kaushik and Lipton, 2018), even when the authors
made a conscious effort to avoid such artefacts during the annotation process (Elazar et al., 2021).

Standardised splits Another line of work questions the way we use data splits in general, especially
the extent to which scores on standardised splits that remain static over time are reflective of a model’s
generalisation abilities. For instance, Gorman and Bedrick (2019) showed that models perform much
worse on fully random train–test splits than the reported state-of-the-art performances on standardised
random splits. Søgaard et al. (2021) go even further and advocate for the use of heuristic and adversarial
splits, thanks to which a model’s capability for generalisation is challenged directly – for instance by
putting all longer sentences in the test set, or by splitting the data to maximise the difference between
train and test set along a certain dimension.

Subpopulation bias A third scenario in which robustness and performance overestimation play a role
is the case where certain demographics are under- or over-represented in the training data. As it may
result in models that generalise poorly to specific demographic groups, this is a particularly harmful

11



p(y|x) p(x)

full
shiftlabel shift covariate

shift
assumed shift 
Papers assume there is a shift, without explicitly enforcing or checking that (e.g. it is

simply assumed that the sentences representing 'prompts' did not occur in the training
data).

multiple shifts 
multiple shifts happen in the same experiment, because there are shifts between both the
pretraining and training, and training and testing data.

Figure 4: The five types of data distribution shifts (shift types).

case of overestimation. Toxicity classifiers, for example, suffer from unintended bias caused by certain
identity terms being disproportionately represented in the training data (e.g. “I am a gay man” being
assigned high toxicity scores because the word “gay” is often used in toxic comments; Dixon et al.,
2018), and abusive language detection models exhibit gender bias caused by imbalances in the training
data (Park et al., 2018). A way to detect such imbalances and thus systematically avoid cases of overes-
timation is evaluating models by their worst-group accuracy, rather than the average accuracy across all
demographic groups (Koh et al., 2021).

2.3 Shift type: what kind of data shift is considered?

We have seen that generalisation tests may differ in terms of their motivation and the type of gener-
alisation that they target. What they share, instead, is that they all focus on cases in which there is a
form of shift between the data a model is (pre)trained on and the data that is used for evaluation. In
other words, for some datasets (X1,Y1) and (X2,Y2) considered in the experimental setup, it holds that
p(x1,y1) 6= p(x2,y2). In the third axis of our taxonomy, graphically depicted in Figure 4, we describe
the ways in which two datasets used in a generalisation experiment can differ. This axis adds a more for-
mal dimension to our taxonomy and derives its importance from the fact that data shift plays an essential
role in formally defining and understanding generalisation from a statistical perspective.

We consider three main types of shift which are well-attested in the literature – covariate shift, label
shift and full shift – and include two additional types of shift – assumed shift and multiple shifts – to
account for studies that cannot be labelled with any of the three main shift types. We formalise the
differences between the test, training and potentially pretraining data involved in generalisation tests as
shifts between the respective data distributions:

p(xtst,ytst) test (1)

p(xtr,ytr) training / finetuning / adaptation (2)

p(xptr,yptr) pretraining (3)

These data distributions can be expressed as the product of the probability of the input data p(x) and the
conditional probability of the output labels given the input data p(y|x):

p(x,y) = p(x) p(y|x) (4)

This allows us to define four main types of relations between two data distributions, depending on
whether the distributions differ in terms of p(x), p(y|x), both, or none. The last type constitutes the case
in which there is no shift in data distributions – i.e. both p(xtr) = p(xtst) and p(ytr|xtr) = p(ytst|xtst).7

This matches the i.i.d. evaluation setup traditionally used in machine learning. As discussed earlier, this
7For clarity, we leave pretraining distributions aside and focus on train–test shifts, as this is the most intuitive setting.

However, the shift types described in this section can be used to describe the relationship between any two data distributions
involved in a modelling pipeline.
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type of evaluation, also referred to as evaluation of within-distribution generalisation, has frequently
been reported not to be indicative of good performance for the more complex forms of generalisation
that we often desire from our models. We will not further discuss it here, but instead focus on the other
three cases, commonly referred to as out-of-distribution (o.o.d.) evaluation. Figure 4 summarises the
types of distribution shift discussed in this section.

2.3.1 Covariate shift

The most commonly considered data distribution shift in o.o.d. generalisation research is one where
p(xtst) 6= p(xtr) but p(ytst|xtst) = p(ytr|xtr). In this scenario, often referred to as covariate shift
(Moreno-Torres et al., 2012; Storkey, 2009), the distribution of the input data p(x) changes, but the con-
ditional probability of the labels given the input – which describes the task – remains the same. Under
this type of shift, one can evaluate if a model has learned the underlying task distribution while only
being exposed to p(xtr,ytr). Challenge sets such as HANS (McCoy et al., 2019), PAWS (Yang et al.,
2019), or the COGS test set (Kim and Linzen, 2020) deliberately address these shifts, with examples be-
ing selected or generated to violate invalid heuristics models are known or expected to follow. Covariate
shift is also addressed in cross-generalisation and robustness evaluation studies, such as those conducted
by Ryu et al. (2018) and Tan et al. (2019) on real-world datasets. Compared to the other shift types,
covariate shift is the easiest to tackle without performing additional training or pre- and post-processing.
As we will see in what follows, a common approach to address other, more complex shifts, is to turn
them into covariate shifts.

2.3.2 Label shift

The second type of shift corresponds to the case in which the focus is on the conditional output dis-
tributions: p(xtst) = p(xtr) and p(ytst|xtst) 6= p(ytr|xtr). We refer to this case as label shift but it is
also known as concept shift in the literature (Moreno-Torres et al., 2012). Label shift can happen within
the same task when there are inter-annotator disagreements, a temporal shift in the data, or a change of
domain (e.g. the phrase “it doesn’t run” can lead to different sentiment labels depending on whether it
appears in a review for software or one for mascara). Label shift also occurs when there is a change
in task (as in §2.2.3). For instance, the same sentence might have a negative gold label in a sentiment
classification task, but a positive label when the task is changed to toxicity identification. Or, in case of
a more extreme label shift, the labels themselves can change, for example when shifting from language
modelling (where the set of labels is the language vocabulary) to POS-tagging. In NLP studies, label
shift is often seen as an obstacle that needs to be overcome rather than as a setting in which models are
directly evaluated: if the same example has contradictory labels in training and test data, it is unclear
what decision at test time should be considered good generalisation behaviour. In practice, there are two
main ways in which label shift is typically addressed. The first is to add a finetuning or adaptation stage
in which a model is updated to represent the shift that occurred (e.g. Biesialska et al., 2020; Sun et al.,
2020) or new parameters are added to represent newly introduced labels (Devlin et al., 2019; Howard
and Ruder, 2018; Peters et al., 2018, i.a.). The second way to address label shift is to augment the input
data with domain or task indicators (e.g. Brown et al., 2020; Raffel et al., 2020). We saw before that the
phrase “it doesn’t run” can be both positive and negative, depending on its domain of occurrence. By
adding indicators that specify the domain, the problem can be converted into a covariate shift (or poten-
tially even no shift, if both indicators are represented in the training and test distributions). Similarly, in
prompting setups, where tasks are formulated as questions in natural language, label shifts caused by a
change of task are turned into a different shift type that can be solved without further finetuning (see,
e.g. Bach et al., 2022; Brown et al., 2020; Schick and Schütze, 2021).
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2.3.3 Full shift

The most extreme type of shift corresponds to the case in which p(x) and p(y|x) change simultaneously:
p(xtst) 6= p(xtr) and p(ytst|xtst) 6= p(ytr|xtr). We refer to this case as full shift. Full shifts may occur
in language modelling tasks, where changes in the p(x) directly translate into changes in p(y|x), when
adapting to new language pairs in multi-lingual experiments (e.g. Costa-jussà et al., 2022; Kodner et al.,
2022), or when entirely different types of data are used either for pretraining (e.g. Papadimitriou and
Jurafsky, 2020, who test if pretraining on music impacts learning language afterwards) or for evaluation
(e.g. De Varda and Zamparelli, 2022, who evaluate generalisation to different languages). Full shifts
can be addressed without retraining – because they do not necessarily imply that the same input x is
assigned a different label at test time. Nevertheless, they are challenging, and, similarly to label shifts,
they are often turned into different types of shifts that can be more easily addressed.8

2.3.4 Multiple shifts

We have so far focused on the types of shifts that can occur between two data distributions. Some studies,
however, consider shifts between multiple distributions at the same time, for instance to investigate how
different types of pretraining architectures generalise to o.o.d. splits in a finetuning stage (Li et al.,
2022) or which pretraining method achieves better cross-domain generalisation in a second training
stage (Wang et al., 2021). In our taxonomy, we label such cases as multiple shifts, and – at least in
the current version – we do not distinguish between different configurations of multiple shifts (e.g.
label+covariate, or covariate+covariate).9 We will discuss multiple shifts further in §2.5.

2.3.5 Assumed shift

When classifying shifts in our review, we will mainly focus on cases where authors explicitly consider
the relationship between the data distributions they use in their experiments and the assumptions they
make about this relationship are either well-grounded in the literature (e.g. it is commonly assumed
that switching between domains constitutes a covariate shift) or empirically verified. Nevertheless, we
identify numerous studies that claim to be about generalisation where such considerations are absent:
it is assumed that there is a shift between training and test data, but this is not verified or grounded in
previous research. We include this body of work in our review and refer to the corresponding type of
shift as assumed shift. Sometimes, the assumed shift is not explicitly checked because it is considered
plausible given general linguistic knowledge (e.g. Wilcox et al., 2021). Other times, the relationship
between training and test data is not investigated because the researchers do not have access to the
training data. The BigBench benchmark (Srivastava et al., 2022), for instance, contains several tasks
designed to measure generalisation, but the training datasets of the models investigated are not in the
public domain. Yet in other cases, the training data is available to the authors of the paper, but no
extensive analysis is presented (e.g. Brown et al., 2020; Chowdhery et al., 2022).

2.4 Shift source: how are training and test data obtained?

In the previous section, we discussed what types of shifts may occur in generalisation tests. We now
focus on how those shifts originated: our fourth axis, graphically shown in Figure 5, concerns the source
of the differences occurring between the pretraining, training and test data distributions. The source
of the data shift determines how much control an experimenter has over training and test data and,

8Oftentimes, covariate shifts might inadvertently also cause label shifts, for instance when the textual domain changes in
a sequence-classification task. In our characterisation, however, if the underlying task stays the same, we will assume that the
(more controlled) covariate shift is the one that is investigated unless specified otherwise.

9Our evaluation cards (Appendix B), however, do allow recording different shift types per experiment.
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Figure 5: The sources of shifts, with indications of whether data is natural (globe) or generated (robot).

consequently, what kind of conclusions can be drawn from a generalisation experiment. We distinguish
four different sources of shifts: (i) naturally occurring shifts, (ii) artificially partitioned natural corpora,
(iii) generated shifts and (iv) fully generated datasets.

To formalise the description of these different sources of shift, we consider the unobserved base
distribution which describes all data considered in an experiment:

p(xbase,ybase, τ ) base (5)

The variable τ represents a data property of interest, with respect to which a specific generalisation
ability is tested. This can be an observable property of the data (e.g. the length of an input sentence),
an unobservable property (e.g. the timestamp that defines when a data point was produced), or even a
property relative to the model under investigation (e.g. τ could represent how quickly a data point was
learned in relation to overall model convergence). The base distribution over x, y and τ can be used
to define different partition schemes to be adopted in generalisation experiments. Formally, a partition-
ing scheme is a rule f : T →{true, false} that discriminates data points according to a property
τ ∈T . To investigate how a partitioning scheme impacts model behaviour, the pretraining, training and
test distributions can be defined as:

p(xptr,yptr) = p(xbase,ybase |fpretrain(τ ) = true) (6)

p(xtr,ytr) = p(xbase,ybase |ftrain(τ ) = true) (7)

p(xtst,ytst) = p(xbase,ybase |ftest(τ ) = true) (8)

Using these data descriptions, we can now discuss four different sources of shifts.

2.4.1 Naturally occurring shifts

The first scenario we consider is one in which shifts naturally occur between corpora. Both the data
partitions of interest are naturally occurring corpora, to which no systematic operations are applied: for
the purposes of a generalisation test, experimenters have no direct control over the base distribution nor
the partitioning scheme f(τ ). In other words, the variable τ refers to properties that naturally differ
between collected datasets. Examples of naturally occurring shifts emerge from splits containing data
from different annotators (Geva et al., 2019), sources or domains (e.g. Artetxe et al., 2021; Talman and
Chatzikyriakidis, 2019), populations (e.g Dixon et al., 2018; Talat et al., 2018), time periods (e.g. Lazari-
dou et al., 2021), or from different data collection procedures targeting the same task (Wang et al., 2018;
Williams et al., 2018). In this category, we also include cross-task and cross-lingual generalisation stud-
ies in which all corpora involved are natural corpora (e.g. FitzGerald et al., 2022; Mishra et al., 2022).
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2.4.2 Splits of natural corpora

A slightly less natural setup is one in which a naturally occurring corpus is used, but it is artificially split
along specific dimensions. The primary difference with the previous category is that the variable τ refers
to properties along which data would not naturally be split, such as the length or syntactic complexity
of a sample. Experimenters have thus no control over the data itself, but they control the partitioning
scheme f(τ ). Raunak et al. (2020), for instance, split naturally occurring machine translation corpora
such that longer sentences occur in the test data, and Weber et al. (2021) split a language modelling
corpus such that the training data does not contain specific types of grammatical environments.

2.4.3 Generated shifts

The third category concerns cases in which one data partition is a fully natural corpus and the other
partition is designed with specific properties in mind to address a generalisation aspect of interest. Data
in the constructed partition may avoid or contain specific patterns (Bhargava et al., 2021; Cui et al.,
2022; Dankers et al., 2022; Fancellu et al., 2017), violate certain heuristics (Dayanik and Padó, 2021;
Libovický et al., 2022; McCoy et al., 2019), include unusually long or complex sequences (Lakretz et al.,
2021a; Raunak et al., 2019), or it may be constructed adversarially, generated either by humans (Kiela
et al., 2021) or automatically (e.g. Sakaguchi et al., 2021; Zellers et al., 2018). In the examples provided
above, the constructed partition always corresponds to the test data; the opposite – where instead the
training data is synthetic or generated and the test data natural – is also possible, yet less common (e.g.
Papadimitriou and Jurafsky, 2020).

2.4.4 Fully generated

The last possibility is to use only generated data. Generating data is often the most precise way of mea-
suring specific aspects of generalisation as experimenters have direct control over both the base distribu-
tion and the partitioning scheme. Sometimes the data involved is entirely synthetic (e.g. Hupkes et al.,
2020; Lake and Baroni, 2018), other times it is templated natural language or a very narrow selection of
a natural language corpus (e.g Keysers et al., 2019; Kim and Linzen, 2020). Generated splits can vary in
several different dimensions. Sometimes, τ is a simple observable data property. For instance, Hupkes
et al. (2020) split their corpus based on the presence of particular function pairs P , implicitly setting τ =
P ∈ x. In some cases, τ may also be defined relative to the τ of other examples, and can only be com-
puted globally, such as in the case of maximum compound divergence splitting (Keysers et al., 2019).10

2.5 Locus of shift: between which data distributions does the shift occur?

The four axes that we have discussed so far demonstrate the depth and breadth of generalisation evalua-
tion research, and they also clearly illustrate that generalisation is evaluated in a wide range of different
experimental setups. They described the high-level motivations for studying generalisation in NLP mod-
els, the types of generalisation that have been frequently evaluated in the literature, the data distribution
shifts used for generalisation tests, and the possible sources of those shifts. What we have not yet ex-
plicitly discussed is between which data distributions those shifts can occur: the locus of the shift. In
our taxonomy, the shift locus forms the last piece of the puzzle, as it determines what part of the mod-
elling pipeline is investigated and, with that, what kind of generalisation questions can be answered. We
consider shifts between all stages in the contemporary modelling pipeline – pretraining, training and
testing, as well as studies that consider shifts between multiple stages at the same time, as expressed by
the data distributions that we have considered in §2.3 (for a graphical representation, we refer to Fig-
ure 6). Given these distributions, there exist five possible loci of shifts: shifts between the training and

10Maximum compound divergence is not restricted to generated data, but can in some cases also be applied to natural data.
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Figure 6: The five loci of splits, along with the parts of the modelling pipeline they allow investigating.

test data, between the finetuning training and test data, between the pretraining and finetuning training
data, between the pretraining and test data, and between all data distributions.

We describe the five loci of shift and how they interact with different components of the modelling
pipeline with the aid of three modelling distributions. These modelling distributions correspond to the
previously described stages – testing a model, training it, and potentially pretraining it:

p(Ytst | Xtst,θ
∗) model (9)

p(θ∗ | Xtr,Ytr,φtr, θ̂) training/finetuning/adaptation (10)

p(θ̂ | Xptr,Yptr,φpr,θ0) pretraining (11)

In these equations, φ broadly denotes the training and pretraining hyperparameters, θ refers to the
model parameters, and X ,Y indicate sets of inputs and their corresponding output. Equation (9) defines
a model instance, specifying a probability distribution over the target test labels Ytst given the model’s
parameters θ∗ and a set of test inputs Xtst. Equation (10) defines a training procedure, specifying
a probability distribution over model parameters θ∗ ∈ Rd given a training dataset Xtr, Ytr, a set of
training hyperparameters φtr, and a (potentially pretrained) model initialisation θ̂. Lastly, Equation (11)
defines a pretraining procedure, specifying a conditional probability over the set of parameters θ̂, given
a pretraining dataset, a set of pretraining hyperparameters φpr, and a model initialisation.11 Between
which of these stages a shift occurs impacts which modelling distributions can be evaluated. We now
discuss the different potential loci of shifts.

2.5.1 The train–test locus

Probably the most commonly occurring locus of shift in generalisation experiments is the one between
training and test data, corresponding to the classic setup where a model is trained on some partition of the
data and then directly evaluated on a shifted (out-of-distribution) test partition. Studies with the train–
test locus can assess two different parts of the modelling pipeline. In some cases, researchers investigate
the generalisation abilities of a model instance. Studies of this type, therefore, report the evaluation of a
single set of parameters θ∗ as described in Equation (9) – typically made available by others – without

11Note that this formalisation generalises to the training from scratch paradigm when Xptr,Yptr=∅, ∅, and to the in-context-
learning setup when Xtr,Ytr=∅, ∅.
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considering how exactly it was trained and how that impacted the model’s generalisation behaviour. For
example, a surge of studies considered the behaviour of the pretrained language model made available by
Gulordava et al. (2018), to investigate how it generalises to, for instance, different syntactic constructions
(e.g. Lakretz et al., 2019).12 Alternatively, researchers might evaluate one or more training procedures,
investigating if the training distribution results in model instances that generalise well – for example,
to study how generalisation compares between different architectures (Mul and Zuidema, 2019; Saxton
et al., 2019) or how it is affected by the amount of training data (e.g. Artetxe et al., 2021; Rae et al., 2021).
While these cases also require evaluating model instances, the focus of the evaluation is not on one
particular instance, but rather on the procedure that generated the (multiple) evaluated model instances.

2.5.2 The finetune train–test locus

The second potential locus of shift bears similarities to the first one but instead considers data shifts
between the train and test data used during finetuning, and thus concerns models that have gone through
an earlier stage of training. This locus occurs when a model is evaluated on a finetuning test set that
contains a shift with respect to the finetuning training data (Damonte and Monti, 2021; Kavumba et al.,
2022; Ludwig et al., 2022). Studies with a finetune train–test locus can evaluate the same parts of the
modelling pipeline as studies with a train–test locus. However, studies that investigate the generalisation
abilities of individual finetuned model instances are rare. More frequently, research with this locus fo-
cuses on the finetuning procedure and on whether it results in finetuned model instances that generalise
well on the test set. Experiments evaluating o.o.d. splits during finetuning often also include a com-
parison between different pretraining procedures (e.g. they compare how BERT models and RoBERTa
models behave during finetuning), thus investigating both a pretrain–train shift and a finetune train–test
shift. We will mark them as having multiple loci, as will be further discussed in the last subsection.

2.5.3 The pretrain-train locus

A third possible locus of shift is between pretraining and training data. Experiments with this locus
evaluate whether a particular pretraining procedure, as described in Equation (11), results in models
(parameter sets θ̂) that are useful when further trained on different tasks or domains. For instance,
Artetxe et al. (2021) investigate which pretraining procedure shows the best downstream generalisation
in several different tasks, Tian et al. (2021) investigate how well pretrained models generalise to a newly
proposed first-order-logic dataset, and Freitag and Al-Onaizan (2016) test how well a pretrained NMT
model can adapt to different domains. Crucially, we classify studies as having a pretrain-train locus only
when i.i.d. splits are used in their final training stage. If also the final stage contains a shift, we describe
the study as having multiple loci.

2.5.4 The pretrain–test locus

The fourth locus of shift is between pretraining and test data. This locus occurs when a pretrained model
is evaluated directly on o.o.d. data, without further training (i.e. Xtr,Ytr = ∅, ∅) – as frequently happens
in in-context learning setups (e.g. Lin et al., 2021; Zhang et al., 2022) – or when a pretrained model
is finetuned on examples that are i.i.d. with respect to the pretraining data and then tested on out-of-
distribution instances. The former case (θ∗ = θ̂) is similar to studies with only one training stage in
the train–test locus, but distinguishes itself by the nature of the (pre)training procedure, which typically
has a general purpose objective, rather than being task-specific (e.g. a language modelling objective).
Furthermore, while generalisation studies with a train–test locus almost always explicitly consider the

12The investigation of model instances is, however, more common with the pretrain-test locus that we will discuss later in
this section.
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relationship between training and test data, this is frequently not the case with pretrain–test studies,
where data shifts are assumed.

2.5.5 Multiple loci

The last option on the locus axis describes studies which simultaneously investigate multiple shifts
between different parts of the modelling pipeline. We refer to these cases as generalisation tests with
multiple loci. More explicitly, experiments of this type consider shifts both between the pretraining
and the training data, as well as between the training and the test data.13 Multiple-loci experiments
evaluate all stages of the modelling pipeline at once: they assess the generalisability of models produced
by the pretraining procedure as well as whether generalisation is achieved in the finetuning stage (e.g.
FitzGerald et al., 2022; Hu et al., 2020; Tu et al., 2020; Yanaka et al., 2021). Because multiple-loci
experiments necessarily also contain multiple shifts, we mark them as multiple shifts in the shift type
axis. The nature of the two shifts may not be the same, but in our analysis, we group them all into a
single category. In our proposed evaluation cards (Appendix B), however, different loci within a single
experiment can be recorded separately.

3 A review of existing generalisation research

We presented a taxonomy containing five categorical axes that can be used to characterise generalisation
research. We now use the taxonomy to analyse a large amount of existing generalisation research and
create a comprehensive map indicating which areas are covered and which are still unexplored. More
specifically, we consider 619 generalisation experiments in NLP, presented in a total of 449 papers from
the ACL Anthology that have the (sub)words generalisation, generalization, generalise or generalize in
their title or abstract, and we label them with their axis values on the five taxonomy axes. In Appendix A,
we provide more details on the selection procedure of the papers. The full list of papers is provided in
Appendix F, as well as – in searchable form – on our website.14 On the same website, we furthermore
present interactive ways to visualise the results; a search tool to retrieve relevant citations; and a means to
generate evaluation cards, that authors can put in their paper or appendix to comprehensively summarise
which generalisation experiments they did (for an example, we refer to Figure 2 and Appendix B). In
this section, we present the main findings of our analysis.

3.1 Overall trends on different axes

We begin by discussing the overall frequency of occurrence of different categories on the five axes,
without taking into account interactions between them. We plot the relative frequencies of all axis
values in Figure 8 and their development over time in Figure 9. Because the number of generalisation
papers retrieved before 2018 is very low (see Figure 7a), we restrict the diachronic plots to the last five
years; all other statistics reported are computed over our entire selection of papers.

3.1.1 Motivations

As we can see in Figure 8 (top left), by far the most common motivation to test generalisation is the
practical motivation. The intrinsic and cognitive motivations follow whereas the studies in our review
that consider generalisation from a fairness perspective make up only 3% of the total. In part, this
low number could stem from the fact that our keywords search in the anthology (see Appendix A for

13We do not distinguish cases where the test data is shifted with respect to the pretraining data from cases where it is not,
as the latter are very uncommon. It is, however, possible to set up an experiment where the pretraining and test data are drawn
from the same distribution, for example to test whether a finetuning procedure results in catastrophic forgetting.

14The full list of papers reviewed, on our website: https://genbench.github.io/references
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Figure 7: We selected papers from the ACL Anthology that contain the (sub)words generalisation, gen-
eralization, generalise or generalize in their title or abstract. This figure shows how many such papers
exist per year, both absolutely (a) and percentually (b). In (c), we show the number of generalisation
papers published each year together with the total number of papers per year.
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Figure 8: The relative occurrences of the categories in the five different axes of our taxonomy (shown
clockwise are the motivation, the generalisation type, the shift source, the shift type and the shift locus).

more information) was not optimal for detecting fairness studies, and we welcome researchers to submit
other generalisation studies with a fairness motivation for review. However, we also speculate that only
relatively recently attention is starting to grow for the potential harmfulness of models trained on large,
uncontrolled corpora and that generalisation has as yet simply not been studied extensively in the context
of fairness. Overall, we see that trends on the motivation axis have experienced small fluctuations over
the past five years (Figure 9a) but they have remained relatively stable.
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Figure 9: Trends from the past five years for three of the taxonomy axes (motivation, shift type and shift
locus), normalised by the total number of papers annotated per year.

3.1.2 Generalisation type

We find that cross-domain is the most frequent generalisation type, making up more than 30% of all
studies, followed by robustness, cross-task and compositional generalisation (Figure 8, left side). Struc-
tural and cross-lingual generalisation are the least commonly investigated. On the one hand, studies
investigating structural generalisation may be underrepresented as they typically focus more on whether
models can capture structures at all, rather than on whether they generalise to new structures. On the
other hand, while cross-lingual studies may be undersampled as they tend to less frequently use the word
‘generalisation’ in their title or abstract (sometimes in favour of ‘transfer’), we hypothesise that their low
number is reflective of the English-centric disposition of the field. As for fairness studies, we encourage
researchers to suggest cross-lingual generalisation papers that we may have missed via our website so
that we can better estimate to what extent cross-lingual generalisation is in fact understudied.

3.1.3 Shift type

Data shift types (Figure 8, bottom) are very unevenly distributed over their potential axis values: the
vast majority of generalisation research considers covariate shift. Given that covariate shift is more
easily addressed by most current modelling techniques, and that it can occur between any two stages
of the modelling pipeline – while label and full shift typically occur between pretraining and finetuning
– this is, to some extent, to be expected. More unexpected, perhaps, is the relatively high amount
of assumed shifts, which correspond to studies that claim to test generalisation but do not explicitly
consider how the test data relates to data used at various stages of model training. The percentage of
assumed shifts has in fact increased over the past few years (Figure 9b). We hypothesise that this trend,
which signals a movement of the field in the wrong direction, is predominantly caused by the use of
increasingly large, general-purpose training corpora. Such large corpora, which are often also not in the
public domain, make it very challenging to analyse the relationship between the training and testing data
and, consequently, to determine what kind of conclusions can be drawn from evaluation results. More
promising, instead, is the fact that several studies consider multiple shifts, thus assessing generalisation
throughout the entire modelling pipeline.

3.1.4 Shift source

On the shift source axis (Figure 8, bottom right), we see that almost half of the reviewed generalisation
studies consider naturally occurring shifts, natural corpora that are not deliberately split along a partic-
ular dimension. As discussed later in the current section, this type of data source is most prevalent in
cross-task and cross-domain generalisation studies, for which such naturally different corpora are widely
available. The next most frequent categories are generated shifts, where one of the datasets involved is
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generated with a specific generalisation property in mind, and artificially partitioned natural data, de-
scribing settings in which all data is natural, but the way it is split between train and test is controlled.
Fully generated datasets are less common, making up only 11% of the total number of studies.

3.1.5 Shift locus

Lastly, for the locus axis (Figure 8, top right), we see that the majority of cases focuses on (finetune)
train–test splits. Much fewer studies focus on shifts between pretraining and training or pretraining and
testing. Similar to the previous axis, a comparatively small percentage of studies considers shifts in mul-
tiple stages of the modelling pipeline. At least in part, this might be driven by the larger amount of com-
pute that is required for those scenarios. Over the last five years (Figure 9c), however, the percentage of
studies considering multiple loci and pretrain–test loci – the two least frequent categories – has increased.

3.2 Interactions between axes

Next, we consider interactions between different axes. Are there any combinations of axes that occur
together very often or combinations that are instead rare? We encourage the reader to explore these
interactions dynamically on our website. Here, we discuss a few relevant trends.

3.2.1 What data shift source is used for different generalisation types?

In Figure 10a, we show the frequency of each data source per generalisation type, normalised by the to-
tal number of times that generalisation type occurs (i.e. row sum, to make patterns comparable between
generalisation types). The shift source varies widely across different types of generalisation. Compo-
sitional generalisation, for instance, is predominantly tested with fully generated data, a data type that
hardly occurs in research considering robustness, cross-lingual or cross-task generalisation. Those three
types of generalisation are most frequently tested with naturally occurring shifts or, in some cases, with
artificial splits of natural corpora. Structural generalisation is the only generalisation type that appears
to be tested across all different data types. As far as we are aware, there exist very few studies that
directly compare results between different sources of shift – for instance, to investigate to what extent
results on generated shifts or fully generated data are indicative of performances on natural corpora.15

Such studies could provide insight into how choices in the experimental design impact the conclusions
that are drawn from generalisation experiments, and we believe that they are an important direction for
future work.

3.2.2 For which loci of shift are different generalisation types studied?

We observe that of all the generalisation types, only cross-task generalisation is frequently investigated
in the pretrain-train and pretrain–test stages (Figure 10b). For all other types of generalisation, the vast
majority of tests are conducted in the train–test or finetune-train/test stage. In some cases, these dif-
ferences are to be expected: as general-purpose pretrained models are usually trained on very large,
relatively uncontrolled corpora, investigating how they generalise to a different domain without further
finetuning is typically not possible, and neither is evaluating their robustness, which typically requires
more detailed knowledge of the training data. The statistics also confirm the absence of studies that con-
sider compositional generalisation from pretraining to finetuning or from pretraining to training, which
as we previously discussed (§2.2.1) is philosophically and theoretically challenging in such setups. A
final observation is the relative underrepresentation of studies with multiple loci across all generalisation
types, especially given the large number of studies that consider generalisation in the finetuning stage or

15An example of such a study would be the work of Chaabouni et al. (2021), who investigate whether performance improve-
ments on SCAN transfer to machine translation models trained on natural data.
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Figure 10: Interactions between axes. The heatmaps are normalised by the total row value to facilitate
comparisons between rows. Different normalisations (e.g. to compare columns) and interactions be-
tween other axes can be analysed on our website, where figures based on the same underlying data can
be generated.
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the pretrain-training stage. Those studies have included multiple training stages but considered generali-
sation in only one of them. We hope to see this trend change in the future, with more studies considering
generalisation across the entire modelling pipeline.

3.2.3 Which types of data shifts occur across different loci?

Figure 10c shows that assumed shifts mostly occur in the pretrain–test locus, which confirms our hy-
pothesis that assumed shifts are likely caused by the use of increasingly large, general-purpose training
corpora. When such pretrained models are further finetuned, they often consider either a shift between
pretraining and finetuning where new labels are introduced or a covariate shift in the finetuning stage
– as such, they do not require an in-depth understanding of the pretraining corpus.16 When models
are directly evaluated, however, the only shift that can be considered is the one between the very large
pretraining corpus and the test corpus. This trend points to a substantial challenge when it comes to
evaluating generalisation with limited knowledge about model pretraining.

3.2.4 How does motivation drive generalisation research?

To discuss the relationship between the motivation behind a study and the other axes, we focus in partic-
ular on its interactions with generalisation type, shift locus and shift source, as shown in Figure 10d-10f.
Considering first the relationship between motivation and generalisation type (Figure 10d), we see that
cross-domain, robustness, cross-task and cross-lingual generalisation are predominantly motivated by
practical considerations, with robustness generalisation studies being also frequently motivated by an
interest in understanding how models work intrinsically. We find that compositional and structural gen-
eralisation studies are both frequently driven by cognitive motivations – which is to be expected given the
importance of these concepts in human cognition and intelligence. The motivation given most frequently
for compositional generalisation, however, is a practical one. While in human learning, compositionality
is indeed often associated with important practical properties – speed of learning, quick generalisation
– as far as we know, there is little empirical evidence that compositional models actually perform better
on natural language tasks. A similar apparent mismatch can be observed in Figure 10f when focusing
on the practical motivation. Practical generalisation tests are typically aimed at improving models or
at being directly informative of a model’s applicability. Nonetheless, more than 20% of the practically
motivated studies use either artificially partitioned natural data or even fully generated data. To what ex-
tent could their conclusions then actually be informative of models applied in practical scenarios? These
apparent mismatches between the motivation and the experimental setup demonstrate the importance of
the motivation axis in our taxonomy – being aware of and explicit about a study’s motivation ensures
that its conclusions are indeed informative to the underlying research question.

Another interesting observation that can be made from the interactions between motivation and shift
locus is that the vast majority of cognitively motivated studies are conducted in a train–test setup. While
there are many good reasons for this, conclusions about human generalisation are drawn from a much
more varied range of ‘experimental setups’. For instance, any experiments done with adults can be
thought of as more similar to tests with finetune train–test or pretrain–test locus than to the train–test
locus, as adults have a life-long experience over which the experimenter has little control beyond par-
ticipant selection. On the one hand, this suggests that generalisation with a cognitive motivation should
perhaps be evaluated more often with those loci. On the other hand, it begs the question of whether the
field could take inspiration from experiments on human generalisation for the challenging effort of eval-
uating the generalisation of large language models, trained on uncontrolled corpora, in a pretrain–test
setting. While there are, of course, substantial differences between the assumptions that can reasonably

16The observant reader might note that there are, in fact, also several covariate and full shifts with a pretrain-train locus, as
well as covariate shifts with a pretrain–test locus. These typically do not represent experiments with large language models but
instead, for instance, consider a multi-stage process for domain adaptation, which also includes a zero-shot comparison.
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be made about the linguistic experiences of a human and the pretraining of a language model,17 we
believe that input from domain experts who have extensively studied generalisation in humans might be
very beneficial to improving model generalisation testing in these more challenging setups.

4 Conclusion

While the ability to generalise well is considered to be one of the primary desiderata for NLP models,
there is very little agreement on what kind of generalisation behaviour modern-age NLP models should
exhibit, and under what conditions that should be evaluated. For decades, generalisation has been simply
evaluated with random train–test splits. The recent past, however, has seen several studies illustrating
that models that exhibit near-perfect performances on such i.i.d. splits can sometimes drastically fail in
a wide range of scenarios that require different forms of generalisation. This body of work demonstrates
the need for more comprehensive generalisation testing but it does not provide much guidance: different
papers use different experimental setups, different types of data and even entertain different ideas about
what it means for an NLP model to generalise well. As a consequence, even though its importance is
almost undisputed, extensive state-of-the-art generalisation testing is not currently the standard in NLP.
With our work, we aim to set the first step towards making it the new status quo. In this last section, we
summarise our work, discuss its limitations, and sketch how we believe it can be used in the future.

4.1 The generalisation taxonomy

We presented a new framework to systematise and understand generalisation research. The core of this
framework consists in a taxonomy that characterises generalisation studies along five dimensions. This
taxonomy, which is designed based on an extensive review of generalisation papers in NLP, can be used
to critically analyse existing generalisation research and to structure new studies. The five nominal axes
of the taxonomy describe why a study is executed (the main motivation of the study), what the study
intends to evaluate (the type of generalisation it aims to solve), and how the evaluation is conducted
(the type of data shift considered, the source of this data shift, and the locus in which the shift is
investigated). An overview of our taxonomy is provided in Figure 1; the axes are discussed in §2.1-2.5.
For the reader’s convenience, a concise summary is provided in Appendix E.

4.2 Existing work on generalisation: the taxonomy in action

To illustrate the use and usefulness of our taxonomy, we used it to analyse 449 papers from the ACL
Anthology that have the (sub)words generali(s/z)ation or generali(s/z)e in their title or abstract. Through
this analysis, we demonstrated that the taxonomy is applicable to a wide range of generalisation studies
and we were able to provide a comprehensive map of the field, observing overall patterns and mak-
ing suggestions for areas that should be prioritised in the future. Our most important conclusions and
recommendations are:

• The goal of a study is not always perfectly aligned with its experimental design. We advise
that future work should be more explicit about motivations – which strongly impact what sort of
generalisation is even desirable – and should incorporate deliberate assessments to ensure that the
experimental setup matches the goal of the study. To facilitate this, we introduce evaluation cards
(see Appendix B) that can be used to comprehensively report which generalisation experiments
are conducted in a paper.

17On the one hand, for a human, some assumptions can be safely made or even verified with a participant – for instance,
unless a person has previously participated in a psycholinguistic experiment, we can almost be certain that they have never
conjugated nonce words. For a computational model, this is less trivially true. On the other hand, it is sometimes possible to
inspect the data that models have seen during pretraining, which is evidently not the case for humans.
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• Cross-lingual studies and generalisation studies motivated by fairness goals are underrepresented.
We suggest that these areas should be given more attention in future work.

• Papers that target similar generalisation questions vary widely in the type of evaluation setup they
use. In our view, the field would benefit from more meta-studies that consider how the results of
experiments with different experimental paradigms compare to each other.

• The vast majority of generalisation studies focuses on only one stage of the modelling pipeline.
More work is needed that considers generalisation in all stages of training, to prioritise models
whose generalising behaviour persists throughout their training curriculum.

• Recent popular NLP models that can be tested directly for their generalisation from pretraining to
testing (e.g. in prompting setups, without any further model training) have often been evaluated
without considering the relationship between the (pre)training and the test data. We envisage that
this is due to the fact that generalisation is particularly difficult to assess when large uncontrolled
training data is involved, and we suggest that inspiration might be taken from how generalisation
is evaluated in experiments with human participants, where control and access to the ‘pretraining’
data of a participant are unattainable.

While the review and conclusions presented in this paper are necessarily static, along with this
paper we also launch a website, on which new entries can be added by authors. On this website, we
furthermore provide a set of visualisation tools that make it possible to visualise our results in different
ways and a set of search tools that allows browsing through the reviewed papers, finding studies with
specific features, and collecting relevant paper references.

4.3 Future work

By providing a systematic framework and set of concrete (online) tools to allow for a structured under-
standing of generalisation, we believe we have set the necessary first step towards making state-of-the-art
generalisation testing the new status quo in NLP. We hope that our taxonomy will prove useful in clar-
ifying what type of generalisation is useful in which scenario; that it will help researchers define and
characterise generalisation studies, systematically registering them with our proposed evaluation cards;
and that our online overview of generalisation studies will continue to provide a comprehensive picture
of what happens in the field of generalisation. Still, our work is by no means intended to be the end of
the road. For example, while our taxonomy can make future generalisation research in NLP more com-
parable, structured and carefully designed, and while our survey suggests interesting research directions,
this work does not provide standardised data or procedures for generalisation testing. We envision that
important generalisation tests should be hosted on a shared platform, along with a leaderboard to make
generalisation testing more accessible and transparent, and that the platform should not be controlled
by a single group of people but by a larger community of NLP researchers and domain experts. Lastly,
in the same way as our thoughts on how generalisation should be evaluated have evolved with models
in the past, so should such a platform continue to evolve in the future. What we consider important to
evaluate now might change next year, and when models get better at setups considered difficult today,
we might discover new types of generalisation that we had not thought of before. How we evaluate
models should be reflective of this constant evolution, and which tests are prioritised should thus change
along with new models and knowledge.

5 Limitations

Designing a coherent, consistent, and at the same time, usable taxonomy of generalisation research in
NLP is a non-trivial task, which required substantial discussion among the authors. We finish this paper
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by reporting the main decisional trade-offs of our work, concerning the definition of the taxonomy, the
annotation process and the selection of papers to review.

First, we designed this taxonomy and its set of axes to highlight theoretically important but also prac-
tically functional distinctions between generalisation studies. In doing so, we opted for relatively coarse
axes values, which allow drawing higher-level conclusions about the field as a whole. At the same time,
this sometimes groups together papers that could be regarded separately. An already discussed example
are the studies with a pretrain-train locus, which by definition all share that they include more than one
training stage and investigate generalisation in the first one. This category thus contains both papers
that use a general-purpose pretraining objective and then finetune on different tasks and studies whose
finetuning objective matches the pretraining objectives (e.g. studies that consider domain-adaptation in
a continual learning setup). While those differences are, at least in part, reflected on other axes, in some
cases it might be helpful to distinguish those two cases more explicitly. Something similar occurs on the
shift type axis. The three formal shift types that we consider are statistically well-grounded but shifts
of the same type can still largely vary. Whether the distance between two distributions is small or large
might make a substantial difference in the difficulty of the generalisation problem, which is something
that is currently not reflected in our taxonomy. Although quantifying differences between distributions
is often problematic in practice, we believe that adjusting the taxonomy to capture the difficulty of gen-
eralising to a particular shift could be helpful in the future. More generally, we imagine that future
experimental paradigms might call for the addition of values on some of the axes, or even the addition
of new axes. We are already observing, for example, that new studies include increasingly often more
than three modelling distributions. Our taxonomy can be naturally extended to account for modelling
pipelines with an arbitrary number of learning stages.

A second limitation concerns the labelling and characterisation of individual studies. In the descrip-
tion of the axes and their different values, we aimed to be as comprehensive and precise as possible. In
practice, however, there are always cases in which the actual category of a paper is debatable. Some-
times this occurs because the paper itself is not clear about what exactly it attempts to evaluate or about
its motivation; we hope that our taxonomy will reduce the number of such cases in the future. In other
instances, it is simply difficult to apply some concepts or distinctions, despite their theoretical sharp-
ness, to concrete studies. A clear example of this challenge is the shift type. In theory, p(x), p(y|x)
and p(y) are clearly defined concepts; in practice, it is usually impossible to estimate the actual differ-
ence between two (natural) distributions. Some might even argue that, in practice, train and test sets
are virtually always distributionally different. For the purpose of systematising generalisation testing
and characterising experiments, however, this is not a useful observation. In our taxonomy design and
annotations, we aimed to make distinctions that we deemed useful, rather than relying on “true” but
unknown differences between distributions.

Thirdly, in our paper selection and annotation, we deliberately excluded a few types of papers. For
example, we did not include any studies that considered more than one modality. While we believe they
are interesting to consider from a generalisation perspective, they are also more difficult to characterise
within a single taxonomy, as they involve more distributions (with sometimes very different support)
and thus more distribution shifts. We consider including such papers a compelling step for future work.
Another set of papers that we excluded are those that do not conduct behavioural experiments but look
at the generalisability of representations (e.g. probing papers). We do not see any a priori reason that
they could not be characterised by our taxonomy, and we believe this would be a valuable enterprise. In
particular, although marking the difference between behavioural and representational experiments might
require updating the taxonomy, a comparison of behavioural and representational experiments with the
same axis values might make for an interesting meta-study.

A last critical observation that we would like to make is that our work builds on the assumption that
strong generalisation skills are considered crucial for models of NLP. While we generally believe this
to be true, there might be cases where generalisation is not in fact needed. One could provocatively
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argue that for LLMs trained on extremely large English data sets, practically speaking the vast majority
of application scenarios is close to i.i.d. and that complex forms of generalisation are thus not needed.
We abstain from judging whether and when this holds but argue that when researchers believe that their
setup requires no generalisation, they should clearly state so and explain why that is the case.
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Jindřich Libovický, Helmut Schmid, and Alexander Fraser. 2022. Why don’t people use character-level
machine translation? In Findings of the Association for Computational Linguistics: ACL 2022, pages
2470–2485, Dublin, Ireland. Association for Computational Linguistics.

Xi Victoria Lin, Todor Mihaylov, Mikel Artetxe, Tianlu Wang, Shuohui Chen, Daniel Simig, Myle Ott,
Naman Goyal, Shruti Bhosale, Jingfei Du, Ramakanth Pasunuru, Sam Shleifer, Punit Singh Koura,
Vishrav Chaudhary, Brian O’Horo, Jeff Wang, Luke Zettlemoyer, Zornitsa Kozareva, Mona Diab,
Veselin Stoyanov, and Xian Li. 2021. Few-shot learning with multilingual language models.

Tal Linzen. 2020. How can we accelerate progress towards human-like linguistic generalization? In
Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics, pages
5210–5217, Online. Association for Computational Linguistics.

Jiahua Liu, Yankai Lin, Zhiyuan Liu, and Maosong Sun. 2019a. XQA: A cross-lingual open-domain
question answering dataset. In Proceedings of the 57th Annual Meeting of the Association for Com-
putational Linguistics, pages 2358–2368, Florence, Italy. Association for Computational Linguistics.

Ling Liu and Mans Hulden. 2022. Can a transformer pass the wug test? tuning copying bias in neural
morphological inflection models. In Proceedings of the 60th Annual Meeting of the Association for

38

https://doi.org/10.18653/v1/2021.eacl-main.86
https://doi.org/10.18653/v1/2021.eacl-main.86
https://doi.org/10.18653/v1/2022.naacl-main.346
https://doi.org/10.18653/v1/2022.naacl-main.346
https://doi.org/10.18653/v1/2021.eacl-main.257
https://drive.google.com/file/d/13G0gweT_7b4-uQoEs3bEMc9ftmxcV_1i/view
https://drive.google.com/file/d/13G0gweT_7b4-uQoEs3bEMc9ftmxcV_1i/view
https://doi.org/10.18653/v1/2021.acl-long.368
https://doi.org/10.18653/v1/2021.acl-long.368
https://doi.org/10.18653/v1/2020.emnlp-main.484
https://doi.org/10.18653/v1/2020.emnlp-main.484
https://doi.org/10.18653/v1/2022.findings-acl.194
https://doi.org/10.18653/v1/2022.findings-acl.194
https://doi.org/10.48550/ARXIV.2112.10668
https://doi.org/10.18653/v1/2020.acl-main.465
https://doi.org/10.18653/v1/P19-1227
https://doi.org/10.18653/v1/P19-1227
https://doi.org/10.18653/v1/2022.acl-short.84
https://doi.org/10.18653/v1/2022.acl-short.84


Computational Linguistics (Volume 2: Short Papers), pages 739–749, Dublin, Ireland. Association
for Computational Linguistics.

Linqing Liu, Patrick S. H. Lewis, Sebastian Riedel, and Pontus Stenetorp. 2021. Challenges in general-
ization in open domain question answering. CoRR, abs/2109.01156.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Mandar Joshi, Danqi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019b. RoBERTa: A robustly optimized BERT pretraining
approach. CoRR, abs/1907.11692.

Shayne Longpre, Yi Lu, and Joachim Daiber. 2021. MKQA: A linguistically diverse benchmark for
multilingual open domain question answering. Transactions of the Association for Computational
Linguistics, 9:1389–1406.

Florian Ludwig, Klara Dolos, Torsten Zesch, and Eleanor Hobley. 2022. Improving generalization of
hate speech detection systems to novel target groups via domain adaptation. In Proceedings of the
Sixth Workshop on Online Abuse and Harms (WOAH), pages 29–39, Seattle, Washington (Hybrid).
Association for Computational Linguistics.

Jan Lukes and Anders Søgaard. 2018. Sentiment analysis under temporal shift. In Proceedings of the
9th Workshop on Computational Approaches to Subjectivity, Sentiment and Social Media Analysis,
pages 65–71, Brussels, Belgium. Association for Computational Linguistics.

Minh-Thang Luong and Christopher Manning. 2015. Stanford neural machine translation systems for
spoken language domains. In Proceedings of the 12th International Workshop on Spoken Language
Translation: Evaluation Campaign, pages 76–79, Da Nang, Vietnam.

David M. Magerman. 1995. Statistical decision-tree models for parsing. In 33rd Annual Meeting of
the Association for Computational Linguistics, pages 276–283, Cambridge, Massachusetts, USA.
Association for Computational Linguistics.

Andrey Malinin, Neil Band, Yarin Gal, Mark J. F. Gales, Alexander Ganshin, German Chesnokov,
Alexey Noskov, Andrey Ploskonosov, Liudmila Prokhorenkova, Ivan Provilkov, Vatsal Raina, Vyas
Raina, Denis Roginskiy, Mariya Shmatova, Panagiotis Tigas, and Boris Yangel. 2021. Shifts: A
dataset of real distributional shift across multiple large-scale tasks. In Proceedings of the Neural
Information Processing Systems Track on Datasets and Benchmarks 1, NeurIPS Datasets and Bench-
marks 2021, December 2021, virtual.

Robert Malouf. 2017. Abstractive morphological learning with a recurrent neural network. Morphology,
27(4):431–458.

Gary Marcus. 2018. Deep learning: A critical appraisal. CoRR, abs/1801.00631.

Gary F. Marcus. 1998. Rethinking eliminative connectionism. Cognitive Psychology, 37(3):243–282.

Gary F Marcus. 1999. Connectionism: with or without rules?: Response to jl mcclelland and dc plaut
(1999). Trends in Cognitive Sciences, 3(5):168–170.

Gary F Marcus. 2003. The algebraic mind: Integrating connectionism and cognitive science. MIT press.

Gary F Marcus, Ursula Brinkmann, Harald Clahsen, Richard Wiese, and Steven Pinker. 1995. German
inflection: The exception that proves the rule. Cognitive psychology, 29(3):189–256.

Mitchell P. Marcus, Beatrice Santorini, and Mary Ann Marcinkiewicz. 1993. Building a large annotated
corpus of English: The Penn Treebank. Computational Linguistics, 19(2):313–330.

39

http://arxiv.org/abs/2109.01156
http://arxiv.org/abs/2109.01156
http://arxiv.org/abs/1907.11692
http://arxiv.org/abs/1907.11692
https://doi.org/10.1162/tacl_a_00433
https://doi.org/10.1162/tacl_a_00433
https://doi.org/10.18653/v1/2022.woah-1.4
https://doi.org/10.18653/v1/2022.woah-1.4
https://doi.org/10.18653/v1/W18-6210
https://aclanthology.org/2015.iwslt-evaluation.11
https://aclanthology.org/2015.iwslt-evaluation.11
https://doi.org/10.3115/981658.981695
https://datasets-benchmarks-proceedings.neurips.cc/paper/2021/hash/ad61ab143223efbc24c7d2583be69251-Abstract-round2.html
https://datasets-benchmarks-proceedings.neurips.cc/paper/2021/hash/ad61ab143223efbc24c7d2583be69251-Abstract-round2.html
https://doi.org/10.1007/s11525-017-9307-x
http://arxiv.org/abs/1801.00631
https://doi.org/https://doi.org/10.1006/cogp.1998.0694
https://www.academia.edu/download/30270110/Marcus_Pinker_et_al_1995_German_Inflection_Cognitive_Psychology.pdf
https://www.academia.edu/download/30270110/Marcus_Pinker_et_al_1995_German_Inflection_Cognitive_Psychology.pdf
https://aclanthology.org/J93-2004
https://aclanthology.org/J93-2004


Marco Marelli, Stefano Menini, Marco Baroni, Luisa Bentivogli, Raffaella Bernardi, and Roberto Zam-
parelli. 2014. A SICK cure for the evaluation of compositional distributional semantic models. In Pro-
ceedings of the Ninth International Conference on Language Resources and Evaluation (LREC’14),
pages 216–223, Reykjavik, Iceland. European Language Resources Association (ELRA).

Bryan McCann, Nitish Shirish Keskar, Caiming Xiong, and Richard Socher. 2018. The natural language
decathlon: Multitask learning as question answering. arXiv preprint arXiv:1806.08730.

Arya D. McCarthy, Ekaterina Vylomova, Shijie Wu, Chaitanya Malaviya, Lawrence Wolf-Sonkin, Gar-
rett Nicolai, Christo Kirov, Miikka Silfverberg, Sabrina J. Mielke, Jeffrey Heinz, Ryan Cotterell, and
Mans Hulden. 2019. The SIGMORPHON 2019 shared task: Morphological analysis in context and
cross-lingual transfer for inflection. In Proceedings of the 16th Workshop on Computational Research
in Phonetics, Phonology, and Morphology, pages 229–244, Florence, Italy. Association for Compu-
tational Linguistics.

James L McClelland and David C Plaut. 1999. Does generalization in infant learning implicate abstract
algebra-like rules? Trends in Cognitive Sciences, 3(5):166–168.

Tom McCoy, Ellie Pavlick, and Tal Linzen. 2019. Right for the wrong reasons: Diagnosing syntactic
heuristics in natural language inference. In Proceedings of the 57th Annual Meeting of the Associa-
tion for Computational Linguistics, pages 3428–3448, Florence, Italy. Association for Computational
Linguistics.

Kate McCurdy, Sharon Goldwater, and Adam Lopez. 2020. Inflecting when there’s no majority: Limita-
tions of encoder-decoder neural networks as cognitive models for German plurals. In Proceedings of
the 58th Annual Meeting of the Association for Computational Linguistics, pages 1745–1756, Online.
Association for Computational Linguistics.

Paul Michel and Graham Neubig. 2018. MTNT: A testbed for machine translation of noisy text. In
Proceedings of the 2018 Conference on Empirical Methods in Natural Language Processing, pages
543–553, Brussels, Belgium. Association for Computational Linguistics.

Swaroop Mishra, Daniel Khashabi, Chitta Baral, and Hannaneh Hajishirzi. 2022. Cross-task generaliza-
tion via natural language crowdsourcing instructions. In Proceedings of the 60th Annual Meeting of
the Association for Computational Linguistics (Volume 1: Long Papers), pages 3470–3487, Dublin,
Ireland. Association for Computational Linguistics.

Margaret Mitchell, Simone Wu, Andrew Zaldivar, Parker Barnes, Lucy Vasserman, Ben Hutchinson,
Elena Spitzer, Inioluwa Deborah Raji, and Timnit Gebru. 2019. Model cards for model reporting. In
Proceedings of the conference on fairness, accountability, and transparency, pages 220–229.

Richard Montague. 1970. Universal grammar. Theoria, 36(3):373–398.

Jose G Moreno-Torres, Troy Raeder, Rocío Alaiz-Rodríguez, Nitesh V Chawla, and Francisco Herrera.
2012. A unifying view on dataset shift in classification. Pattern recognition, 45(1):521–530.

Nasrin Mostafazadeh, Nathanael Chambers, Xiaodong He, Devi Parikh, Dhruv Batra, Lucy Vander-
wende, Pushmeet Kohli, and James Allen. 2016. A corpus and cloze evaluation for deeper under-
standing of commonsense stories. In Proceedings of the 2016 Conference of the North American
Chapter of the Association for Computational Linguistics: Human Language Technologies, pages
839–849, San Diego, California. Association for Computational Linguistics.

40

http://www.lrec-conf.org/proceedings/lrec2014/pdf/363_Paper.pdf
https://doi.org/10.18653/v1/W19-4226
https://doi.org/10.18653/v1/W19-4226
https://doi.org/10.18653/v1/P19-1334
https://doi.org/10.18653/v1/P19-1334
https://doi.org/10.18653/v1/2020.acl-main.159
https://doi.org/10.18653/v1/2020.acl-main.159
https://doi.org/10.18653/v1/D18-1050
https://doi.org/10.18653/v1/2022.acl-long.244
https://doi.org/10.18653/v1/2022.acl-long.244
https://doi.org/10.18653/v1/N16-1098
https://doi.org/10.18653/v1/N16-1098


Khalil Mrini, Franck Dernoncourt, Quan Hung Tran, Trung Bui, Walter Chang, and Ndapa Nakas-
hole. 2020. Rethinking self-attention: Towards interpretability in neural parsing. In Findings of the
Association for Computational Linguistics: EMNLP 2020, pages 731–742, Online. Association for
Computational Linguistics.

Mathijs Mul and Willem Zuidema. 2019. Siamese recurrent networks learn first-order logic reasoning
and exhibit zero-shot compositional generalization. In CoRR, abs/1906.00180.

Benjamin Muller, Luca Soldaini, Rik Koncel-Kedziorski, Eric Lind, and Alessandro Moschitti. 2021.
Cross-lingual genqa: Open-domain question answering with answer sentence generation.

Khanh Nguyen and Hal Daumé III. 2019. Global Voices: Crossing borders in automatic news sum-
marization. In Proceedings of the 2nd Workshop on New Frontiers in Summarization, pages 90–97,
Hong Kong, China. Association for Computational Linguistics.

Joakim Nivre, Marie-Catherine de Marneffe, Filip Ginter, Jan Hajič, Christopher D. Manning, Sampo
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A Annotation setup

In this section, we describe the procedures we used for the selection of the papers in our review and their
annotation.

A.1 Paper selection

An initial selection of manuscripts was made through a substantive preliminary literature review by the
main authors of this paper. We then carried out a search through the ACL anthology. We started by
retrieving all papers that have the (sub)words generalisation, generalization, generalise or generalize
in their title or abstract. In Figure 7, we see that the number of papers with those keywords grew
substantially over time, both in absolute and relative terms. We manually checked the abstracts and
titles of the resulting papers to remove those that were not, in fact, addressing a generalisation question
(for instance, because they proposed a generalisation of a method, or because they used random train–
test splits). Furthermore, we restricted ourselves to papers with one modality. We then annotated the
resulting papers using the taxonomy presented in the previous sections. During the annotation process,
we sometimes removed entries that upon further reading did not contain generalisation experiments, and
we duplicated entries that contained multiple experiments with different values on one of our axes. The
findings presented in this section encompass in total 619 generalisation experiments, presented in 449
papers. The full list of papers can be found in the second bibliography at the end of this paper, as well
as on our website18. While the conclusions in this – static – paper pertain only to this specific selection
of papers, we intend to keep expanding the number of entries on our website with existing papers we
missed or as new generalisation papers are published.

A.2 Annotation

The annotation of all selected papers was done collectively by the authors of this article. Each paper
was given five labels by a first annotator, one for every axis of our taxonomy, and these labels were
then checked by a second annotator. Disagreements were discussed among the two annotators, and for
unresolved cases, a third annotator was used. As a guide, we used the diagram presented in Figure 11.
An FAQ with common questions that occurred while using this diagram, which intends to capture our
taxonomy but is naturally a simplified version of it, can be found on our website. In addition to the
taxonomy axes values, we also annotated which task(s) the studies considered. If a paper performed the
same experiment with multiple different tasks, we label it multiple tasks, use the overarching category
(e.g. NLU) when possible, or mark it as multitask if the purpose is to show that a paper can do those
all at the same time. If a paper contained multiple studies with different values on the same axis – e.g.
a paper considers both cross-domain and compositional generalisation or uses both natural shifts and
synthetic data – we record those experiments separately.

18https://genbench.github.io/references
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Figure 11: A graphical representation of our annotation process and an indication of where in a paper
you might find the information required to complete the annotation. One paper can potentially contain
multiple generalisation questions – e.g. both cross-domain and cross-task generalisation, or both gener-
ated shifts and splits using natural data. In that case, the diagram has to be walked through twice. Of
course, the diagram is an aid that helps characterise papers but also simplifies the full taxonomy. On our
website, we keep track of common questions that arise when using the diagram to characterise papers in
an FAQ.
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Figure 12: Our online interface generates LaTeX code for one- or two-column evaluation cards.

B Evaluation cards

In the main text of this paper, we have argued several times that we believe standardisation is an impor-
tant requirement for state-of-the-art evaluation in NLP. To further push in this direction, we propose, on
top of our taxonomy, a standardised way to indicate what kind of generalisation experiments a paper re-
ports: evaluation cards. Evaluation cards (for an example, see Figure 2) allow visualising all generalisa-
tion experiments conducted in a study in a comprehensive way and thus to easily shows how extensively
a model was evaluated. In contrast to our review, in which multiple loci and shifts are grouped under
one category for visualisation and analysis purposes, the evaluation cards do allow recording which
shifts and loci are investigated in the same experiments. In the example card in Figure 2, for instance,
the experiment indicated with the triangle 4 considers a covariate shift in the finetune stage (from one
language to another), but through investigating multiple pretrained models it also investigates a label
shift from pretraining to training. On our website, we provide a tool to generate (one or two-column)
evaluation cards, that authors can include in the appendix of their papers. In Figure 12, we show how
this tool is rendered in our web interface.
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C Author contributions

To recognise individual author contributions, we detail those contributions below, following the Con-
tributor Roles Taxonomy (CRediT)19 introduced by Elsevier. Authors are listed in the order they appear
on the author list.
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Karim Lasri Conceptualisation, Data Curation, Writing – Original Draft,
Visualisation

Naomi Saphra Conceptualisation, Writing – Original Draft

Arabella Sinclair Conceptualisation, Data Curation

Dennis Ulmer Data Curation, Writing – Review & Editing, Visualisation

Florian Schottmann Data Curation

Khuyagbaatar Batsuren Data Curation

Kaiser Sun Data Curation

Koustuv Sinha Data Curation

Leila Khalatbari Data Curation

Maria Ryskina Software, Data Curation

Rita Frieske Data Curation

Ryan Cotterell Data Curation, Writing – Review & Editing

Zhijing Jin Data Curation

Table 1: Individual author contributions using CRediT.

19https://www.elsevier.com/authors/policies-and-guidelines/credit-author-statement
21Work done outside of Amazon
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D Multi-lingual benchmarks

While the field of multilingual modelling is vast and associated with many interesting generalisation
questions, papers in this area do not often focus explicitly on generalisation. In this section, we provide a
list of the most important available multilingual benchmarks which can be used to evaluate cross-lingual
generalisation. Multilingual benchmarks or datasets are created in a variety of ways. Several benchmarks
are created by translating monolingual benchmarks into different languages, usually through a profes-
sional translation service (Artetxe et al., 2020; Conneau et al., 2018; Ebrahimi et al., 2022; FitzGerald
et al., 2022; Lewis et al., 2020; Li et al., 2021a; Lin et al., 2021; Longpre et al., 2021; Mostafazadeh
et al., 2016; Ponti et al., 2020; Williams et al., 2018; Xu et al., 2020; Yang et al., 2019; Zhang et al.,
2019). Other multilingual benchmarks, instead, have been built by separately annotating each language
via its native speakers (e.g. Adelani et al., 2021; Asai et al., 2021; Clark et al., 2020; Muller et al., 2021).
Yet another way to construct multilingual benchmarks is to leverage existing resources that cover mul-
tiple languages. For instance, Wikipedia has been used as a resource to derive multilingual benchmarks
(Botha et al., 2020; Liu et al., 2019a; Pan et al., 2017; Rahimi et al., 2019), and several multilingual
summarisation datasets have been created by extracting article-summary pairs from online newspapers
or how-to guides (e.g. Hasan et al., 2021; Ladhak et al., 2020; Nguyen and Daumé III, 2019; Scialom
et al., 2020; Varab and Schluter, 2021). Various linguistic resources have also been exploited: for in-
stance, the Universal Dependencies treebank (Nivre et al., 2020) has been used to evaluate cross-lingual
part-of-speech tagging, and multilingual WordNet and Wiktionary have been used to build XL-WiC
(Raganato et al., 2020), an extension of WiC (Pilehvar and Camacho-Collados, 2019) that reformulates
word sense disambiguation in 12 languages as a binary classification task. Finally, in the same spirit of
GLUE and SuperGLUE for English, several aggregated benchmarks include selected sets of benchmarks
previously proposed by others (e.g. Hu et al., 2020; Liang et al., 2020; Ruder et al., 2021; Wang et al.,
2022), which allow for evaluating cross-task and cross-language generalisation simultaneously.
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Figure 13: An overview figure of our literature review, including interactions. An interactive version of
this plot can be found on our website https://genbench.github.io/visualisations. For
more detailed explanations and analyses, we refer to §3.
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E A concise summary of our taxonomy

For the convenience of the reader, in this section of the supplementary materials we provide a concise
summary of our generalisation taxonomy. The taxonomy we propose is based on a detailed analysis of a
large number of existing studies on generalisation in NLP, and it includes the main five axes along which
those studies differ. The five axes capture different aspects of generalisation studies, that together form
a comprehensive picture of the motivation and goal of the study and provide information on important
choices in the experimental setup.

The first axis of our generalisation taxonomy (§2.1) is the high-level motivation for the study. The
motivation of a study impacts or even determines what type of generalisation is desirable, as well as
what kind of conclusions can be drawn from a model’s display or lack of generalisation. Furthermore,
the motivation of a study shapes its experimental design. It is therefore important for researchers to be
explicitly aware of it, to ensure that the experimental setup aligns with the questions they seek to answer.
We consider four different types of motivations: the practical motivation, the cognitive motivation, the
intrinsic motivation, and the fairness and inclusivity motivation.

The second axis in our taxonomy (§2.2) indicates the type of generalisation the test is addressing.
This axis describes on a high level what exactly it is that a generalisation test is intended to capture,
rather than considering why or how, making it one of the most important axes of our taxonomy. In
the literature, we have found six main types of generalisation: compositional generalisation, structural
generalisation, cross-task generalisation, cross-lingual generalisation, cross-domain generalisation, and
robustness generalisation.

The third axis in our taxonomy (§2.3) describes what kind of data shift is considered in the gen-
eralisation test. This axis adds a statistical interpretation to our taxonomy and derives its importance
from the fact that data shift plays an essential formal role in defining and understanding generalisation
from a statistical perspective, as well as from the fact that different types of shifts are best addressed
with different kinds of experimental setups. On the data shift axis, we consider three shifts which are
well-attested in the literature: covariate shift, label shift and full shift. We further include two additional
types of shift – assumed shift and multiple shifts – to account for studies that cannot be labelled with any
of the three main shift types.

In the fourth axis of our taxonomy (§2.4), we consider what is the source of the data shift used in
the experiment. The source of the data shift determines how much control the experimenter has over the
training and testing data and, consequently, what kind of conclusions can be drawn from an experiment.
We distinguish four different sources of shifts: naturally occurring shifts, artificially partitioned natural
corpora, generated shifts and fully generated datasets.

In the last axis of our taxonomy (§2.5), we consider what is the locus of the data shift, or, in other
words, for what part of the modelling pipeline generalisation is investigated. The locus of the shift,
together with the shift type, forms the last piece of the puzzle, as it determines what part of the modelling
pipeline is investigated and thus the kind of generalisation question that can be asked. On this axis, we
consider shifts between all stages in the contemporary modelling pipeline – pretraining, training and
testing – as well as studies that consider shifts between multiple stages simultaneously.
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Pérez-Mayos, L., Ballesteros, M., and Wanner, L. (2021). How much pretraining data do
language models need to learn syntax? In Proceedings of EMNLP 2021.

Pham, M., Crego, J., Yvon, F., and Senellart, J. (2019). Generic and specialized word em-
beddings for multi-domain machine translation. In Proceedings of the 16th International
Conference on Spoken Language Translation.

Phang, J., Févry, T., and Bowman, S. R. (2018). Sentence encoders on STILTs: Supplementary
training on intermediate labeled-data tasks. ArXiv.
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