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Statement of Need 
 

Our Learning Health System (LHS) for radiation oncology is a comprehensive platform designed to 

transform the delivery of radiation therapy and improve patient outcomes.  By integrating data from 

various sources, including clinical data from Electronic Health Records (EHR), dosimetry data from 

Treatment Planning Systems (TPS), and delivery data from Treatment Management Systems (TMS), and 

disease-specific clinical templates, the LHS creates a unified knowledgebase by standardizing and 

structuring data with graphs and ontologies. This integration allows for seamless data interoperability, 

making patient information findable, accessible, interoperable, and reusable (FAIR) for clinical and 

research purposes. 

Key Features: 

• Comprehensive Patient View: The LHS provides a real-time and comprehensive view of patient infor-

mation, enabling radiation oncologists to access vital data in real time, leading to better decision-

making and improved patient care. This vast amount of information within the LHS allows AI models 

to identify patterns and correlations that human analysis may overlook.  

• Standardized Data Representation: Ontologies play a vital role in the LHS, providing standardized and 

structured representations of data elements and concepts within the domain. This enables radiation 

oncologists to query and mine the data using standardized terminologies and ontology-based equiv-

alent concepts.  This also ensures that machine learning models built on the LHS are consistent, well-

defined, and follow a common vocabulary, making them highly portable and interoperable across dif-

ferent healthcare systems. 

• Promoting Collaboration: The LHS fosters collaboration among clinicians, researchers, and healthcare 

institutions, encouraging knowledge sharing and continuous quality improvement. This collaborative 

approach accelerates advancements in radiation oncology and leads to better patient care. 

• Machine Learning Insights: Ontology mapping provides "plug and play" functionality for machine 

learning models, enabling the LHS to analyze vast amounts of data to discover hidden patterns and 

valuable insights. This new knowledge can then be leveraged to improve radiation therapy techniques 

and treatment outcomes. Additionally, the LHS utilizes patient similarity techniques, allowing for pa-

tient cohort identification and identification of patients with similar attributes for specific research 

purposes. 

• Integration of New Parameters: As medical information constantly evolves, the LHS accommodates 

new parameters and data elements through regular updates and expansion of the ontology. This flex-

ibility ensures that the platform remains relevant and adaptable to the changing landscape of radia-

tion oncology. 

The Learning Health System for radiation oncology represents an advancement in how we practice 

healthcare. By unifying data, standardizing terminologies, and leveraging machine learning capabilities, 

the LHS empowers radiation oncologists with the tools they need to make informed decisions, collaborate 

with peers, and continuously improve patient care. With its patient-centered approach and commitment 

to AI technology, the LHS has the potential to be an impactful solution in radiation oncology.  
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Abstract 

 

The proposed research aims to address the challenges faced by clinical data science researchers in 

radiation oncology accessing, integrating, and analyzing heterogeneous data from various sources. The 

research presents a scalable intelligent infrastructure, called the Health Information Gateway and 

Exchange (HINGE), which captures and structures data from multiple sources into a knowledge base with 

semantically interlinked entities. This infrastructure enables researchers to mine novel associations and 

gather relevant knowledge for personalized clinical outcomes. 

The dissertation discusses the design framework and implementation of HINGE, which abstracts 

structured data from treatment planning systems, treatment management systems, and electronic health 

records. It utilizes disease-specific smart templates for capturing clinical information in a discrete manner. 

HINGE performs data extraction, aggregation, and quality and outcome assessment functions 

automatically, connecting seamlessly with local IT/medical infrastructure. 

Furthermore, the research presents a knowledge graph-based approach to map radiotherapy data to an 

ontology-based data repository using FAIR (Findable, Accessible, Interoperable, Reusable) concepts. This 

approach ensures that the data is easily discoverable and accessible for clinical decision support systems. 

The dissertation explores the ETL (Extract, Transform, Load) process, data model frameworks, ontologies, 

and provides a real-world clinical use case for this data mapping. 

To improve the efficiency of retrieving information from large clinical datasets, a search engine based on 

ontology-based keyword searching and synonym-based term matching tool was developed. The 

hierarchical nature of ontologies is leveraged to retrieve patient records based on parent and children 

classes. Additionally, patient similarity analysis is conducted using vector embedding models (Word2Vec, 

Doc2Vec, GloVe, and FastText) to identify similar patients based on text corpus creation methods. Results 

from the analysis using these models are presented. 

The implementation of a learning health system for predicting radiation pneumonitis following 

stereotactic body radiotherapy is also discussed. 3D convolutional neural networks (CNNs) are utilized 

with radiographic and dosimetric datasets to predict the likelihood of radiation pneumonitis. DenseNet-

121 and ResNet-50 models are employed for this study, along with integrated gradient techniques to 

identify salient regions within the input 3D image dataset. The predictive performance of the 3D CNN 

models is evaluated based on clinical outcomes. 

Overall, the proposed Learning Health System provides a comprehensive solution for capturing, 

integrating, and analyzing heterogeneous data in a knowledge base. It offers researchers the ability to 

extract valuable insights and associations from diverse sources, ultimately leading to improved clinical 

outcomes. This work can serve as a model for implementing LHS in other medical specialties, advancing 

personalized and data-driven medicine. 
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1. Introduction 
 

1.1 What is a Learning Health System? 
Over the past 30 years, there has been an increasing interest in establishing Learning Organizations to 

tackle the complex challenges faced by society in business, social, and economic domains [1]. In the field 

of healthcare, the National Academy of Medicine has defined the concept of a Learning Health System 

(LHS), which aligns science, incentives, culture, and informatics to foster continuous innovation and 

integrate new knowledge discovery into evidence-based medical practice [2]. Learning Health Systems 

(LHS) are comprehensive frameworks that integrate research and healthcare delivery to continuously 

generate knowledge and improve patient outcomes. The reliance on randomized controlled clinical trials, 

which only capture a small percentage of patient samples (<5%) [3] in controlled environments, is now 

inadequate and may become irrelevant in the future due to their time-consuming nature, excessive costs, 

and limited generalizability. The Agency for Healthcare Research and Quality has been promoting the 

development of LHS as a vital strategy for healthcare organizations to achieve transformative 

improvements in healthcare quality and value. Recognizing the importance of continuous learning and 

improving patient care and addressing population health challenges, large-scale healthcare systems are 

now prioritizing the establishment of infrastructure that facilitates the collection of data from diverse 

sources such as electronic health records, treatment delivery records, imaging records, patient-generated 

data, and administrative and claims data. Analyzing this aggregated data can generate new insights and 

knowledge that can be effectively utilized to enhance patient care and improve outcomes within an LHS. 

These systems are anticipated to facilitate the synthesis of evidence in scenarios where traditional clinical 

research structures would be impractical, while also expediting its application in clinical settings. In 

addition, LHSs offer the advantage of minimal additional costs for data collection compared to resource-

intensive conventional randomized controlled trials (RCTs) once a suitable electronic LHS infrastructure is 

in place [4]. This substantially reduces the obstacles to utilizing clinical data for sequential testing of 

iterative practice changes, thereby enabling the use of continuous improvement approaches to rapidly 

optimize treatments. 

The challenge in designing the radiation oncology LHS infrastructure is aggregation of data that are both 

structured and unstructured from disparate data sources. It is extremely difficult to clean, parse, and 

collate RO data intelligibly, thus making many research and operational tasks that deal with the 

optimization of quality care, research-based analysis of radiation treatment, and diagnosis-based research 

and development of computer-aided diagnostic tools at the infrastructural level quite difficult. Several 

barriers such as limited interoperability amongst different vendor systems, narrative format based clinical 

data storage in electronic health records (EHRs), reluctance amongst healthcare providers to use form-

based data entry due to substantial increase in the number of computer mouse clicks or structuring data 

entry based on the form requirements, quality of data found in clinical databases, and non-availability of 

an infrastructure to combine the various silos of databases. For example, radiation treatment planning 

systems, treatment management systems, EHRs and patient reported outcome systems are some of the 

major reasons why LHSs have not evolved in radiation oncology. While we are on the cusp of an artificial 

intelligence (AI) revolution in biomedicine with the fast-growing development of advanced machine 

learning methods that can analyze complex datasets, there is an urgent need for a scalable intelligent 

infrastructure that can support these methods. These infrastructures must provide an integration of data 
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from multiple clinical data sources and semantically interlink clinical concepts for seamless utilization in 

machine learning models and cohort identification for continuous quality improvement. 

1.2 Our Approach of defining the LHS framework for Radiation Oncology 
Manual abstraction, collation, curation, and subsequent analysis of healthcare data for quality and 

outcome assessment of patient treatments are onerous, expensive, and impractical. Advances in 

computer storage, computing power, and the ability to electronically mine data from disparate sources 

(e.g., demographics, genetics, imaging, treatment, clinical decisions, and outcomes) have the power to 

enable big data research in medicine. Developing an ecosystem to make routine clinical data “Artificial 

Intelligence (AI) ready” will allow us to generate new knowledge from large scale analysis of historical 

patients’ treatments and outcomes to improve care for the future patients. A fundamental barrier in 

reaching this vision is the lack of strategic development of IT infrastructures that facilitate data 

aggregation out of clinical systems via federated or centralized infrastructures for data access. Another 

barrier in reaching our goals is to organize and standardize our knowledge and information in a way that 

is computer understandable with standardized vocabularies, established taxonomies and interoperability 

standards. The aim of this research is to build essential components of a comprehensive radiotherapy 

Learning Health System (LHS). We designed and built an IT infrastructure; Health Information Gateway 

and Exchange (HINGE) software platform that collates information from all RT data sources, 

extract/transform/load these data into an internationally standardized semantic interoperable data 

model such as National Cancer Institute (NCI) Thesaurus and Operational Ontology for Oncology (O3). In 

order to improve the efficiency of retrieving information from large clinical datasets, we have also 

developed a novel ontology-based keywork searching and synonym & hyponym-based term matching 

method. The architecture of proposed LHS infrastructure is presented in Figure 1. This framework is 

designed to collect clinical data from electronic medical record systems using the HINGE platform. 

Additionally, delivery data from RO-treatment management systems is obtained through FHIR-based 

interfaces, and RO-treatment planning systems are accessed via DICOM data export. The abstracted data 

are consolidated into a common relational database, where data mapping based on ontology and 

standard taxonomy definitions takes place. Subsequently, the mapped data are transformed into RDF 

(Resource Description Framework) triple format and uploaded into an RDF-based graph database. Our 

approach ensures semantic interoperability of the datasets and establishes a framework for universally 

applicable methods such as data mining, keyword search, semantic search, and ontology-based query 

expansion. By adopting open semantic ontology-based formats, our system facilitates the availability and 

interoperability of radiation oncology datasets, thus supporting the execution of large-scale scientific 

studies. 

The core objective of our system is to demonstrate the effective integration of semantic-based data and 

knowledge from multiple sources using the ontology developed through domain expertise. In this work, 

we merged concepts from the Radiation Oncology Ontology, NCI Thesaurus, ICD-10, and Units Ontology 

to construct the ontology. By coordinating the development and integration of tools, our overarching goal 

is to minimize human error and variability while enabling automated capture of contextual metadata. This 

assists with tasks such as cohort generation, encumbrance monitoring, data quality assessment, and 

ontological mapping. 
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Figure 1: Overall architecture of our Radiation Oncology Learning Health System infrastructure. Here we 

have the data captured at care delivery from the three data sources and the informatics layer to extract, 

transform and load this data based on standard taxonomy and ontologies into the RO-LHS core data 

repository. This repository is the RDF (Resource Description Framework) graph database that stores the 

data with established definitions and relationships based on the standard terminology and ontology. The 

data listed in the RO-LHS is made available for subsequent applications such as quality measure analysis, 

cohort identification, continuous quality improvement and building machine learning models that can be 

applied back to the care delivery to improve care thus completing the loop for an effective learning health 

system.  

An overview of learning health systems (LHS) and their relevance in radiation oncology, review of existing 

literature on LHS infrastructure and identification of gaps in the literature and research opportunities is 

provided in section 2. Section 3 poses four research based specific aims of this work which are addressed 

in sections 4-7. In section 8, we summarize the main contributions of this work and future research 

directions are discussed in section 9.  

In summary this dissertation is focused on four main topics as follows: 

1. Develop a framework for passive data abstraction, extracting clinical, dosimetry, treatment 

delivery, and outcome data from various sources in radiation oncology. This framework serves as 

a vital component of the Learning Health System (LHS), enabling comprehensive data collection. 

2. Design an Extract, Transform, and Load (ETL) framework to standardize and transform clinical, 

dosimetry, treatment delivery, and outcome datasets into internationally recognized and 

semantically interoperable data models and ontologies. This ensures consistent and compatible 

representation of data for improved collaboration and analysis. 

3. Establish a framework for leveraging ontology-based data definitions to create universally 

applicable tools for keyword search, semantic search, and patient similarity search. These tools 

enhance data retrieval and analysis by utilizing common data definitions based on ontologies. 
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4. Application of a framework established to investigate the use of 3D Deep Convolution Neural 

Networks for radiation pneumonitis prediction following Stereotactic Body Radiotherapy (SBRT).  
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2. Background 
 

As per the estimations of the World Health Organization, around 10 million individuals succumbed to 

cancer in the year 2020 [1]. For over 50% of cancer patients, a type of radiation therapy is recommended 

[2]. With a growing array of treatment choices (for example, beam shapes, radiation modalities, and 

energy ranges) and the presence of diverse patient groups, it is becoming increasingly challenging to 

determine the most suitable treatment for each patient. Typically, the assessment of the superiority of 

one treatment option over another is conducted through clinical trials under the same conditions. These 

trials evaluate two treatment options for variations in effectiveness and outcome. Most healthcare 

systems require the highest level of evidence (i.e., type I) through a randomized controlled trial (RCT) 

before reimbursing a treatment. 

Due to advancements in our understanding of cancer tumor phenotypes at a molecular level and the 

emergence of better medical imaging and diagnostic testing technologies, we have an unprecedented 

amount of information available to us. However, the challenge now is how to integrate this vast amount 

of information to determine the best individualized treatment plan for each patient based on their specific 

needs. Even though patients may have the same tumor stage and risk factors, their response to systemic 

treatment and radiotherapy can vary widely, as can the toxicity of these treatments on the surrounding 

healthy organs. 

Although higher biologically effective dose levels are generally required to achieve local tumor control 

rates, it is still common practice in most radiotherapy departments to prescribe the same dose to all 

patients. However, the emergence of advanced technologies means that we can achieve higher local 

control rates with hypo-fractionated treatment regimens. It is important to note that achieving this 

balance between toxicity and tumor control is dependent on the individual treatment plans generated for 

each patient. Thus, the challenge lies in how to integrate all of the available information to select the most 

appropriate treatment plan for each patient, ensuring that they receive the optimal dose of treatment to 

control their tumor while minimizing the potential for toxicity. Some of the factors that underline the 

need for individualization of treatments are as follows: 

• Tumors and patients are less homogeneous than previously assumed, meaning the same 

treatment can have different toxicities, survival outcomes in patients who have the same type of tumor. 

For example, different molecular and gene signatures of breast cancer types have very different 

outcomes. Therefore, it is crucial to consider individual patient characteristics and tumor features when 

designing a treatment plan [3, 4].  

• There has been an increase in the number of treatment options. For example, early-stage prostate 

cancer can now be treated with conventional external beam RT fractionation, radical prostatectomy, 

stereotactic radiotherapy, LDR or HDR brachytherapy, high-intensity focused ultrasound, hormone 

therapy, combination therapies and so on. Similarly, targeted therapies have been rapidly growing in 

numbers, making it impossible to perform classical randomized clinical trials to compare all new treatment 

options with the "gold standard" due to the current speed of newer innovations. 
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• Translating the results of clinical trials to the general patient population and environment is not 

straightforward. This is because of the higher quality of care in clinical trials and the known selection bias, 

as trials reach no more than 3% of cancer patients. As a result, it is crucial to evaluate the quality of 

evidence and match the treated patient characteristics to evidence from the literature [5]. 

• It has become increasingly difficult for clinicians to find the right evidence for matching the 

treated patient characteristics to evidence from the literature and evaluate the quality of that evidence. 

There has been a rapid increase in papers published and a small minority of trial reports are being analyzed 

in up-to-date systematic reviews which lead to interpretations of the selection data biases and reported 

results. Therefore, the individualization of treatments has become essential in order to provide the best 

possible care to each patient based on their specific characteristics and needs [6]. 

Given the increasing number of treatment options and less homogeneous patient groups, it has become 

more urgent than ever to make treatment decisions based on robust knowledge and evidence-based 

medicine. In 2007, the US Institute of Medicine urged healthcare leaders to transform their practices into 

learning healthcare systems (LHSs), where research and care are integrated and healthcare activities are 

continuously studied, learned from, and improved [7]. Precision medicine offers promising developments 

as therapies can be more accurately tailored to specific patient characteristics if data from routine care is 

systematically used to generate clinical evidence [8]. 

2.1 The 5 Vs of Big Data 
As we endeavor to generate data-driven insights, it is widely recognized that the confidence in our 

conclusions is highly dependent on five Vs of underlying data: volume, variety, velocity, value, and 

veracity. Despite being in an era when electronic health record systems are an integral part of patient care 

continuum, the gaps in standardization, infrastructure, and technical skills are barriers to systematic 

aggregation and analysis of data at scale. The challenges associated with the five Vs that impact the 

effective functioning and utilization of an LHS infrastructure is listed below:  

• Volume: The term "volume" refers to the magnitude or scale of data, encompassing its quantity 

ranging from terabytes to zettabytes. The sheer volume of data generated in healthcare poses a challenge 

for LHS implementation. The increasing amount of data from electronic health records (EHRs), medical 

imaging, wearables, and genomics can overwhelm the infrastructure's storage and processing capabilities. 

Managing and analyzing large volumes of data in real-time requires scalable and robust infrastructure. 

• Variety: "Variety" indicates the diverse types or formats of data, including structured, 

unstructured, or semi-structured data. Healthcare data comes in diverse formats, including structured, 

unstructured, and semi-structured data. LHS infrastructure needs to handle this variety of data sources 

and integrate them seamlessly. Standardizing and normalizing data from different sources with varying 

formats and coding systems can be challenging. Ensuring interoperability and compatibility across systems 

and applications is crucial to make use of the full range of available data. In the field of Radiation Oncology, 

acquiring structured data from dosimetry datasets is relatively straightforward. However, the primary 

challenge lies in gathering structured data from clinical data and assessments. 

• Velocity: "Velocity" pertains to the speed or rate at which data is generated, processed, and 

analyzed, highlighting the flow and real-time nature of data. Healthcare data is generated and updated at 

a rapid pace, requiring real-time processing and analysis. LHS infrastructure should be able to handle the 

velocity of incoming data streams and enable timely data capture, analysis, and decision-making. It 
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involves establishing efficient data pipelines, data streaming, and real-time analytics capabilities to keep 

up with the continuous flow of data. 

• Veracity: "Veracity" signifies the quality and reliability of data, encompassing aspects such as 

accuracy, relevance, predictive value, and the meaningfulness of the information contained within the 

data. The veracity of healthcare data refers to its accuracy, reliability, and consistency. Ensuring data 

quality is crucial for making reliable inferences and informed decisions. LHS infrastructure needs to 

address challenges related to data quality, including data integrity, completeness, and data entry errors. 

It involves implementing data validation processes, data cleansing techniques, and quality assurance 

mechanisms. 

• Value: "Value" reflects the usefulness and significance of data, specifically in terms of its ability to 

inform decision-making and contribute to the development of strategies for various purposes. Extracting 

value from healthcare data is a key goal of LHS implementation. However, realizing the value of data 

requires overcoming various challenges. LHS infrastructure should enable efficient data analysis and 

mining techniques to derive meaningful insights and knowledge from the data. 

2.2 Role of Knowledge Engineering in LHS 
As the digitization and availability of medical data increases due to recent developments and investments 

in healthcare information technology, such as electronic medical records (EMR), the field of research 

known as Knowledge Engineering has emerged. This field encompasses data mining, machine learning, 

and Big Data storage techniques to craft knowledge from large amounts of data. These are difficult tasks, 

if not impossible, to achieve through human interpretation alone. However, by using historical and daily 

clinical data, new statistical models can be trained to predict treatment outcomes, such as survival, 

toxicity, and quality of life [9, 10]. These models can be created by extracting, fitting, and modeling data 

to find patterns and form algorithms that can predict a patient's likelihood of experiencing severe toxicity 

from a suggested treatment. The creation of such models requires large amounts of data, and proper 

validation of these models requires even more datasets from independent and preferably external 

sources and these datasets should be collected in a data lake [11]. Therefore, it is essential to adequately 

manage research or trial data as a standard component of EMR used by providers in routine clinical 

practice. 

To effectively reuse clinical data from routine care, it can be classified into three categories: (1) structured 

and coded data elements that are required to be coded according to standardized terminologies such as 

diagnosis codes (ICD) and billing codes (CPT), (2) structured but uncoded data elements, such as treatment 

dose delivery summary and quality of life data, and (3) unstructured free text used for flexible 

documentation such as clinical notes, findings, and assessments. By utilizing these different types of 

clinical data, it is possible to generate a more complete and accurate understanding of patient 

characteristics and outcomes, which can inform and improve future treatments.  

2.3 Overview of existing LHS implementations in Radiation Oncology 
 The American Society of Clinical Oncology (ASCO) has embraced the goal to derive real‐world evidence 

from daily practice and has subsequently launched its own LHS: CancerLinQ [12]. In radiation oncology, 

the EUROCAT [13], NROR [14], M-ROAR [15], MROQC [16] have attempted to build LHSs to collect and 

assess practice patterns, perform outcome analyses, and evaluate dosimetry related information. MD 

Anderson Cancer Center has implemented a system-wide electronic data capture system that records 
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patients’ treatment information [17]. Johns Hopkins Medical Center has launched the Oncospace program 

that captures RT data containing anatomy, dose distributions and outcomes data in an analytical database 

[18]. The Mayo Clinic’s Department of Radiation Oncology in Florida has linked its radiation oncology 

information system with Mayo Clinic’s internal claims data warehouse along with Mayo’s tumor registry 

which allows for large-scale studies [19]. Whitaker et al. at Mayo Clinic at Rochester developed a patient-

reported outcome (PRO) collection and management system to implement a large-scale aggregation of 

patients’ treatment data. The basic idea with all the above-mentioned platforms is the reuse of historical 

data from routine clinical practice for decisions concerning new patients or to test new hypotheses. This 

has several obvious advantages, such as the large number of readily available patients and less selection 

bias compared to clinical trials. A majority of LHS used in radiation oncology are deployed with very 

specific objectives. An ideal LHS infrastructure should be able to collate comprehensive radiotherapy 

episodic data that include DICOM-RT data from Treatment Planning System (TPS), treatment data from 

Treatment Management Systems (TMS), and clinical data from EHR in a single minable data repository 

where relationships amongst data elements are preserved. The clinical data from the EHR is the most 

challenging aspect of an ideal LHS infrastructure. It is not surprising that most of the abovementioned 

systems only deal with data generated within the TPS & TMS platforms. Hence these systems are dealing 

with limiting datasets that include mostly dosimetry and treatment planning data elements.  

For any of these abovementioned systems to be successful, real-world data of acceptable quality and 

diversity is necessary. This is only possible if data are shared across multiple institutions. Such data sharing 

is hampered by the lack of standardization of nomenclature used to record the data, differences in data 

recording patterns where most clinical assessments are recorded in free text based clinical notes, non-

existence of clinical tools that aid in capturing discreate data within the clinical workflow and most 

importantly concerns related to privacy and information security. 

2.4 Identification of Gaps in the Literature and Research Opportunities 
While there is a growing body of literature on LHS infrastructure, several gaps and research opportunities 

exist: 

• Interoperability Challenges: Further research is needed to address the ongoing challenges related 

to interoperability and data integration across diverse information systems in radiation oncology. 

Standardization efforts and technological solutions for seamless data exchange need to be 

explored. 

• Data Quality and Completeness: Studies focusing on improving the quality and completeness of 

data within LHS are necessary. Enhancing data capture mechanisms, implementing data 

validation processes, and ensuring comprehensive data collection can contribute to the reliability 

and usefulness of LHS in radiation oncology. The process of cleaning, parsing, and collating the 

data into an intelligible format is exceptionally difficult, thus posing obstacles to research and 

operational tasks 

• Advanced Analytics and AI: Exploration of advanced analytics techniques, including fast and 

convenient patient cohort identification and retrieval based on patient similarity metrics, artificial 

intelligence (AI) and machine learning, within LHS can offer valuable insights. Developing 

predictive models for treatment outcomes, automated decision support systems, and risk 

stratification algorithms can aid radiation oncologists in making informed decisions. 
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• Implementation Strategies and Barriers: There are practical challenges and barriers associated 

with implementing LHS in radiation oncology settings including utilizing common patient 

identifiers to link data from multiple source systems, utilizing common data definitions and 

semantics, identifying effective implementation strategies, understanding stakeholder 

perspectives, and evaluating the impact of LHS implementation on workflow and organizational 

culture.  

• Integration of Patient-Centered Outcomes with the treatment tracking process: Further 

investigation is needed on the impact of LHS on patient-centered outcomes and the engagement 

of patients in the learning process. Research should focus on assessing patient satisfaction, 

treatment adherence, shared decision-making, and the integration of patient-reported outcomes 

within LHS. 

• Long-Term Follow-up and Survivorship: Research opportunities exist in the development and 

integration of LHS components that address long-term follow-up, survivorship care, and 

monitoring of early and late treatment effects in radiation oncology. Evaluating the effectiveness 

of LHS in enhancing long-term outcomes and quality of life for cancer survivors is important. 

By addressing these gaps and research opportunities, the literature on LHS infrastructure in radiation 

oncology can be further expanded, thus providing valuable insights, and advancing the field. 

2.5 Dealing with Privacy and HIPPA related issues 
Privacy and HIPAA (Health Insurance Portability and Accountability Act) issues are critical considerations 

when implementing a learning health system infrastructure. As patient data plays a central role in such 

systems, maintaining the privacy and confidentiality of this sensitive information is of utmost importance. 

HIPAA regulations are designed to protect individuals' health information and ensure its secure handling, 

storage, and sharing. Therefore, any learning health system infrastructure must comply with HIPAA 

guidelines to safeguard patient privacy. 

One of the key challenges is balancing the need for data sharing and respecting the privacy rights of 

patients. The infrastructure should employ robust security measures to prevent unauthorized access or 

breaches of patient data. This includes implementing encryption protocols, access controls, and secure 

storage practices. Additionally, stringent user authentication mechanisms should be in place to ensure 

that only authorized personnel can access and utilize patient data. 

Another important consideration is the de-identification of patient data. To protect privacy, personally 

identifiable information (PII) must be removed or anonymized from the data before it is used for research 

or analysis. De-identification techniques, such as removing direct identifiers or applying data masking, can 

help mitigate privacy risks. 

Furthermore, data governance policies and procedures should be established to ensure compliance with 

HIPAA regulations. This involves defining clear guidelines for data handling, access, sharing, and retention. 

Regular audits and monitoring of system activities can help identify any potential privacy breaches and 

ensure adherence to privacy requirements. 

Overall, the design and development of a LHS infrastructure must prioritize privacy and HIPAA compliance. 

By incorporating robust security measures, de-identification techniques, data governance policies, and 

user education, healthcare organizations can establish a framework that upholds patient privacy while 

enabling the benefits of a data-driven learning health system. 
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2.6 Attributes of an Ideal Learning Health System Infrastructure 
An ideal learning health system (LHS) infrastructure for radiation oncology should have the following 

attributes: 

• Data Integration: The LHS infrastructure should enable seamless integration of data from various 

sources, including electronic health records (EHRs), treatment planning systems, imaging systems, 

patient-generated data, and administrative and claims data. This comprehensive data integration 

allows for a holistic view of patient information and facilitates comprehensive analysis. 

• Interoperability & Interconnectivity: The LHS infrastructure should ensure interoperability 

between different healthcare information systems to enable the secure exchange and sharing of 

data across multiple platforms. This interoperability enables seamless data flow and collaboration 

between different stakeholders within the radiation oncology ecosystem. 

• Data Quality and Standardization: The infrastructure should include mechanisms to ensure data 

quality and standardization. This involves implementing data validation processes, adhering to 

standardized data formats, use of standard ontologies and coding systems, and ensuring data 

accuracy and completeness. High-quality and standardized data are essential for reliable analysis 

and generating meaningful insights. 

• Advanced Analytics and Decision Support: The LHS infrastructure should incorporate advanced 

analytics capabilities, including artificial intelligence (AI) and machine learning, to analyze large-

scale health data and generate actionable insights. This includes developing predictive models, 

risk stratification algorithms, and decision support tools to aid radiation oncologists in making 

evidence-based treatment decisions. 

• Security and Privacy: Robust security measures should be implemented to protect patient data 

and ensure privacy compliance. This involves adopting encryption protocols, access controls, and 

data anonymization techniques to safeguard patient information. Strict adherence to data 

protection regulations is essential to maintain trust and confidentiality within the LHS 

infrastructure. 

• Real-time Data Capture: The infrastructure should support real-time data capture (access to data 

within a few minutes when data is generated) to enable timely analysis and decision-making. This 

includes leveraging technologies such as automatic data extraction, natural language processing, 

and interoperable data interfaces to capture and update patient data efficiently. 

• Stakeholder Engagement: The LHS infrastructure should actively involve all relevant stakeholders, 

including radiation oncologists, medical physicists, therapists, and researchers. Collaboration and 

engagement among stakeholders foster a culture of continuous learning, improvement, and 

shared decision-making within the radiation oncology community. 

• Long-term Follow-up and Surveillance: The infrastructure should support long-term follow-up and 

surveillance of patients to monitor treatment outcomes, late effects, and disease recurrence. This 

involves integrating mechanisms for tracking and evaluating patient outcomes over an extended 

period, ensuring continuity of care and proactive management of long-term effects. 

• Scalability and Flexibility: The LHS infrastructure should be designed to be scalable and adaptable 

to accommodate evolving technological advancements and changing healthcare needs. It should 

have the capability to handle large volumes of data, accommodate future data sources, and 

incorporate new analytical methodologies as they emerge. 
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By embodying these attributes, an ideal LHS infrastructure for radiation oncology can effectively support 

continuous learning, research collaboration, evidence-based decision-making, and improved patient 

outcomes. 

2.7 Efforts for Data Standardization and utilizing Ontologies in Radiation Oncology 
With the purpose of standardizing the nomenclature and data elements, ASTRO convened a task force to 

decide on the minimum data elements (MDE) in radiation oncology which should be standardized and 

interfaced to the general EHR for continuity of care. [20] In a parallel effort, ASTRO convened an 

overlapping working group to develop multidisciplinary consensus recommendations on a synoptic 

radiation treatment summary for continuity of medical care [21]. These two efforts set a precedent in 

radiation oncology domain of multi-stakeholder participation in standards formulation and dissemination, 

albeit with limited data elements and scope. The CodeX and minimum Common Oncology Data Elements 

(mCode) projects provide a platform for integrating domain specific standardizations. Run jointly by Mitre 

Corporation and HL7, CodeX (Common Oncology Data Elements eXtensions) is a multi-stakeholder, multi-

disciplinary HL7 FHIR Accelerator, focuses on developing interoperable data exchange using HL7-FHIR. The 

minimum Common Oncology Data mCODE provides a subset of high priority cancer care elements around 

which extensive collaboration with vendors, SNOMED and HL7 is organized for integration into 

commercial systems. The mCode and CodeX projects provide a platform for integrating domain specific 

standardizations. Our work will support the mCode and CodeX effort for Radiation Therapy Treatment 

Data for cancer (RTTD) pilot and use the work products from this effort in designing our infrastructure 

solution.  

Another important aspect to consider before sharing dataset is the use of well-defined common 

ontologies (e.g., NCI Thesaurus, ROO, SNOMED, OOO) to code the data to enable semantic 

interoperability. These common ontology terms will potentially serve as a common interface to the data 

at each institutional site, enabling a common approach to information retrieval thereby creating a 

common semantic definition-based dataset. This helps ensure that the data is semantically interoperable, 

meaning that it can be understood and used by different systems in a consistent and standardized way. 

Some of the most commonly referenced terminologies and ontologies are as follows: 

• Foundational Model of Anatomy (FMA): A domain ontology that represents an explicit 
declarative knowledge about human anatomy. 
(https://bioportal.bioontology.org/ontologies/FMA) 

• NCI Thesaurus: A vocabulary for clinical care, translational and basic research, and public 
information and administrative activities. 
(https://bioportal.bioontology.org/ontologies/NCIT) 

• Common Terminology Criteria for Adverse Events (CTCAE): The standard classification 
and severity grading scale for adverse events in cancer therapy clinical trials and other 
oncology settings (https://bioportal.bioontology.org/ontologies/CTCAE) 

• Radiomics Ontology: Broad coverage of not only radiomics features, but also every 
entity (e.g., software properties, filter properties, features extraction parameters) 
involved in radiomics computation. (https://bioportal.bioontology.org/ontologies/RO) 

• Semantic DICOM Ontology: An ontology for DICOM 
(https://bioportal.bioontology.org/ontologies/SEDI) 

• Radiation Oncology Ontology: The Radiation Oncology Ontology aims to cover the 
radiation oncology domain with a strong focus on re-using existing ontologies. 
(Radiation Oncology Ontology - Summary | NCBO BioPortal (bioontology.org) 

https://bioportal.bioontology.org/ontologies/FMA
https://bioportal.bioontology.org/ontologies/NCIT
https://bioportal.bioontology.org/ontologies/CTCAE
https://bioportal.bioontology.org/ontologies/RO
https://bioportal.bioontology.org/ontologies/SEDI
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The foundation of any ontology is a taxonomic backbone which provides a tree or graph-like structure 

for the classification of entities. An example of the SNOMED ontology is shown in Figure 2. The 

fundamental advantage to transforming clinical and dosimetry data into standard ontologies is that it 

enables the transfer, reuse, and sharing of the patient data and seamless integration with other data 

sources.  

 

Figure 2: The SNOMED CT Ontology 

Figure 2: The SNOMED CT ontology is presented in the form of a directed acyclic graph [22]. Within this 

graph, the nodes symbolize the concepts within the ontology, such as "papillary thyroid cancer." The 

relationships denoting the "is-a" connections between a more specific concept and with more general 

connections are represented by prominent arrows. Additionally, the graph illustrates the finding site 

attribute, which establishes a link between a disease or condition and an anatomical structure. 

The main advantages of using an ontology-based graph database as opposed to traditional relational 

databases is that the traditional relational databases are designed to cater to a particular application and 

its software requirements, and data stored is not conducive for clinical research. These databases are not 

suited to gather data from multiple data sources when the structure of data, schema, data types are 

unknown. On the other hand, ontology-based graph databases are schema free and designed to store 

large amount of data with defined interrelationships and the definitions based on universally defined 

concepts that enable any clinical researcher to query the data without understanding the inherent data 

structure and schema used to store data in the database. The ontology structure makes querying the data 

more intuitive for researchers and clinicians because it matches the domain knowledge logical structure. 

Based on our literature review we found that the use of ontologies and mapping radiation oncology 

clinical, dosimetry and treatment data in ontology-based definitions have mostly been discussed as 

conceptual ideas and strategies in the literature [23,24]. There are no actual implementations of this work 

reported in the public domain. 
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2.8 Importance of the purpose for data collection 

Data collected with a specific purpose, such as optimizing quality care, research-based analysis of 

radiation treatment, and diagnosis-based research and development of computer-aided diagnostic tools, 

can help identify patterns and trends that can inform clinical decision-making and improve patient 

outcomes. Furthermore, having a specific purpose for data collection allows for the creation of customized 

reports and analytics that can provide valuable insights into the health system's operations, including 

identifying areas for improvement and facilitating quality improvement initiatives. Ultimately, having a 

clear purpose for data collection is critical for the success of any radiation oncology LHS infrastructure, as 

it enables the organization to better understand its patients, improve clinical outcomes, and enhance 

operational efficiencies. 

For example, data collected for the purpose of optimizing quality care can be used to analyze adherence 

to treatment protocols, track the quality of care rendered to patients, and help in adequate resource 

allocation. By examining these data, radiation oncologists, hospital administration can identify clinical and 

process related factors that contribute to successful treatments and develop evidence-based guidelines 

to improve the quality and effectiveness of care provided. Additionally, the data can help identify 

variations in practice and outcomes, allowing for the identification of best practices and areas for 

improvement. Moreover, having a specific purpose for data collection allows for the creation of 

customized reports and analytics that provide valuable insights into the operations of the radiation 

oncology health system. By analyzing the collected data, organizations can generate reports and analytics 

tailored to their specific needs, enabling them to monitor performance, track key performance metrics, 

identify areas for improvement, and drive quality improvement initiatives. This targeted approach to data 

analyses and reporting enhances operational efficiencies, streamlines workflows, and facilitates informed 

decision-making at both the individual patient level and at the broader system level. 

The Veterans Health Administration (VHA) has a requirement to gather comprehensive discrete data from 

all radiotherapy systems that include TPS, RT-EMR, and EHR to monitor the quality of radiotherapy 

delivered to Veterans, determine practice variations, and identification of the care gaps in the VHA. The 

work in this dissertation is to leverage these data requirements for the VHA system and build a software 

system to evaluate quality of care in the VHA system and create a learning health system infrastructure 

that incorporates real-time data that enables continuous improvement of care delivery. This should lead 

to improved patient outcomes, increased efficiency, and reduced healthcare costs. The project will serve 

as a model for the implementation of learning health systems in other medical specialties, contributing to 

the advancement of personalized and data-driven medicine. 
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3. Specific Aims of Our Research 
 

Our overall aim is to coordinate the development and integration of tools that will minimize human error 

and variability as well as enable automated capture of contextual metadata to assist with cohort 

generation, monitoring of encumbrances, data quality assessment and ontological mapping. Initially, we 

focused on two of the most common cancer diagnoses in the US, lung cancer (>235,000 cases per year) 

and prostate cancer (>248,000 cases per year) by bootstrapping the process and accelerating data 

availability through datasets from the Veterans Health Administration (VHA) radiation oncology quality 

surveillance program [1]. The specific aims of our proposed research and development effort are as 

follows: 

Specific Aim 1 (SA1): Design and develop a comprehensive learning health system for radiation oncology 

that is based on passive abstraction and collation of clinical, dosimetry, treatment delivery, and 

outcome data. Rationale: A software platform that is designed to passively abstract and collect data from 

multiple data sources in radiation oncology is an essential component of Radiation Oncology LHS. It serves 

as a centralized platform for data collection and analysis. Such a system can help improve the quality and 

efficiency of radiation oncology practices by leveraging data-driven insights. The use of passive data 

abstraction and collation ensures the completeness and accuracy of the data, while reducing the burden 

on healthcare providers. The integration of multiple sources of data provides a comprehensive 

understanding of the patient journey and treatment outcomes, allowing for continuous quality 

improvement and optimized patient care in radiation oncology. In Chapter 4, We introduce the design 

and implementation framework of an integrated data abstraction, aggregation, and storage, curation, 

and analytics software: The Health Information Gateway and Exchange (HINGE), which collates data 

for cancer patients receiving radiotherapy.  

Specific Aim 2 (SA2): Extract, Transform and Load (ETL) clinical, dosimetry and treatment datasets into 

internationally standardized semantic interoperable data models such as NCI Thesaurus & Radiation 

Oncology Ontology. Rationale: The use of internationally recognized data models ensures that data are 

consistent and can be easily shared and compared across different institutions and countries. Such data 

model framework helps advance the understanding and advancement of radiation oncology by providing 

a comprehensive and standardized data resource for researchers and clinicians. The ETL process allows 

for efficient and reliable transfer of data, reducing the risk of errors and improving the quality of the data. 

By leveraging semantic interoperability, the extracted, transformed, and loaded data is easily Findable, 

Accessible, Interoperable, and Reusable (FAIR), allowing for better and more informed decision making in 

radiation oncology. In Chapter 5, We discuss the ETL process, data model frameworks, ontologies, and 

present a real-world clinical use case with clinical and dosimetry records mapped with this data pipeline 

using FAIR concepts.  

Specific Aim 3 (SA3): Build a framework for utilizing the common ontology-based data definitions to 

create universally applicable data mining, keyword search, semantic search, and query expansion 

methods that make use of standard concepts defined with terminologies and ontologies. Rationale: 

Ontology-based data leads to improved efficiency and accuracy in retrieving relevant information from 

large clinical data sets. Standard concepts defined with terminologies and ontologies provide a shared 

understanding of the data being analyzed. Additionally, such a framework allows for the development of 

more advanced and sophisticated methods for data analyses, as the use of ontologies provides a more 
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structured and semantically rich representation of the data. A search engine that utilizes ontology-based 

keyword searching, synonym-based term matching that leverages the hierarchical nature of ontologies to 

retrieve patient records based on parent and children classes, connects to the BioPortal database for 

relevant clinical attributes retrieval is highly desirable. To identify similar patients, a method involving text 

corpus creation and vector embedding models are employed, using cosine similarity and distance metrics 

is needed. In Chapter 6, We discuss the design framework of our data mining, keyword search tool and 

present the results of four different vector embedding models for patient similarity analysis.  

Specific Aim 4 (SA4): Application of a framework established to investigate the use of 3D Deep 

Convolution Neural Networks for radiation pneumonitis prediction following Stereotactic Body 

Radiotherapy (SBRT). Rationale: It is essential to test the AI readiness of the LHS in radiation oncology. 

We propose to determine the feasibility and effectiveness of using 3D Deep Convolution Neural Networks 

(3D-CNN) for predicting radiation pneumonitis following Stereotactic Body Radiotherapy (SBRT). 

Radiation pneumonitis is a common side effect of SBRT, and early and accurate prediction of its onset is 

crucial for timely intervention and improved patient outcomes. The use of 3D Deep Convolution Neural 

Networks, which are a type of artificial intelligence and machine learning algorithm, has the potential to 

provide a more accurate and efficient method for predicting radiation pneumonitis compared to 

traditional methods. The application of the established framework is to allow for a systematic 

investigation of the use of these networks and demonstrate the effectiveness of the 3D CNN networks for 

improving patient care in radiation oncology; thus, closing the loop for an effective learning health system. 

In Chapter 7, We discuss the design, methodology and predictive results of the two popular 3D-CNN 

models with input from radiographic and dosimetric datasets of primary lung tumors and surrounding 

lung volumes to predict the likelihood of radiation pneumonitis (RP) 

3.1 Overall Impact of proposed Research:  

Despite the availability of many important clinical and imaging databases such as, The Cancer Imaging 

Archive (TCIA), The Cancer Genome Atlas (TCGA), NIH data commons, clinical data science researchers 

still face severe technical challenges in accessing, interpreting, integrating, analyzing, and utilizing the 

semantic meaning of heterogeneous data and knowledge from these disparately collected and isolated 

data sources [2, 3]. These tasks pose huge challenges for most clinical data science researchers. Even if 

data are available and accessible, it still presents a formidable task of cleaning such data for LHS because 

of inconsistent data formats, syntaxes, notations, and schemas in data sources. These limitations severely 

hamper the consumption of data and inherent knowledge stored in these data sources. Furthermore, this 

requires the researcher to learn multiple software systems, configurations, and access requirements 

which leads to significant increase in time and complexity for scientific research.  

Robust learning health system in radiation oncology requires comprehensive clinical and dosimetry data. 

Furthermore, advanced machine learning models and AI require high fidelity and high veracity data to 

improve the model performance. Scalable intelligent infrastructure that can provide data from multiple 

data sources and can support these models are not yet prevalent [4, 5]. Our proposed LHS framework 

provides an integrated approach for capturing data from multiple sources and then structure the data 

in a knowledge base with semantically interlinked entities for seamless consumption in machine 

learning methods. The use of such an infrastructure solution will allow researchers to mine novel 

associations from multiple, heterogeneous, and multiple domain sources simultaneously and gather 

relevant knowledge to provide feedback to the clinical providers for obtaining better clinical outcomes 
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for patients on a personalized basis. Additionally, the project has the potential to serve as a model for 

the implementation of learning health systems in other medical specialties, contributing to the 

advancement of personalized and data-driven medicine. 
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4. Automated data abstraction for quality surveillance and outcome assessment in 

radiation oncology 
 

4.1 Introduction 
Advanced technologies in health care are bringing a sharper focus on clinical outcome assessment and 

the assessment of healthcare quality. Manual abstraction, collation, and subsequent analysis of 

healthcare quality from patient treatment and outcome data are onerous, expensive, and impractical. 

Advances in computer storage, computing power, and the ability to electronically mine data from 

disparate sources (e.g., demographics, genetics, imaging, treatment, clinical decisions, and outcomes) 

have enabled big data research in medicine. The evolution of several initiatives in the realm of 

interconnectivity of healthcare data sources and the availability of advanced computing frameworks have 

opened doors for answering a broad array of questions related to quality, safety, and outcomes of 

patients’ clinical care efficiently, objectively, and in a cost-effective manner. 

In the radiation oncology domain, large amounts of data are captured routinely across several clinical 

systems over the course of a patient’s treatment as shown in Figure 3.  

 

Figure 3: The sequential radiation treatment workflow 

Figure 3: The sequential radiation treatment workflow: initial patient consultation, simulation, treatment 

planning, treatment delivery, on-treatment evaluation, and follow up. The clinical data are in unstructured 

and/or semi-structured data formats, whereas simulation treatment planning and treatment delivery data are 

inherently in a structured format. 

 

The electronic health record (EHR) is used to document clinical data that typically includes; demographic 

information, medical history, medications, laboratory test results, and radiology reports. The physician 

assessments are often stored in unstructured free text from which key data elements are difficult to 

abstract for any subsequent data mining efforts. For each patient receiving radiotherapy treatment, the 
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clinical documentation in EHR typically includes; (1) a detailed initial consultation note, (2) a simulation 

note describing the treatment simulation procedure, (3) a treatment planning note documenting the 

prescription and proposed treatment plan, (4) a weekly On Treatment Visit (OTV) note from the staff 

physician documenting a review of the patient’s treatment progress and any acute side effects, (5) a 

treatment summary or survivorship care plan for the patient and referring physician at the completion of 

therapy, and (6) routine follow-up notes tracking disease outcomes and any late toxicities. These clinical 

notes are usually dictated on a telephone, transcribed, and imported into the EHR as preliminary 

documents. These free-text formatted notes are then reviewed, edited, and finalized. There is a wealth 

of information in clinical notes for big data applications, but the challenge is to capture and abstract these 

data in discrete format as part of the regular clinical workflow. However, the treatment planning data 

including the radiotherapy plan, images, dose, structure set, and dose-volume information from the 

treatment planning system (TPS) are in structured formats (DICOM-RT). Additionally, the treatment 

management system (TMS) that contains information regarding the radiation treatment delivery, 

fractions, visits, etc., is also structured.  

The challenge in radiation oncology is to aggregate data, which are both structured and unstructured from 

disparate data sources. It is extremely difficult to clean, parse and collate the data intelligibly, thus making 

many research and operational tasks that deal with the optimization of quality care, research-based 

analysis of radiation treatment, diagnosis-based research, and development of computer-aided diagnostic 

tools at the infrastructural level quite difficult. Additionally, the lack of interconnectivity and 

interoperability of RT software systems have made the process of data sharing/transfer cumbersome and 

challenging. Unfortunately, valuable clinical and radiation treatment data remain trapped behind 

proprietary software systems. There are Natural Language Processing (NLP) methods that can be 

employed to extract structured data from clinical narratives dictated in the EHR. These methods utilize 

text mining symbolic methods approaches such as named entity recognition (NER) based on dictionary 

lookup and information extracting (IE) relying on pattern matching. Each of these methods provide far 

from ideal results in gathering accurate structured information from the clinical notes since these 

methods have to deal with the idiosyncrasies of clinical sub-language due to the use of non-standard 

ontologies and data dictionaries as well a high degree of spelling and grammatical errors [1]. The accuracy 

of these approaches can potentially improve when there is a comprehensive cancer ontology used to 

enable semantic representation of textual information found in clinical narratives. The utilization of these 

not perfect methods for extracting structure data from the EHR can adversely affect the outcome 

assessment and predictive analytics modules specifically considering the sensitivity of the data elements 

to both tasks. Therefore, the structured template-based approach alleviates these concerns and makes 

structured data capture more credible for clinical use in production quality assurance, outcomes, and big-

data analytics platforms.  

For the Veteran Health Administration’s National Radiation Oncology Program (NROP) office, we 

developed an integrated enterprise-wide data curation, storage, and analytics portal, called HINGE 

(Health Information Gateway and Exchange). HINGE is a web-based electronic structured data capture 

system which has electronic data sharing interfaces with the EHR, TMS and TPS with a specific goal to 

collect accurate and comprehensive data and to determine clinical practice variations, outcomes, and 

gaps in treatment quality, and to compare the effectiveness of various treatment modalities and 

ultimately enable big data analytics in radiation oncology. It is an automatic data aggregator that collates 

data from different radiotherapy clinical systems/IT applications. It processes radiotherapy treatment 
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data for quality assessment, predictive analytics and other enterprise-driven clinical informatics solutions 

with a single online data portal and provides benchmark data and quality improvement tools for individual 

providers. Additionally, HINGE’s design and infrastructure caters to the imminent need for a research-

based practice environment and is cognizant of the role of advanced modern computational strategies 

involving big-data predictive analytics and clinical informatics. Because we realized that achieving these 

objectives for the whole cancer domain would be extremely challenging, we restricted our scope to two 

disease sites (prostate and lung cancer). The promise does not come without challenges and hence there 

were significant technical and workflow related challenges with the actual extraction and aggregation of 

data from disparate radiotherapy information sources. 

4.2 Impetus for automated radiotherapy data abstraction 
The Veterans health Administration (VHA), which is the largest integrated health care system in the United 

States, provides care at 1243 health care facilities, including 170 VA medical centers and 1063 outpatient 

sites of care of varying complexity. It serves more than 9 million enrolled veterans each year. Forty of the 

large VA medical centers offer onsite radiation oncology services with oversight from the National 

Radiation Oncology Program (NROP) office. In 2016, the NROP office embarked on a pilot project to 

monitor the quality of radiotherapy delivered, determine practice variations, and identification of the care 

gaps in the VHA. The pilot effort addressed intermediate risk and high-risk prostate cancers (CaP), stage 

IIIA/B non-small cell lung cancers (NSCLC) and limited stage small cell lung cancers (SCLC). These disease 

site presentations were selected for the pilot because RT is pivotal in the treatment of these cancers, 

which together represent more than 60% of patients receiving RT in the VA. 

For over 50 years, radiation oncologists have conducted clinical trials to explore new treatment 

techniques, schedules, and modalities for specific tumor types. These trials have led to improved 

outcomes, reduced toxicity, and the development of care standards that benefit the broader radiation 

oncology community. The American College of Radiology's Quality Research in Radiation Oncology (QRRO) 

program recognized that these care standards based on trial results were reflected in the practice patterns 

of many radiation oncology practices. Using data from these practices, QRRO investigators developed 

clinical performance measures that could be quantified and compared to national averages, enabling 

robust evaluations of practice quality. Building on this success, the VA quality surveillance program, VA-

ROQS, integrated these measures and demonstrated that reliable data could be obtained from a national 

practice base. The VHA NROP office collaborated with the American Society for Radiation Oncology 

(ASTRO) to establish clinical quality measures (CQM) by which individual patient care would be assessed 

and compared with the national VHA practice. ASTRO assembled disease site panels comprised of 

nationally recognized experts who were asked to identify CQM for each phase of patient management by 

the radiation oncologist as well as dose/volume metrics for the evaluation of quality of radiation 

treatment plans. The genesis of CQM was the seminal body of work done by the American College of 

Radiology’s Quality Research in Radiation Oncology program [2, 3]. ASTRO panels defined CQM in three 

categories: currently expected performance measures, those anticipated for the near future (aspirational 

CQM) or CQM for surveillance only. Methods were developed for manual data abstraction, analytic 

methods for DICOM-RT data, data curation and the data scoring system. Web-based user interfaces were 

also developed to report patient scores to their VHA radiation oncologists and aggregate data for 

benchmarking. Data elements for 1660 patients from the 40 VA radiation oncology practices were 

abstracted from the electronic medical records, treatment management and planning systems as part of 

the pilot. The pilot demonstrated that clinical measures provide a tangible means to quantify and improve 
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quality of care [4]. It also proved that manual data abstraction is time consuming, onerous, and very 

expensive. It clearly established the need for IT infrastructures for automatic data abstraction and curation 

[5].  

There have been several IT initiatives by research groups in radiation oncology to develop integrated data 

analysis platforms for either outcome studies and/or decision support systems [6]. There are many large 

databases such as Surveillance, Epidemiology and End Results (SEER) program established by the National 

Cancer Institute (NCI) in 1973 and Center of Medicare and Medicaid Services (CMS) that collect data from 

large number of cancer patients treated over time [7]. The data in these databases include demographics, 

cancer incidence, clinical and survival factors, but fail to include detailed clinical and treatment 

information. Some of the data analysis from the SEER database suggests that the database lacks 

information about the radiation dose, technique, and radiotherapy receipt [8].  

The University of Michigan has spearheaded the development of two robust data aggregation systems 

known as M-ROAR [9] and MROQC [10]. These innovative systems have been designed to effectively 

collect and evaluate various practice patterns, enabling the analysis of outcomes and the assessment of 

dosimetry-related information. MD Anderson has taken a significant stride by implementing a 

comprehensive electronic data capture system that operates across its entire network. This system serves 

the vital purpose of recording and storing crucial treatment information pertaining to patients [11]. 

Meanwhile, Johns Hopkins University has launched the Oncospace program, an impressive initiative 

aimed at capturing and analyzing radiotherapy data. This program goes beyond simple data collection, as 

it acquires and integrates essential details such as anatomy, dose distributions, and outcomes into an 

analytical database [12]. The Mayo Clinic's Department of Radiation Oncology in Florida has taken a 

forward-thinking approach by establishing a linkage between its radiation oncology information system 

and Mayo Clinic's internal claims data warehouse. Furthermore, by connecting with Mayo's tumor 

registry, this integration facilitates large-scale studies in the field of radiation oncology [13]. At Mayo Clinic 

in Rochester, Whitaker et al. have devised a patient-reported outcome (PRO) collection and management 

system. This sophisticated system allows for the aggregation of treatment data from a substantial number 

of patients, enabling researchers to gain valuable insights on a larger scale. While many existing platforms 

have specific objectives, the HINGE software stands out for its comprehensive approach to radiotherapy 

data collation. In addition to capturing DICOM-RT data from TPS (Treatment Planning System) and 

treatment data from TMS (Treatment Management System), the HINGE software also integrates clinical 

data from EHR (Electronic Health Records). This comprehensive integration empowers researchers and 

practitioners with a holistic view of patients' radiotherapy episodes. The overarching goal of HINGE is to 

meet the following objectives:  

• to allow healthcare institutes to assess their practices/treatment outcomes and make 

improvements at a systemic level 

• to better equip and assist the physician with complimentary/supplementary information to aid 

their clinical decision-making process 

• to create systems which would allow for the research and development of tools that relate to 

machine learning, artificial intelligence, and big data analytics 

• to allow for ease of data interoperability, data access and exchange for third-party 

applications/programs 
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• to foresee the future trends in the healthcare industry and subsequently design data platforms 

in alignment with the upcoming technologies 

4.3 Overview of the HINGE platform 
The crucial data elements required to assess the quality of radiotherapy planning and delivery and to 

build decision support systems are distributed across disparate clinical systems and are recorded along 

each sequential step of the radiation treatment (from initial Consult to follow-up). Figure 4 shows a brief 

overview of the HINGE architecture. HINGE is a real-time data analytics portal connecting the EHR, TPS 

and TMS. The HINGE local application is hosted on a central cloud server which is accessible to each 

local facility via standard web-browsers and the HINGE Central Server is also hosted at a HIPPA 

compliant secure cloud server. Radiation Oncologists enter the information via smart disease-specific 

templates (user interface) which are discretized and stored in the database. HINGE Local also 

communicates with EHR, TPS and TMS and imports/exports relevant patient data. The data are 

anonymized and sent to HINGE Central Server for data analytics and display of results on an interactive 

Web-based dashboard for quality managers, physicians, and hospital administration.  

Overview of the architecture of Health Information Gateway and Exchange (HINGE) software platform: The 

clinical workflow templates (Consult, Sim Directive, etc.) in the HINGE local are automatically populated with 

data that are available in clinical practice systems that include electronic health record (EHR), treatment 

planning system (TPS), and treatment management system (TMS). The complete radiotherapy data is sent to 

the HINGE central server, where it is evaluated for data integrity, curated, and prepared for visualization by end 

users in a web-based graphical user interface (GUI). 

 

 

 

 

 

 

 

EHR data integration: 

 

 

 

 

4.4 Key Design Features 

4.4.1. Data standardization  
HINGE software is designed to facilitate the process of extract, transform and load (ETL) of data 

throughout. Disparate systems are used to collect clinical, treatment and process data, however the lack 

Figure 4: Overview of the architecture of Health Information Gateway and Exchange (HINGE) software 

platform. The clinical workflow templates (Consult, Sim Directive, etc.) in the HINGE local are 

automatically populated with data that are available in clinical practice systems that include electronic 

health record (EHR), treatment planning system (TPS), and treatment management system (TMS). The 

complete radiotherapy data are sent to the HINGE central server, where it is evaluated for data 

integrity, curated, and prepared for visualization by end users in a web-based graphical user interface 

(GUI). 
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of uniformity in data syntax and semantics makes it extremely difficult for data aggregation and analysis. 

Unfortunately, at the present time there is a paucity of ontologies with radiation oncology specific terms.  

HINGE deploys ‘smart’ disease-specific templates meant for data entry/viewing as part of its user interface 

for radiation oncologists. These templates facilitate the physicians and the clinical staff to enter the 

relevant clinical information in a discrete manner. Figure 4 shows the overview of the components of the 

HINGE application. The goal of HINGE is to provide a method to collect comprehensive radiotherapy 

episodic data including DICOM-RT from the TPS, daily treatment data from the TMS and clinical data from 

the EHR. All these data are collected in discrete and structured data formats. This approach will allow 

healthcare institutes to assess their practices for system-wide improvements, provide supplementary 

information to aid physicians in their decision making and help foresee changes in the healthcare field. 

HINGE also improves the ease of data interoperability and data access between third party applications 

by using industry standard protocols and services. The templates have embedded critical data elements 

(data farming) that are required for quality assurance/assessment (QA) analyses. These critical data 

elements are used to score the disease site specific clinical quality measures that are listed in the paper 

from Hagan et. al [4]. Most commonly, electronic case report form templates are utilized routinely to 

collect structured data in randomized controlled trials, but these templates are limited to trial-specific 

data elements and those are entered in addition to routine clinical documentation. These templates are 

utilized as part of the routine clinical workflow and documentation and are the starting point for the 

physicians to record their assessments. The templates mimic the radiotherapy workflow from – 

consultation, simulation, treatment, end-of-treatment, to follow-up care. The templates are interfaced 

with the EHR, allowing data such as allergies, drug list, lab values and vitals to be automatically populated 

into the template from the EHR database. Thus, the templates facilitate the entry of data in a structured 

discrete format, along with simultaneously allowing free-text data entry sections for recording additional 

observations. However, much of the data such as TNM staging, Performance status, treatment intent, 

status, previous cancer encounters with RT, chemotherapy or surgery as the treatment modality, 

prescription, toxicity grades, simulation, treatment planning directive, survivorship data elements, etc. 

are entered in discrete format. We used all predefined radiotherapy data nomenclature (AJCC [17], CTCAE 

[15, 16], AAPM TG 263 [14]) and defined additional ones where no standard data definitions existed. 

Examples of these additional nomenclatures include discrete data fields used to describe past medical 

history, molecular testing status, plan of care including treatment options discussed with the patient, 

recommended therapy, and patient selected treatment to name a few. Automatic calculation of 

assessment scores and graphical indication of treatment progress are rendered in these templates. At 

each encounter, after the data entry has concluded, HINGE prepares the data into a textual narrative note 

format by utilizing user specified template boilerplate narratives and embedding these discrete data 

elements. The full note narratives are then exported to the EHR for medical records via an interface for 

the purpose of maintaining clinical documentation and continuity of care since the patient might be 

subsequently seen at other clinical services within the hospital. These templates have been developed 

with specific UI based design considerations from the physician end users. These templates are specifically 

designed to save physicians’ time/effort and enhance their ease of access by incorporating technical UI/UX 

features like – least amount of page scrolling, reducing the number of mouse clicks, data entry in a lateral 

motion within the HINGE application, positioning high-utility patient details on the top of the page, 

business logic for auto calculation of certain data elements such as NCCN risk groups based on staging, 

Gleason, and PSA values etc.  In addition, auto population of subsequent note templates (e.g., end of 

treatment template) with discrete data from previous templates (consult, treatment planning directive 
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template) also saves physician time that they can spend with the patients rather than just dictating notes 

in the EHR. he templates also perform extensive data entry validation, data-completeness check at the 

entry level and provide helpful error messages, suggestions, highlighting of critical elements, etc. These 

templates are disease site specific and relevant data entry fields appear based on the diagnosis and 

treatment site codes. The templates also prepopulate the data fields from TPS and TMS so that the 

physicians do not have to make redundant entries. 

 

Figure 5: Overview of the components of the HINGE application. Discrete clinical data abstracted via 

query/retrieve from the Electronic Medical Record (EHR) and populated in the HINGE SMART Disease-

specific templates UI. Discrete and free-text data is transcribed by the providers in the Disease specific 

templates. SMART templates have business logic to auto calculate scores, perform auto-population of 

subsequent templates with discrete data, report any missing value or value outside a defined range and 

abstract the data elements for clinical quality measure (CQM) analysis. A free text narrative note is 

generated from all these discrete data elements and interfaced to the EHR as part of the clinical 

documentation. All the data from these SMART templates are checked for completeness, integrity and 

anonymized before exporting it to the Central Server Dashboard where data visualization tools (charts, 

graphs with flagging of outliers etc.) are deployed to analyze the CQMs, clinical and dosimetry data for a 

cohort of patients. 
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4.4.2. Integration with Radiotherapy Data sources 
4.4.2.1 EHR-HINGE integration:  

HINGE is designed to communicate with VHA’s EHR, i.e., VISTA. HINGE has employed an external interface 

which is able to communicate (query/retrieve) with VISTA and fetch required patient details such as 

demographics, vitals, labs, medications, surgery, pathology, encounter, allergies, hazardous material 

exposure, problems list and survival information etc. The list of data types retrieved from the EHR is shown 

in the Figure 6. Most of the information exists in discrete format when it is retrieved from the EHR. The 

interface is also able to retrieve information such as health history, surgery and radiology reports that 

only exist as clinical free-text notes from the EHR. All this information is pre-populated in the clinical note 

templates in HINGE for the physician or care team member convenience. The physician or the care team 

member tasked to complete and sign the template in the HINGE software are required to enter their 

clinical assessments in discrete format in the templates. There is section where free-text narrative text is 

entered in the template to describe the discrete data or medical rationale behind the entered 

assessments. Additionally, after the note is completed by the physician, the discrete data is converted 

into a textual note and exported to VISTA via this interface. Specifically, this interface-based design allows 

HINGE to be oblivious to the underlying EHR system (VISTA, Cerner, EPIC, etc.). It helps in its portability 

and allows it to be functional even if the EHR system changes by isolating the business logic of the 

integration strictly within the interface. 

 

Figure 6: List of the data types utilized in Radiation Oncology domain. List of the data types utilized in 

Radiation Oncology domain, source system where the data resides, extract/transfer/load (ETL) issues. 

Access to server system, unstructured free-text and inconsistent nomenclature are amongst the major ETL 

issues across the various source systems. HINGE application gathers data types (green tick) from all the 

mentioned source systems except patient reported outcomes and genomic data.  

4.4.2.2 TPS- HINGE integration:    
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HINGE is able to import DICOM-RT data from any Treatment Planning System (TPS) that conforms to the 

Integrating the Healthcare Enterprise – Radiation Oncology (IHE-RO) [18] defined profiles. The VA system 

utilizes all the TPS products sold in the marketplace and hence it is imperative that we conform to one 

standard interoperability solution provided by IHE-RO to pull data for an enterprise-wide application such 

as HINGE. We have deployed a free, open source and light weight DICOM server known as Orthanc [29] 

to collect DICOM-RT datasets from any commercial treatment planning system. Orthanc is a simple, yet 

powerful standalone DICOM server designed to support research, and query/retrieve functionality of 

DICOM datasets. One of the major challenges with examining patients’ DICOM-RT data is the lack of 

standardized target and organ at risk (OAR) nomenclatures, prescription formatting, and ambiguity 

regarding dose-volume histogram metrics, etc. across several disease-sites. This impedes any research 

into examining dosimetric effects of practice patterns longitudinally. To resolve this issue, an initiative to 

introduce the standardizing nomenclature for radiotherapy was implemented under TG-263 [14]. HINGE 

deploys this naming convention within its system, requiring treatment planners to match the deemed 

organs at risk (OARs) to their TG-263 names. HINGE automatically suggests the equivalent TG-263 names 

for the listed OARs for the planner (Figure 6). In addition to simple text mapping, Machine Learning can 

be used to automate the process of relabeling physician specified structure set names to the TG-263 

defined names. Structure name mapping scripts are written in python programing language to support 

this process. Success in this approach has been shown using target and organ at risk text labels [19], 

geometric information [20,21,22] and radiomics features [23], all found in the DICOM structure set, dose, 

and reference imaging (CT) datasets. All these methods have shown reasonably good accuracy over many 

different structure types and the HINGE platform has the capability of deploying such methods as it has 

all of the treatment planning DICOM files as well as access to cloud-based Machine Learning frameworks 

including AWS Elastic Map Reduce and Deep Learning Containers. The software calculates and displays 

DVH from the uploaded dataset to the dosimetrist for final verification and selection of the key target and 

OAR sites. Based on the DVH dose constraint-based quality measures, the appropriate 

pass/fail/acceptable variation status is stored in the database before the complete dataset is uploaded to 

the central server dashboard.  
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Figure 7: Screen capture of the user interface for selecting the appropriate structures for target and OAR 

renaming in the HINGE application. 

 

4.4.2.3 TMS- HINGE integration:  

Existing treatment management systems are primarily designed to optimize the clinical workflow and 

therefore lack utilities required to facilitate Big Data applications. For HINGE to assume the role as the 

one-stop-shop for managing radiotherapy data, it must have access to the data present in treatment 

management systems such as Varian Aria/ Elekta Mosaiq products. To achieve this goal, we have created 

a Docker container, named HINGE-Broker, which runs on the same network as TMS’s underlying database. 

Within HINGE-Broker, a Python script provides access to the TMS database using the SQLAlchemy toolkit 

and a Node application exposes a web API for HINGE to make remote queries. The TMS database contains 

discrete elements such as patient demographics, prescribed prescriptions, delivered dose and a listing of 

all clinical notes. 

However, TMS software upgrades may result in changes to the underlying database schema and 

potentially different versions of TMS deployed across a healthcare system will also require the support of 

multiple methods of data access. In addition, some versions of TMS require very complicated, non-

intuitive SQL queries for retrieving current dose information which potentially makes this approach very 

sensitive to schema changes. Although the TMS software provides methods for directly entering many 

discrete data elements, these tools are often underutilized, resulting in little information that could be 

used for further studies. The data extracted from TMS is used to populate the simulation, under-
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treatment, end of treatment summary templates in HINGE and are made available for physicians to 

view/edit. This allows for HINGE to access treatment delivery data in a discretized manner.  

Radiotherapy TMS does support the storage and display of Word documents within the application. We 

have partially addressed the lack of discrete treatment data by creating Word templates for the under-

treatment visit and end of treatment summary notes with tagged fields. Using a Word macro, these 

discrete template fields can be exacted as JSON which can then be stored in a MongoDB database for 

analysis. 

4.4.3. Quality Assurance/Analyses of Radiotherapy Data 
With data standardization and clinical integration described in the preceding sections, HINGE software is 

able to aggregate the critical data elements from the entire clinical workflow to score all clinical quality 

measures (CQM) for each patient. Once a patient’s treatment is deemed complete for export, the 

anonymized data are uploaded to the HINGE’s central server. The business logic for deriving the CQMs 

based on the patient data resides on the central server (see Figure 4). After the data is received, the 

CQMs are calculated and are available for viewing on the visual dashboards on the central server via a 

Web portal. Many of the CQMs are not straightforward and require extensive decision-tree logic to 

construe a ‘pass’ or a ‘fail.’ HINGE has deployed such decision-tree logic (Figure 8) in its system to 

calculate the CQM scores automatically for each CQM. The HINGE system utilizes the web-based 

dashboard software that provides real-time access to aggregate Clinical Quality Measure (CQM) scores 

for a cohort of patients. The calculation of these scores is automated and occurs in real-time, allowing 

for immediate feedback. The dashboard software is designed to be user-friendly and provides detailed 

information on the CQM scores to both the quality manager and individual physicians. By leveraging the 

decision tree logic implemented on HINGE's central server, the software calculates and displays the 

CQM scores to the respective stakeholders. This real-time feedback is generated within minutes of data 

submission to the central server, ensuring that physicians can promptly assess their performance and 

compare it against their peers across the VA enterprise. The dashboard software serves as a valuable 

tool for physicians, enabling them to benchmark their treatment practices and outcomes against their 

colleagues. The scores and evaluation of clinical and treatment quality measure results are presented in 

an easily understandable format, empowering physicians to gain insights into their performance and 
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make informed decisions to improve patient care.

 

Figure 8: Example of a decision tree logic for a clinical quality measure. Data from the HINGE Smart 

templates, TPS and TMS modules are utilized with these decision trees to generate pass/fail [1/0] for 

each of the disease site specific clinical quality measures. 

4.5 Dashboard Analytics 
 HINGE visual dashboards available through the central server display visual plots, charts, and graphs each 

detailing the performance of every VA practice for each CQM (Figure 9). The dashboard provides a vantage 

position for every physician and the quality managers to assess the performance of each CQM relating to 

its current standing, comparison with expert-defined thresholds and their peers’ performance 

nationwide. This allows the physician to understand the quality of RT care they deliver and ways to 

improve it. The dashboard also provides the quality managers with insightful information to investigate 

performance or systemic issues, marshal resources and design effective health policy solutions to improve 

RT care.  

In addition to viewing the information through the dashboard, the central server functions as the data 

warehouse since all the patient data from local VA facilities is exported to this data warehouse. Thus, it is 

poised for large enterprise analytics that involve data mining, outcomes research, comparative 

effectiveness, machine learning and other large database interrogation queries. 
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Figure 9: Screen capture of the HINGE dashboard application showing data from 40 VA practices. 

4.6 Data Anonymization 
By way of architectural design, HINGE is split into HINGE local and HINGE central server (Figure 3). HINGE 

local is the application facing the local VHA facility connected to the local environment and resources such 

as EHR, TPS and TMS. The HINGE local application is hosted on the cloud computing platform hosted by 

VA’s Enterprise cloud (VA-EC) – Amazon Web Services (AWS) and the application is running multiple 

instances with the database siloed into partitions for each local VA center. HINGE central server is hosted 

on a VA-EC as well where data is captured from each of the HINGE-local instances. After a radiation 

treatment is completed and when the end of treatment note is generated from the HINGE software, the 

physician/clinical staff are prompted by the software via notifications to review the patient data and push 

the data to the central server. After the clinical staff at a local facility initiates the export of data, the data 

is anonymized and presented for review and approval. In this review, the treatment data collected from 

all clinical and treatment management notes, TPS and TMS (including DICOM-RT) without the protected 

health information (PHI) are presented to the physician for final approval. The de-identified data are 

compliant as per HIPAA policies. After approval, the data are exported from HINGE local to the central 

server via a secure encrypted channel.  

4.7  Data Security 
Data security is paramount and a crucial component of any healthcare organization and infrastructure. 

The numbers of cyber-attacks on the healthcare industry are constantly growing for the purposes of 

medical identity theft and Medicare fraud. HIPPA regulations [24] sets specific guidelines for maintaining 

the privacy and security of any information system deployed in the healthcare domain. The HIPPA security 

rules outlines the administrative, physical, and technical security measures that an organization must take 

to ensure confidentiality, integrity, and availability of healthcare datasets [25, 26]. HINGE is utilizing 

administrative safeguards where documented policy and procedures are established to create a uniform 
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process that clinical users follow to maintain patient privacy and information security in the software. 

HINGE also employs technical safeguards where no PHI/PII is shared within or with other interfaced 

application without appropriate network (SSL) and software encryption. The VHA has very stringent 

physical safeguards in place where the data centers housing the HINGE application has locks and security 

system to protect from PHI data breaches associated with break-ins. Keeping the healthcare data 

confidential, available, and maintaining integrity have direct relationships with HIPAA compliance.  

Confidentiality is the act of ensuring that patient’s health data are kept completely undisclosed to 

unauthorized entities. HINGE is integrated with the VA’s single sign on (SSO) and 2 factor authentication 

(2FA, token key and password) system where enterprise-wide access control measures are undertaken by 

the VA’s central IT office. Having the HINGE software run on the cloud environment leads to an increase 

in the risk of data compromises, as the data becomes accessible to an augmented number of sub-systems. 

In the HINGE software design architecture, we have made the application tools self-contained thereby 

mitigating the risk that comes with connecting with third party vendor tools. The interfaces with the EHR’s 

also are unidirectional with the intention to pull the data with software encryption built in.  

Integrity is important to make sure that the healthcare data captured by HINGE is accurate and consistent 

and not modified in any way. Treatment decisions based on erroneous data can have serious and adverse 

consequences on patients' health. HINGE utilizes checksum or a hash, before using the data and if integrity 

check fails, the application reports an error in an audit trail and terminates the transaction without 

processing the data.  

For the HINGE application to be successful and serve its purpose, the information must be available at all 

times in spite of service disruptions due to hardware failure, system upgrades, power outages, and denial 

of service attacks. The deployment of the application is on two separate AWS availability zones with load 

balancers and multiple redundant copies of the MongoDB backend database to ensure high availability.  

4.8 Testing and deployment of the platform 
The validation process of the HINGE platform involved the use of a meticulously collected dataset 

comprising 1660 patient clinical and dosimetry records from 40 VA Radiation Oncology clinics. This dataset 

was specifically tailored for the pilot study described in section 4.2 and included patients with prostate 

cancer, non-small cell lung cancer (NSCLC), and small cell lung cancer (SCLC). Each patient's record 

consisted of approximately 80-100 clinical data elements, which were entered into the disease site specific 

HINGE templates. With the auto-population feature from the patient's electronic medical records, the 

physician assessments in the HINGE software require minimal data entry. Based on our preliminary 

analysis, completing the template, and generating a textual narrative note for initial consultations or 

follow-up care would take less than 10 minutes. This streamlined process saves time for physicians, 

allowing them to focus more on patient care and decision-making rather than manual data entry. By 

leveraging the comprehensive patient data already available in the electronic medical records, the HINGE 

software reduces the burden on physicians while maintaining the accuracy and integrity of the 

information. The software intelligently populates relevant sections of the template, ensuring that the 

physician has access to a comprehensive overview of the patient's clinical history and treatment details. 

  To analyze and score the data, the HINGE platform leveraged a decision tree logic implemented in a 

dashboard software. The data from the templates were exported to this dashboard software, which is 

accessible at https://varoqs.com. The software provided a visual representation of the data through plots, 
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graphs, and charts, offering insights into the performance of each VA practice for every Clinical Quality 

Measure (CQM) under consideration. As part of the validation process, the manually entered data in the 

HINGE template underwent a meticulous manual check to validate the accuracy and functionality of the 

decision tree logic. The data was analyzed to score 22 prostate clinical quality measures (CQM), 12 

prostate dosimetry measures examining coverage of the planning target volume and doses to bowel, 

femurs, bladder, and rectum. 26 NSCLC CQMs and 15 dosimetry measures, 26 SCLC CQMs and 21 

dosimetry measures were also scored with this dataset. There was a total of 35,303 clinical and 12,565 

dose constraint based DVH data elements used for scoring these quality measures. Any instances of failure 

for these measures were closely analyzed using visualization tools that depicted the decision tree and 

highlighted the specific nodes where the failure occurred (shown in figure 10). This level of detailed 

analysis allowed us to identify and address any discrepancies or issues in the decision tree logic. 

 

 

Figure 10: Tracing the CQM failures in the HINGE Dashboard Portal 

 

The platform has also been undergoing further refinement through workshops conducted with VA Subject 

Matter Expert (SME) physicians. These physicians received training on using the disease site specific 

HINGE templates and were tasked with entering sample cases to provide valuable feedback. These 

workshops have proven to be instrumental in improving the quality of the templates and the discrete data 

generated by the platform. The interactive sessions allowed the physicians to provide insights into the 

usability and functionality of the templates, leading to iterative improvements and enhancements. This 

collaborative approach ensured that the HINGE platform was aligned with the specific needs and 

workflows of the VA healthcare system. While we have made significant progress in establishing the data 

collection framework through the utilization of the HINGE software, it is currently not in active operation 

within the VA system. It is because the software is undergoing evaluation for compliance with the 
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cybersecurity framework established by the VA, based on the risk management NIST framework. This 

evaluation ensures that the platform meets the necessary security standards to safeguard patient data 

and protect against potential cybersecurity threats. The rigorous assessment process includes evaluating 

the software's infrastructure, data protection measures, access controls, encryption protocols, data 

backups & disaster recovery planning, incident response planning, and vulnerability management. Once 

the evaluation is complete and the software is deemed compliant, it will be deployed within the VA 

system, providing healthcare professionals with a reliable and secure tool for data entry, analysis, and 

decision support in the field of radiation oncology. 

4.9 HINGE Information Technology and Deployment Architecture 
The HINGE web applications are deployed on the VA cloud platform hosted by Amazon Web Services 

(AWS) using ECS containers and Fargate services. The backend database where all the template data is 

stored is Mongodb and the front-end user interface is designed using the Angular web application 

framework. The architecture relies on EC2 instances to run MongoDB, which serves as the repository for 

web form data. Additionally, AWS S3 is utilized for storing a large collection of medical imaging and 

treatment planning objects in the DICOM format. The cloud-based architecture for HINGE, depicted in 

Figure 11, incorporates essential data backup solutions. It includes two availability zones and a load 

balancer system to ensure efficient network traffic routing to available servers, enabling timely fulfillment 

of web requests. This architecture is implemented across three separate environments: developmental, 

pre-production, and production. These environments play crucial roles in hosting the application during 

development and testing phases before its deployment on the production environment. This multi-

environmental setup allows for thorough evaluation and refinement of the software. To ensure security, 

continuous cybersecurity measures are performed, including vulnerability analysis and the 

implementation of remediation measures. 

The overall cost for hosting these three environments and conducting ongoing cybersecurity evaluations, 

along with applying necessary remediation measures and routine software updates and patching, 

amounts to approximately less than half a million dollars (FY 2022 estimate). This investment covers the 

infrastructure, maintenance, and security measures required to support the HINGE platform and ensure 

its reliable operation. 

The HINGE information technology and deployment architecture provide a robust and scalable foundation 

for the platform's functionalities. It leverages the capabilities of AWS services, such as ECS, Fargate, 

MongoDB, and S3, to securely store and process data while ensuring high availability and performance. 

By adhering to industry best practices and employing a multi-environment approach, the architecture 

promotes the development and deployment of a reliable and secure application for radiation oncology 

practitioners and researchers. 



46 
 

 

4.10 Discussion 
Collation of comprehensive population based clinical information, radiation treatment planning, delivery, 

and health outcome information is essential for any robust radiation oncology quality surveillance and 

outcome assessment program. The HINGE software platform allows passive real time assessment of a 

radiotherapy quality of care. Building the HINGE software presented several challenges, which were 

addressed through careful consideration and implementation. The challenges and their corresponding 

solutions are as follows: 

• Consensus among VA subject matter expert physicians: Obtaining agreement and alignment among 

the VA subject matter expert physicians regarding the specific data elements to be included in disease 

site-specific templates was a major challenge. Physicians may have different preferences, opinions, 

or practices, making it difficult to establish a unified approach. For example, when developing a 

template for prostate cancer, one physician may emphasize certain clinical indicators or treatment 

outcomes, while another physician may prioritize different aspects. Fortunately, the VA quality 

measures that referenced evidence-based guidelines were the guiding force behind the achieving 

consensus regarding which data elements should be included in the templates. Achieving consensus 

required extensive communication, collaboration, and negotiation among the physicians to identify 

Figure 11: High-level cloud architecture for the HINGE platform 
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and prioritize the essential data elements for each template. Throughout the process, we played the 

consensus building role by actively listening to the physician SMEs, clarifying points of confusion, and 

ensuring that discussions remained focused and productive. 

• Variation in clinical workflows: Radiation oncology workflows can vary across different disease sites, 

treatment modalities, and across different Radiation Oncology clinics. Designing templates that 

accommodate these variations while capturing the necessary data elements posed a challenge. The 

templates designed in HINGE, with the collaboration and input from VA Subject Matter Expert (SME) 

physicians, were aimed at addressing the majority of the clinical data documentation requirements 

and recommendations set forth by accrediting bodies such as the American College of Radiology 

(ACR), ASTRO's APEx bodies, and the Joint Commission in addition to the billing-based documents 

requirements.  

• Integration with EHR: Clinical and operations data in radiation oncology are collected from various 

systems, leading to a lack of uniformity in data syntax and semantics. HINGE has built an integration 

with the VHA's EHR (VISTA) to retrieve patient details, such as demographics, vitals, labs, medications, 

and allergies. An external electronic interface was built with HL7 Fast Healthcare Interoperability 

Resource (FHIR) specifications to communicate with the EHR system, ensuring data field pre-populate 

the HINGE templates and the clinical free-text notes generated in HINGE are available in the EHR for 

billing and continuity of care purposes.  

• Integration with Treatment Planning System (TPS): HINGE required the ability to import DICOM-RT 

data from any TPS conforming to the Integrating the Healthcare Enterprise - Radiation Oncology (IHE-

RO) profiles. Standardizing target and organ at risk (OAR) nomenclatures, prescription formatting, and 

dose-volume histogram metrics across disease sites was a challenge. HINGE adopted the TG-263 

naming convention for target structures and suggested equivalent TG-263 names for OARs in RT-

Structure Sets from the TPS to facilitate consistent data mapping. Machine learning techniques were 

also explored to automate the relabeling process. 

• Integration with Treatment Management System (TMS): Existing TMS lacked utilities necessary for 

export of treatment summary information that include the delivered dose details, treatment 

modality, technique dates of treatment to track the progress of treatment. HINGE developed a Docker 

container, HINGE-Broker, to access the TMS database and retrieve discrete elements such as patient 

demographics, prescribed prescriptions, delivered dose, and clinical notes using an FHIR interface. 

Changes in TMS software and different versions deployed across healthcare systems were addressed 

by supporting multiple methods of data access and using Word templates with tagged fields to extract 

discrete treatment data. 

• Lack of radiation oncology-specific ontologies: Currently, there is a paucity of ontologies with 

radiation oncology-specific terms, making it difficult to establish standardized data definitions. To 

address this issue, HINGE deployed disease-specific templates for data entry and viewing, enabling 

radiation oncologists to enter relevant clinical information in a discrete and structured manner. HINGE 

also mapped the structured data to standard ontologies, ensuring interoperability and facilitating data 

aggregation and analysis (reported in section 5). 

• Template usability and user experience: The design of the templates needed to prioritize usability and 

provide a smooth user experience for radiation oncologists. Physicians should find it intuitive and 

efficient to enter the required data elements within the templates with fields getting auto calculated 

(e.g., NCCN risk score based on staging, Gleason score and PSA values), auto populated from a 

previously entered note template and having the clinical narrative note built from the discrete data 
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entry and pushed in the EHR. Balancing the need for comprehensive data capture with ease of use 

presented a challenge, requiring iterative feedback loops and usability testing to refine the templates 

based on physician input. 

With the help of HINGE, quality managers will be able to grade every treatment against established rubric 

of nationwide norms of outcome, toxicity, and treatment delivery. Some additional benefits include 

reducing the burden of basic data collection for quality analysis and creating a single-point capture of 

source data, which protects data integrity by eliminating manual transcription of data from multiple 

sources, provide better data traceability and provenance, while reducing the need for data queries, data 

cleaning, and source data verification — processes that within themselves hold the potential for errors. 

Furthermore, data collected in the HINGE can be used to create decision support models in the clinical 

systems that enable clinicians to improve the quality and safety of care rendered to the patients. With the 

increasing emphasis on delivery of value-based health care, the HINGE system can not only quantify value 

and quality of care but also aggregate outcome data using standard templates / data elements. An 

alternative approach to collecting data for quality surveillance and outcome research is to leverage natural 

language processing (NLP) for the extraction of discrete data from unstructured clinical documentation. 

However, there are several challenges with this approach. The free-text clinical notes have many different 

taxonomies, vocabularies, terms, or abbreviations that are often used by clinicians since there are 

currently no standards that are universally adopted in radiation oncology domain. The lack of 

standardization of information presented in the free text notes makes traditional NLP solutions difficult 

to implement. Syed et al. [27] recently reported on an integrated Machine Learning/NLP model using the 

fast Text algorithm [28] for standardizing the organs-at-risk names in the DICOM RT structure set files with 

the TG-263 specified standard names. The results for prostate and lung datasets reported high F1 scores 

on OAR names but low scores on tumor/target names due to a wide variability of non-standard names 

utilized for targets. In many cases, even when presented a consistent vocabulary/taxonomy, it is 

challenging for the NLP algorithm to decern information since much of the clinical meaning in free-text 

blobs is context based and it requires specific decision tree logics with multiple expression values to 

extract a single data element.  

Another key feature of the next release of software will be the integration of Patient Reported Outcomes 

(PRO). We plan to deploy an infrastructure with public patient facing Web-based tools to capture 

longitudinal PRO data within HINGE to facilitate earlier interventions, rapid symptom management, and 

track patient reported quality of life assessments. A similar public facing Web-based tool will be deployed 

to collect radiotherapy treatment data from community radiation oncology providers that are currently 

treating over 60% of veteran cancer patients. Such a strategy will allow us to aggregate radiotherapy data 

for over 45000 veterans treated annually in the community and at 41 VHA sites. This has the potential for 

big data outcome research in radiation oncology and high-quality continuity of care. Finally, the 

development of future versions of HINGE software will be coordinated with the medical and surgical 

oncology programs to ensure harmonization of clinical workflow templates amongst all cancer care 

specialties.  

 For big data and smart healthcare techniques to succeed in medicine, it is imperative that all stakeholders 

– physicians, physicists, nurses, clerks, and commercial vendors work together on how and what data 

needs to be collected. The funding agencies such as National Institute of Health and National Cancer 

Institute should direct their resources to support the work around integrating the clinical practice with 

automating and streamlining clinical workflow around structured data collection methodologies and 
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define clinically meaningful measures of care rendered to our patients. The process used to create the 

HINGE database and model can be replicated for all domains of medicine where each domain is 

responsible to define their own workflow templates, clinical measures and data analysis tools that can be 

used as feedback to the practice for quality improvement. 
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5. Extract, Transform and Load (ETL) Clinical, Dosimetry and Treatment datasets into 

Internationally Standardized Semantic Interoperable Data Models 
 

The adoption of electronic health records (EHRs) in patient’s clinical managements is rapidly increasing in 

healthcare but the use of data from EHR in clinical research is lagging. The utilization of patient-specific 

clinical data available in EHR has the potential to accelerate learning and bring value in several key topics 

of research including comparative effectiveness research, cohort identification for clinical trial matching 

and quality measure analysis. [1, 2]. However, there is an inherent lack of interest in the use of data from 

the EHR for research purposes since the EHR was never designed for research. The modern EHR 

technology has been optimized for capturing health details for clinical record keeping, patient 

management, scheduling, ordering, and capturing data from external sources such as laboratories, 

diagnostic imaging, and capturing encounter information for billing purposes [3]. Many data elements 

collected in routine clinical care, which are critical for oncologic care, are not collected as structured data 

elements nor with the same defined rigor as those in clinical trials [4, 5]. In this chapter, we set out to 

contribute to the advancement of the science of Learning Health Systems (LHS) by presenting a detailed 

description of the technical characteristics and infrastructure that were employed to design an LHS 

specifically with a knowledge graph approach.  

5.1 What are ontologies and why are they important to us? 
In the past few years, there has been a focus on obtaining high-quality data regarding patients, their 

treatments, and the outcomes in healthcare. Various advancements and growing interest in personalized 

medicine [6], genetic profiling [7][8], and machine learning [9][10] highlight the significance of having 

substantial amounts of reliable data. These areas of focus rely heavily on extensive, high-quality data to 

drive advancements and improve healthcare practices. Despite the open availability of many important 

databases and knowledge bases, biomedical researchers still face severe logistical and technical 

difficulties when integrating, analyzing, and visualizing heterogeneous data and knowledge from these 

diverse and isolated sources. These tasks pose a steep learning curve for most biomedical researchers. 

Researchers need to be aware of the sources where the data and knowledge relevant to their research 

exist. Depending on the availability and the accessibility, biomedical researchers need exhaustive 

computational resources and extensive programming skills to query and explore the data and knowledge 

sources. The heterogeneity across these sources, in terms of formats, syntaxes, notations and schemas, 

severely stymies the systematic consumption of data and knowledge stored in these sources. The 

biomedical researcher ends up learning multiple systems, configurations, and access requirements, 

significantly increasing the complexity and time of scientific research. 

Given these considerations, it is crucial to establish a system that effectively organizes and standardizes 

our knowledge, enabling seamless sharing and adaptation to new information. Ontologies have emerged 

as a promising approach, especially in light of the extensive digitization of information [11]. The term 

"ontology" originates from the Greek word denoting the study of existence or the essence of things. While 

it has long been employed in philosophical contexts, its application in the realm of information science 

has yielded a more contemporary and comprehensive definition. In essence, modern ontologies serve as 

computer-interpretable descriptions of human knowledge pertaining to specific domains or areas of the 
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world. Ontologies serve as representations of universal concepts, defined classes, and relationships. In 

essence, with the help of these universal concepts, we can capture the fundamental characteristics of 

entities in reality, establishing a shared essence or "natural kind." By delving into the meaning of 

underlying data, ontologies provide robust semantic frameworks for specific knowledge domains. To 

achieve this, ontologies employ well-crafted definitions for the entities they encompass. These definitions 

can be both human-readable and machine-readable [12]. Human-readable definitions take the form of 

descriptive text that explains the denotation of a given term, while machine-readable definitions consist 

of formal, logical axioms.  

Over time, collaborative efforts have emerged to develop tools and repositories for ontologies, offering 

invaluable resources to the biomedical community. One such resource is BioPortal, which is supported by 

the National Center for Biomedical Ontology. BioPortal serves as an open repository for biomedical 

ontologies, enabling access to ontologies developed in various formats such as OWL, RDF-Triple, RDF-

XML, and OBO [13]. Through a user-friendly web interface, individuals can explore ontologies, add notes, 

provide reviews, and examine mappings between different ontologies. BioPortal currently hosts over 800 

ontologies, encompassing diverse resources such as the Proteomics Standards Initiative, the OBO library, 

and the Semantic Type Ontology of the Unified Medical Language System (UMLS) [14]. With over 100,000 

terms, the NCI Thesaurus (NCIT) includes wide coverage of cancer terms as well as mapping with external 

terminologies. NCIT is a product of NCI Enterprise Vocabulary Services (EVS) and its vocabularies consists 

of public information on cancer, definitions, synonyms, and other information on almost ten thousand 

cancers and related diseases, seventeen thousand single agents and related substances, as well as other 

topics that associated with cancer. This includes comprehensive details such as definitions, synonyms, and 

other pertinent information that aids in understanding and describing specific cancer types. By 

encompassing a wide range of cancer classifications, the NCIT caters to diverse research needs and 

facilitates effective collaboration across different domains within the field of oncology. 

5.2 Standardization Challenges and Considerations in Radiation Oncology Data Sharing 
The treatment of cancer requires a multidisciplinary approach which typically includes providers who 

represent disparate clinical disciplines. The care coordination between all the provider teams is critically 

important and is done via sharing clinical notes in the EHR. Furthermore, in order to improve the quality 

of care, to evaluate cancer therapy outcomes, and perform research in an automated fashion, abstracting 

data from multiple sources is required.  Due to the lack of standardization in oncology the ability to 

perform the care coordination becomes difficult and affects patient safety. The use of a standard 

ontology, taxonomy and data dictionary is the need of the hour if we would like to realize the true 

potential of Big Data analytics in the oncology domain.  

One of the key areas of work by experts in the field has been the standardization of nomenclature labels 

applied to cancer targets, normal tissues, and treatment planning regions in the patient’s body. This 

standardization is an important precursor to any pooling of the data for analysis, treatment plan 

evaluation, population-based studies, and clinical trials. A task group (TG-263) was formed at American 

Association of Physicists in Medicine (AAPM) (medical physicists’ professional organization) to develop 

consensus recommendations on nomenclature used in radiation oncology. The task group reviewed 

existing ontologies from the Foundation Model of Anatomy (FMA) in radiation oncology domain. This is 

an open source and well-maintained ontology by the University of Washington, Seattle. FMA provides a 

detailed list of structure labels that phenotypically represent the human body. Each of the structure labels 

is associated with a unique identifier code called FMAID. Many of the structure labels recommended by 



54 
 

this group came from the FMA ontology. There were many structure labels that were only specific to 

radiation oncology domain (e.g., SpinalCord_PRV) that were not included in FMA but the concepts labels 

from FMA were used to define these specific labels. 

The Systematized Nomenclature of Medicine-Clinical Terms SNOMED-CT is a standard terminology that 

has developed and defined clinical concepts that are used to improve the consistent recording and 

utilization of information in the electronic health records. SNOMED-CT terminologies and clinical concepts 

are built to enable clinical information to be recorded in a consistent manner with the purpose to facilitate 

evidence-based healthcare and create a link between clinical records and clinical guidelines, enhancing 

the quality of care rendered to patients. It also enables the use of clinical decision support systems that 

can potentially check the clinical record for discrete minable information and provide real-time clinical 

advice. In addition, it supports the sharing of appropriate discrete clinical information with other clinical 

providers involved in the care of the patients who might be utilizing other electronic health record 

systems, thus allowing standardizing flow and processing of this information for all providers.  FMA and 

SNOMED-CT concept labels are linked to unique numerical codes but there were many structure labels 

that are utilized in radiation oncology and were absent from SNOMED-CT and FMA defined ontologies. It 

was concluded that both FMA and SNOMED-CT are great ontologies, but they did not meet the 

requirements for anatomical, target structure labels that were required for radiation oncology. Both these 

ontologies were weakly associated with the task groups recommendations of the anatomical and target 

structure labels. SNOMED-CT codes are added for meeting the requirements for the structure labels but 

the vendor platforms where these labels are recorded are yet to implement the export of these SNOMED 

based codes based on the associated target or anatomical labels.  

DICOM (Digital Imaging and Communication in Medicine) [16] is an international standard that is utilized 

for storing and communicating medical imaging and related data. Its predecessor, the ACR-NEMA 

(American College of Radiology–National Electrical Manufacturers Association) standard, was published 

in 1982, followed by a second version, ACR-NEMA 2.0, in 1988, neither of which addressed computer 

networking issues. The current version of this standard was introduced in 1992. The use of this standard 

has enabled the integration of medical imaging and radiation oncology treatment planning and delivery 

devices from multiple manufacturers. This standard is widely adopted by radiology, cardiology, 

ophthalmology, pathology, dentistry, oncology, and hospital infrastructure support vendors. Since 

radiation oncology is very imaging intensive, it was the first domain to be introduced in DICOM after 

radiology and there were five radiation oncology specific information object definitions (IODs) that were 

introduced in 1997. These information objects include RT Structure Set, RT Plan, RT Dose, RT Image, and 

RT Treatment Record, which is further divided into RT Beams Treatment Record, RT Brachy Treatment 

Record, and RT Treatment Summary Record. These DICOM objects are by far the only readily exportable 

and sharable records in Radiation Oncology domain so far.  

Another important aspect that is impeding data sharing is the inability for clinicians to electronically share 

radiotherapy treatment summary information from radiation oncology information systems to electronic 

health record systems (EHRs) that are used by healthcare systems for care coordination amongst multiple 

clinical disciplines. There is high variation in documentation of radiation therapy–specific data and sharing 

between information systems is often done manually rather than automatically, leading to a potential 

breakdown of efficiency and accuracy. For the past two years, IHE-RO Technical Committee has been 

working to develop a FHIR (Fast Health Interoperability Resources) based interoperability profile called 

Exchange of Radiotherapy Summary (XRTS) to seamlessly bridge this critical communication gap and make 
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the minimal treatment summary information readily available to reuse and share across systems [17]. For 

this effort, IHE-RO has partnered with CodeX, an HL7 FHIR Accelerator, and is contributing to the Radiation 

Therapy Treatment Data (RTTD) use case (Radiation Therapy Treatment Data for Cancer - CodeX - 

Confluence (hl7.org)). The RTTD project team consists of AAPM, ASTRO with its minimum data elements 

initiative (https://www.astro.org/Patient-Care-and-Research/Clinical-Practice-Statements/Minimum-

Data-Element), clinical subject matter expert physicists, physicians, Radiation Oncology and EHR vendors 

to build FHIR-based data communication protocols. HL7 FHIR is a next generation standards framework 

created by HL7 which combines the best features of HL7’s v2, v3 and CDA product lines while leveraging 

the latest web standards and applying a tight focus on implementation. HL7 FHIR is a highly versatile 

standard that finds extensive application in diverse scenarios, such as facilitating EHR-based data sharing, 

enabling seamless communication between servers within large healthcare institutions, and supporting 

the exchange of clinical context-based information. The HINGE development and its integration of 

electronic health records (EHRs) have yielded significant benefits, particularly in the development of the 

IHE-RO and CodeX interoperability profiles. These profiles have played a crucial role in extracting valuable 

treatment summary information from RO-Treatment Management Systems and seamlessly integrating it 

with EHRs using FHIR specifications. As the chair of the IHE-RO workgroup for the past four years, I have 

been leading the charge with standardization efforts aimed at creating a vendor-independent solution. 

This solution has been successfully implemented using the HINGE platform. The process involved defining 

the data elements with their respective SNOMED codes, establishing interface specifications, and 

configuring the clinical workflow in the Treatment management software. Rigorous testing was conducted 

using clinical cases of increasing complexity to ensure the efficacy of these interfaces. Figure 12 illustrates 

the comprehensive list of data elements defined in the treatment summary data exchange, encompassing 

details at the RT course level (Radiotherapy Course summary), individual treatment phase level 

(Radiotherapy Treated Phase), and their corresponding plan summary data elements. These interface 

specifications have been effectively implemented in both the Varian Aria software and the HINGE 

software. Successful testing was carried out at the IHE-RO 2023 XRTS workshop, where discrete data was 

seamlessly gathered and auto-populated into our On-treatment visit and End of treatment summary 

templates within the HINGE platform. 
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Figure 12: Consensus treatment summary data elements defined with CodeX and IHE-RO effort is 

implemented in the Varian Aria software and interfaced to the HINGE software via the FHIR 

interfaces. These treatment summary elements are then auto-populated in the On-treatment visit 

note templates in the HINGE software and saves time for the physicians by avoiding manual 

transcription of this data in HINGE.  

Another effort is underway to address the lack of data standardization in electronic health records (EHRs), 

Radiation Oncology Information Systems (ROIS), treatment planning systems (TPSs), and other cancer care 

and outcomes databases. This effort aims to create a standardized ontology for clinical data, social 

determinants of health (SDOH), and other radiation oncology concepts. The American Association of 

Physicists in Medicine's Big Data Science Committee (BDSC) engaged stakeholders to optimize the 

integration of diverse perspectives and develop the Operational Ontology for Oncology (O3) [18]. O3 

includes key elements, attributes, value sets, and relationships that are of clinical significance and likely 

to be available in EHRs. Recommendations are provided for different stakeholders, such as device 

manufacturers, clinical care centers, researchers, and professional societies, on how to best use and 

develop O3. Implementing these recommendations will facilitate the aggregation of information, creating 

large and representative datasets that adhere to FAIR principles (findable, accessible, interoperable, and 

reusable). This effort emphasizes the utilization of comprehensive datasets and advanced analytic 

techniques, including artificial intelligence (AI), to transform patient management and improve outcomes 

by leveraging the increased access to information derived from larger datasets. 
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5.3 Our Approach with the Extract, Transform and Load Pipeline  
We created a data pipeline from HINGE to export discrete clinical data in JSON based format. These data 

are then fed to the Extract, Transform and Load (ETL) processor. An overview of the data pipeline is shown 

in figure 13. ETL is a three-step process where the data is first extracted, transformed (cleaned, 

formatted), and loaded into an output RO-Clinical Data Warehouse (RO-CDW) repository. The RO-CDW 

relational database structure comprises of 15 data tables with primary and foreign keys that allow for 

interrelationships to be established amongst various data tables storing the specific logical information. 

Since HINGE templates do not function as case report forms and they are formatted based on an 

operational data structure, data cleaning process is performed with some basic data preprocessing, 

including cleaning, and checking for redundancy in the dataset, ignoring null values, making sure each 

data element has its supporting data elements populated in the dataset. As there are several types of 

datasets, each dataset requires a different type of cleaning. Therefore, multiple scripts for data cleaning 

have been prepared. The following outlines some of the checks that have been performed using the 

cleaning scripts. 

• Data type validation: We verified whether the column values were in the correct data types (e.g., 

integer, string, float). For instance, the "Performance Status Value" column in a patient record 

should be an integer value.  

• Cross-field consistency check: Some fields require other column values to validate their content. 

For example, the "Radiotherapy Treatment Start Date" should not be earlier than the "Date of 

Diagnosis." We conducted a cross-field validation check to ensure that such conditions were met. 

• Mandatory element check: Certain columns in the input data file cannot be empty, such as 

"Patient ID Number" and "RT Course ID" in the dataset. We performed a mandatory field check 

to ensure that these fields were properly filled. 

• Range validation: This check ensures that the values fall within an acceptable range. For example, 

the "Marital Status" column should contain values between 1 to 9.  

• Format check: We verified the format of data values to ensure that they were consistent with the 

expected year-month-day (YYYYMMDD) format. 

The main purpose of this step is to ensure that the dataset is of high quality and fidelity when loaded in 

RO-CDW. In the data loading process, we have written SQL and .Net-based scripts to transform the data 

into RO-CDW compatible schema and load them into Microsoft’s SQL Server 2016 database. When the 

data are populated, unique identifiers are assigned to each data table entry and interrelationships are 

maintained within the tables so that the investigators can use query tools to query and retrieve the data, 

identify patient cohorts, and analyze the data.  

We have deployed a free, open source and light weight DICOM server known as Orthanc [19] to collect 

DICOM-RT datasets from any commercial treatment planning system. Orthanc is a simple, yet powerful 

standalone DICOM server designed to support research, and query/retrieve functionality of DICOM 

datasets. Orthanc provides a RESTful API that makes it possible to program using any computer language 

where DICOM tags stored in the datasets can be downloaded in a JSON format. We used the python plug-

in to connect with the Orthanc database to extract the relevant tag data from the DICOM-RT files. Orthanc 

was able to seamlessly connect with the Varian Eclipse planning system with the DICOM DIMSE C-STORE 

protocol [20]. Since the TPS conforms to the specifications listed under the Integrating the Healthcare 

Enterprise – Radiation Oncology (IHE-RO) profile, the DICOM-RT datasets contained all the relevant tags 
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that were required to extract data. One of the major challenges with examining patients’ DICOM-RT data 

is the lack of standardized organs at risk (OAR) and target names, and ambiguity regarding dose-volume 

histogram metrics, and multiple prescriptions mentioned across several treatment techniques. With the 

goal of overcoming these challenges, the AAPM TG 263 initiative has published their recommendations 

on OAR and target nomenclature. The ETL user interface deploys this standardized nomenclature and 

requires the importer of the data to match the deemed OARs with their corresponding standard OAR and 

target names. In addition, this program also suggests a matching name based on an automated process 

of relabeling using our published techniques (OAR labels [21], radiomics features [22], and geometric 

information [23]). We find that these automated approaches provide an acceptable accuracy over the 

standard prostate and lung structure types. In order to gather the dose volume histogram data from the 

DICOM-RT dose and structure set files, we have deployed a DICOM-RT dosimetry parser software. If the 

DICOM-RT dose file exported by the treatment planning system (TPS) contains DVH information, we utilize 

it. However, if the file lacks this information, we employ our dosimetry parser software to calculate the 

DVH values from the dose and structure set volume information. 
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Figure 13: Overview of the data pipeline to gather clinical data into the RO-Clinical Data  

As part of this pipeline, we have built HL7/FHIR interfaces between the EHR system and HINGE database 

to gather pertinent information from the patient’s chart. This data is stored in the HINGE database and 



59 
 

used to auto-populate disease sites specific smart templates that depict the clinical workflow from initial 

consultation to follow-up care. The providers record their clinical assessments in these templates as part 

of their routine clinical care. Once the templates are finalized and signed by the providers in HINGE, the 

data is exported in JSON format and using an ETL process, we can load the data in our RO-Clinical Data 

Warehouse relational SQL database. Additionally, we use SQL stored procedures to extract, transform and 

load data from the Varian Aria data tables and extraction of dosimetry DVH curves to our RO-CDW.  

5.4 Mapping data to standardized terminology, data dictionary, ontologies, and use of Semantic 

Web technologies 
For data to be interoperable, sharable outside the single hospital environment and usable for the various 

requirements of an LHS, the use of standardized terminology and data dictionary is a key requirement. 

Specifically, clinical data should be transformed following FAIR (Findable, Accessible, Interoperable, and 

Reusable) principles [24]. An ontology describes a domain of classes and is defined as a conceptual model 

of knowledge representation. The use of Ontologies and Semantic Web technologies play a key role in 

transforming healthcare data with the FAIR principles. The use of ontologies enables the sharing of 

information between disparate systems within the multiple clinical domains. An ontology acts as a layer 

above the standardized data dictionary and terminology where explicit relationships, i.e., predicates, are 

established between unique entities. Ontologies provide formal definitions of the clinical concepts used 

in the data sources and renders the implicit meaning of the relationships among the different vocabulary 

and terminologies of the data sources explicitly. For example, it can be determined if two classes and data 

items found in different clinical databases are equivalent or if one is a subset of another.  Semantic level 

information extraction and query are possible only with the use of ontology-based concepts of data 

mapping.   

A rapid way to look for new information on the internet is to use a search engine such as Google. These 

search engines return a list of suggested web pages devoid of context and semantics and require human 

interpretation to find useful information. Semantic Web is a core technology that is utilized in order to 

organize and search for specific contextual information on the web. Semantic Web, which is also known 

as Web 3.0 is an extension of the current World Wide Web (WWW) via a set of W3C data standards [25] 

with a goal to make internet data machine readable instead of human readable. For automatic processing 

of information by computers, the Semantic Web extensions enable data (text, meta data on images, 

videos, etc.) to be represented with well-defined data structures and terminologies. To enable the 

encoding of semantics with the data, web technologies such as Resource Description Framework (RDF), 

Web Ontology Language (OWL) and SPARQL Protocol and RDF Query Language are used. RDF (Resource 

Description Framework) is a standard for sharing data on the web. 
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Figure 14: Screen capture of the ontology editor tool Protégé for inspecting and adding the key 

classes, properties, and relationships to the Radiation Oncology Ontology (ROO) based on classes 

defined in the NCI Thesaurus and SNOMED ontologies that align with our RO-CDW data elements.  

We utilized an existing ontology known as Radiation Oncology Ontology (ROO) [26] available on the NCBO 

Bioportal website [27]. The main role of ROO is to define a broad coverage of main concepts used in the 

radiation oncology domain. The ROO currently consists of 1,183 classes with 211 predicates that are used 

to establish relationships between these classes. Upon inspection of this ontology, we noticed that the 

collection of classes and properties were missing some critical clinical elements such as smoking history, 

CTCAE v5 toxicity scores, diagnostic procedures such as Gleason scores, PSA levels, patient reported 

outcome measures, KPS performance status scales and radiation treatment modality. We utilized the 

ontology editor tool Protégé [28] for adding these key classes and properties in the updated ontology file 

(Figure 14). We reused entries from other published ontologies such as the National Cancer Institute 

Thesaurus (NCIT) [29], International Classification of Disease, version 10 (ICD-10) [30], Dbpedia [31] 

ontologies. We carefully studied each data element definition in ROO and NCIT to make sure that the 

selected codes are adequately aligning with the data elements captured in our RO-CDW database. We 

added 216 classes (categories defined in Table 1) with 19 predicate elements to the ROO. With over 

100,000 terms, the NCI Thesaurus (NCIT) includes wide coverage of cancer terms as well as mapping with 

external terminologies. NCIT is a product of NCI Enterprise Vocabulary Services (EVS) and its vocabularies 

consists of public information on cancer, definitions, synonyms, and other information on almost ten 

thousand cancers and related diseases, seventeen thousand single agents and related substances, as well 

as other topics that associated with cancer. 
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Categories Number of classes 

Race, Ethnicity  5 

Tobacco Use 4 

Blood Pressure + Vitals 3 
 

Laboratory tests (e.g., Creatinine, GFR, etc.) 20 

Prostate specific diagnostic tests (e.g., Gleason score, 
PSA, etc.) 

10 

Patient reported outcome 8 

CTCAE v5 152 

Therapeutic Procedures (e.g., Immunotherapy, 
Targeted Therapy, etc.) 

6 

Radiation Treatment Modality (e.g., photon, electron, 
proton, etc.) 

7 

Units (cGy) 1 

Table 1: Additional classes added to the Radiation Oncology Ontology (ROO) and used for mapping with 

our dataset 

In order to leverage and validate the ontology we had defined; we undertook a meticulous mapping 

process that involved integrating our data stored in a clinical data warehouse relational database with the 

concepts and relationships outlined in the ontology. This mapping process linked each component 

(column headers, values) of the SQL relational database to its corresponding clinical concept (classes, 

relationships, and properties) in the ontology. To perform the mapping, the SQL database tables are 

analyzed and matched with the relevant concepts and properties in the ontology. This can be achieved by 

identifying the appropriate classes and relationships that best represent the data elements from the SQL 

relational database. For example, if the SQL relational table provides information about a patient's 

smoking history, the mapping process would identify the corresponding class or property in the ontology 

that represents smoking history. A correspondence between the table columns in the relational database 

and ontology entities was established. An example of this mapping is shown in Figure 15A. We used the 

D2RQ mapping language to map the relational database schema to RDF ontology-based vocabulary. The 

D2RQ mapping is a direct mapping method where all the data and individual columns from the relational 

database is directly mapped to the ontology-based structure and translation, or logic is employed for 

derived data fields where direct mapping is not feasible. An example screenshot of the schema mapping 

file used by the D2RQ platform is shown in Figure 15B This mapping language is executed by the D2RQ 

platform that connects to SQL database, reads the schema, perform the mapping, and generates the 

output file in turtle syntax. Each SQL table column name is mapped to its corresponding class using the 

d2rq:ClassMap command. These classes are also mapped to existing ontology-based concept codes such 

as NCIT:C48720 for T1 staging. In order to define the relationships between two classes, 

d2rq:refersToClassMap command is used. The properties of the different classes are defined using the 

d2rq:PropertyBridge command. To ensure machine readability and facilitate interoperability with other 

RDF databases, we assigned Unique Resource Identifiers (URIs) to each entity within the ontology. These 

URIs serve as unique identifiers and enable seamless linking and integration of data across different 
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databases and systems. Table 2 provide a listing of key data elements that are used to map between our 

Clinical Data Warehouse relational database and ontology-based graph database include the standard 

NCIT and Radiation Oncology Ontology (ROO) codes used for the mapping.  

 
(A) 

 
(B) 

Figure 15 (A): Overview of the data mapping between the relational RO-CDW database and the 

hierarchical graph-based structure based on the defined ontology 

The top rectangle displays an example of the various classes of the ontology and their relationships 

including the NCI Thesaurus, ICD-10 codes. The bottom rectangle shows the relational database table and 

the solid arrows between the top and bottom rectangles display the data mapping.  

(B): An example screenshot of the mapping file used by the D2RQ platform to perform the mapping 

between the SQL table data elements and values to ontology formatted codes. The first block (TNM stage) 

defines the mapping for each TNM value entry in the SQL database. The “ClassMap” property in the D2RQ 

script defines the mapping between the column name in the SQL relational database and the 

corresponding class in the ontology. The next blocks in the example define the “PropertyBridge” which is 

used in the D2RQ script to define the relationship between the different classes. In the example shown 

above, the “PropertyBridge” between the TNM class to the T Stage classes (e.g., T1 or T1a, etc.). 
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Table 2  
Category Attribute  Codes/Datatypes 

Patient Details Patient ID NCIT: C16960 

Race NCIT: C17049 

Ethnicity NCIT: C16564 

Date of Birth NCIT: C68615 

Date of Death NCIT: C70810 

Sex at Birth Male: NCIT: C16576 
Female: NCIT: C20197 

Cause of Death NCIT: C99531 

Other Patient Details Vital Status NCIT: C25717 
Alive: NCIT: C37987 
Deceased: NCIT: C28554 

Tobacco Use History NCIT: C181760 
Smoker: NCIT: C67147 
Former Smoker: C67148 

Smoking Pack Years NCIT: 127063 

Patient Height NCIT: C25347 

Patient Weight NCIT: 25208 

Blood Pressure NCIT: C54706 

Heart Rate NCIT: C49677 

Temperature NCIT: C25206 

Diagnosis and Staging Staging System  

 Diagnosis NCIT: C15220 

 ICD Version ICD:10 

 ICD Code ICD 10 codes e.g., C61 

 Histology Adenocarcinoma: NCIT: C2852, 
Ductal Carcinoma: NCIT: C36858, etc. 

 Clinical TNM Staging NCIT: C48881 

 Pathological TNM Staging NCIT: C48739 

 Staging-T T1: NCIT: C48720, T2, etc.  

 Staging-N N0: NCIT: C48705, N1, etc.  

Staging-M Mx: NCIT: C48704, M0, etc.  

Biopsy obtained via imaging NCIT: C17369 

Prostate Specific 
Elements 

 

Had Prostatectomy NCIT: 15307 

Prostatectomy Margin Status NCIT: 123560 

Primary Gleason Score NCIT: C48603 

Secondary Gleason Score NCIT: 48604 
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Tertiary Gleason Score NCIT: 48605 

Total Number of Prostate Tissue 
Cores 

NCIT: 148277 

Number of Positive Cores NCIT: 148278 

Prostate Specific Antigen Level NCIT: 124827 

Patient Reported 
Outcome 

Patient Reported Outcome NCIT: 95401 

PRO Instruments EPIC-26: NCIT: C127367, 
AUA IPSS: NCIT: C84350 
IIEF: NCIT: C103521 
EPIC-CP: NCIT: C127368 
SHIM: NCIT: C138113 

PRO Question Response Integer  

Performance Score Scoring System KPS: NCIT: C28013 
ECOG: NCIT: C105721 
ZUBROD: NCIT: C25400 

Performance Score Value ECOG 1: NCIT: C105723,  
KPS 10: NCIT: C105718, etc. 

Toxicity Reporting Coding System CTCAE v5: NCIT: C49704 
RTOG: NCIT: C19778 

Toxicity Measure Erectile dysfunction: NCIT: C55615, 
Fatigue: NCIT: C146753, etc. 

Toxicity Grade Erectile dysfunction Grade 1: NCIT: 
C55616, 
Fatigue Grade 1: NCIT: C55292, etc. 

Treatment Procedures Therapy Included in the 
Treatment Procedure  

Radiation Therapy: NCIT: C15313, 
Systemic Therapy: NCIT: C15698, 
Surgical Procedure: NCIT: C15329, 
Hormone Therapy: NCIT: C15445 

Agents used - Hormone Therapy  String 

Drugs Used - Chemotherapy String 

RT Treatment Course Radiation Treatment Modality Photon: NCIT: C88112, 
Electron: NCIT: C40428, 
Proton: NCIT: C17024, etc. 

Radiation Treatment Technique IMRT: NCIT: C16135, 
SBRT: NCIT: C118286, 
3D CRT: NCIT: C116035, etc.  

Target Volume PTV: NCIT: C82606, 
CTV: NCIT: C112912, 
GTV: NCIT: C112913, etc.  

Prescribed Radiation Dose ROO: C100013 - Float 

Radiation Dose Units cGy: NCIT: C64693, 
Gy: NCIT: C18063 

Number of prescribed fractions NCIT: C15654 - Float 

Organs at Risk - Structure Bladder: NCIT: C12414,  
Rectum: NCIT: C12390, 
Heart: NCIT: 12727, etc.  

Delivered Radiation Dose ROO: C100013 - Float 

Number of delivered fractions NCIT: C15654 - Float 

Start date of RT Course Date 

End date of RT Course Date 

Dose Volume 
Histogram 

DVH Constraint NCIT: C112816 - String 

DVH Value Float 
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DVH Value Units Gy: NCIT: C18063 
cGy: NCIT: C64693 
%: UO: 0000187 

NCIT: National Cancer Institute Thesaurus, ROO: Radiation Oncology Ontology, UO: Units Ontology, ICD-10: International 
Classification of Diseases, Version 10 

Table 2: Key data elements that are used to map between our Clinical Data Warehouse relational 

database and ontology-based graph database. This table shows some examples of the codes used for the 

purpose of this mapping. 

5.5 Importing Data in Knowledge based Graph-based database  
The output file from the D2RQ mapping step is in Terse RDF Triple Language (turtle) syntax. This syntax is 

used for representing data in the semantic triples, which comprise a subject, predicate, and object. Each 

item in the triple is expressed as a Web URI. In order to search data from such formatted datasets, the 

dataset is imported in Knowledge graph databases. RDF database, also called as Triplestore, is a type of 

graph database that stores RDF triples. The knowledge on the subject is represented in these triple 

formats consisting of subject, predicate, and object. RDF knowledge graph can also be defined as labeled 

multi-diagraphs which consists of a set of nodes which could be URIs or literals containing raw data, and 

the edges between these nodes represent the predicates [32]. The language used to reach data is called 

SPARQL — Query Language for RDF. It contains ontologies that are schema models of the database. 

Although SPARQL adopts various structures of SQL query language, SPARQL uses navigational-based 

approaches on the RDG graphs to query the data which is quite different than the table join based storage 

and retrieval methods adopted in relational databases. In our work, we utilized the Ontotext GraphDB 

software [33] as our RDF store and SPARQL endpoint.  

5.6 Validating the Pipeline with Real-World Datasets 
With the aim to test out the data pipeline and infrastructure, we used our clinical database that has 1660 

patient clinical and dosimetry records. These records are from patients treated with radiotherapy for 

prostate, non-small cell lung cancer and small cell lung cancer disease.  There are 35,303 clinical and 

12,565 dose constraints based DVH data elements that are stored in our RO-CDW database for these 

patients. All these data elements were mapped to the ontology using the D2RQ mapping language, 

resulting in 504,180 RDF tuples. In addition to the raw data, these tuples also defined the 

interrelationships amongst various defined classes in the dataset. An example of the output RDF tuple file 

is shown in Figure 16 displaying the patient record relationship with diagnosis, TNM staging etc. All the 

entities and predicates in the output RDF file have a URI, which is resolvable as a link for the computer 

program or human to gather more data on the entities or class. For example, the RDF viewer would be 

able to resolve the address http://purl.obolibrary.org/obo/NCIT_48720 to gather details on the T-stage 

such as concept definitions, synonym, relationship with other concepts and classes etc. We were able to 

achieve a mapping completeness of 94.19% between the records in our clinical database and RDF tuples. 

During the validation process, we identified several ambiguities or inconsistencies in the data housed in 

the relational database, such as indication of use of ECOG instrument for performance status evaluation 

but missing values for ECOG performance status score, record of T stage but nodal and metastatic stage 

missing and delivered number fractions missing with the prescribed dose information. To maintain data 

integrity and accuracy, the D2RQ mapping script was designed to drop these values due to missing or 

incomplete data or ambiguous information. Additionally, the validation process thoroughly examined the 

interrelationships among the defined classes in the dataset. We verified that the relationships and 

associations between entities in the RDF tuples accurately reflected the relationships present in the 

http://purl.obolibrary.org/obo/NCIT_48720
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original clinical data. Any discrepancies or inconsistencies found during this analysis were identified and 

addressed to ensure the fidelity of the mapped data. To evaluate the accuracy of the mapping process, 

we conducted manual spot checks on a subset of the RDF tuples. This involved randomly selecting samples 

of RDF tuples and comparing the mapped values to the original data sources. Through these spot checks, 

we ensured that the mapping process accurately represented and preserved the information from the 

clinical and dosimetry data during the transformation into RDF tuples. Overall, the validation process 

provided assurance that the pipeline effectively transformed the clinical and dosimetry data stored in the 

RO-CDW database into RDF tuples while preserving the integrity, accuracy, and relationships of the 

original data. 

 

 

Figure 16: Example of the output RDF tuple file 

5.7 Visualization of data in ontology based graphical format 
Visualizations on ontologies play a key role for users to understand the structure of the data and work 

with the dataset and its applications. This has an appealing potential when it comes to exploring or 

verifying complex and large collections of data such as ontologies. We utilized the Allegrograph Gruff 

toolkit [34] that enables users to create visual knowledge graphs that display data relationships in a neat 

graphical user interface. The Gruff toolkit uses simple SPARQL queries to gather the data for rendering 

the graph with nodes and edges. These visualizations are useful because they increase the users’ 

understanding of data by instantly illustrating relevant relationships amongst class and concepts, hidden 

patterns, and data’s significance to outcomes. An example of the graph-based visualization for a prostate 

and non-small cell lung cancer patient is shown in Figures 17 and 18. Here all the nodes stand for concepts 

and classes and the edges represent relationships between these concepts. All the nodes in the graph 

have unique resource identifiers (URI) that are resolvable as a Web link for the computer program or 

human to gather more data on the entities or classes. The color of the nodes in the graph visualization are 

based on the node type and there are inherent properties of each node that include the unique system 

code (NCIT code or ICD code etc.), synonyms terms, definitions, value type (string, integer, floating point 

number etc.). The edges connecting the nodes are defined as properties and stored as predicates in the 

ontology data file. The use of these predicates enables the computer program to effectively find the 

queried nodes and their interrelationships. Each of these properties are defined with URIs that are 

available for gathering more detailed information on the relationship definitions. The left panel in figure 

17 and 18 shows various property types or relationship types that connect the nodes in the graph. Using 

SPARQL language and Gruff visualization tools, users can query the data without having any prior 

knowledge of the relational database structure or schema, since these SPARQL queries are based on 

universal publish classes defined in the NCI’s Thesaurus, Units Ontology, ICD-10 ontologies.  

 



67 
 

 

Figure 17: Example of the graph structure of a prostate cancer patient record based on the ontology 

Each node in the graph are entities that represent objects or concepts and have a unique identifier and 

can have properties and relationships to other nodes in the graph. These nodes are connected by directed 

edges representing relationships between the information, such as the relationship between the diagnosis 

node and the radiation treatment node. Similarly, there are edges from the diagnosis node to the toxicity 

node and further to the specific CTCAE toxicity class, indicating that the patient was evaluated for adverse 

effects after receiving radiation therapy. The different types of edge relationships from the ontology that 

are used in this example are listed on the left panel of the figure. The right panel shows different types of 

nodes that are used in the example.  
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Figure 18: Example of the graph structure of a non-small cell lung cancer (NSCLC) patient based on the 

ontology 

This has a similar structure to the previous prostate cancer example with NSCLC content. The nodes in 

green and aqua blue color (highlighted in the right panel) indicate the use of NCIT classes to represent the 

use of standard terminology to define the context for each node present in the graph. For simpler 

visualization, the NCIT codes and URIs are not displayed with this example.  

Finally, these SPARQL queries can be used with commonly available programming languages like python 

and R via representational state transfer (REST) application programming interfaces (APIs). We also 

verified that data from the SPARQL queries and the SQL queries from the CDW database to verify accuracy 

of the mapping. Our analysis found no difference in the resultant data from the two query techniques. 

The main advantage of using the SPARQL method is that the data can be queried without any prior 

knowledge of the original data structure based on the universal concepts defined in the ontology. Also, 

the data from multiple sources can be seamlessly integrated in the RDF graph database without the use 

of complex data matching techniques and schema modifications that is currently required with relational 

databases. This is only possible if all the data stored in the RDF graph database refers to published codes 

from the commonly used ontologies.  

5.8 Comparison between our Knowledge Graph-based Solution and Traditional Relational 

Database-based solution 
This section presents the benchmark tests conducted on a Microsoft SQL 2016 Relational Database-based 

Solution (SQL-DB or RO-CDW) and a Knowledge Graph (KG-DB) Solution from Ontotext GraphDB software 

to evaluate their querying performance. The tests included two query types designed to compare the 

performance of these two data modeling technologies. It is important to note that the implementation of 
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the technologies may influence the results, but the tools used for the experiments are commonly 

employed by data model designers, making the results indicative of typical implementation performance. 

• The first query involved retrieving data from two tables in the relational database to obtain a list 

of patients diagnosed with prostate cancer. This query aimed to provide a simple functionality 

that could be replicated in both the relational database and the knowledge base (KB) graph 

database. (Figure 19a shows this query for relational SQL database and 19b shows this query for 

Knowledge base graph database) 

• The second query was more complex, involving data retrieval from multiple tables and filtering 

based on diagnosis, TNM staging, prescribed dose, number of fractions and Erectile Dysfunction 

Grade 1 toxicity. This query aimed to test the performance of the two technologies in a scenario 

that required more extensive data processing and filtering. (Figure 19c shows this query for 

relational SQL database and 19d shows this query for Knowledge base graph database) 

 
 

(a)  
(b) 

 

 
 

(c) 

 
(d) 

Figure 19: (a) Simple query for relational SQL database, (b) Simple query for Knowledge Based 

Graph database. (c) Complex query with multiple inner join statements for relational SQL 

database (d) Complex query with Knowledge based Graph database 

To analyze the performance of the two data modeling technologies, benchmarking tests were conducted 

using the Microbench v0.8 Python framework. This framework allows programmers to assess the 

performance of Python routines. The benchmarking tests focused on measuring query response time, 

scalability, and concurrency handling. The Microbench framework executed the routines successively 

within a preconfigured period, known as an iteration, and the framework was configured to run multiple 

iterations. Some iterations were allocated as warm-up iterations. The framework provided the number of 

times each routine was executed during the specified period for each iteration. After completing all 

benchmarking tests, the average values for each benchmark across all iterations were obtained. A lower 

response time indicated better performance for the tested routine. To ensure consistent and controlled 

testing conditions, benchmarking tests were deployed in Docker containers. Two Docker containers were 
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created and deployed, with one container dedicated to each database technology. This approach helped 

minimize disturbances from different operating system processes. To evaluate the scalability metric, the 

dataset was replicated five times (5X) in both the relational database (SQL-DB) and the knowledge graph-

based (KG-DB) solution. This allowed for the assessment of changes in response time as the dataset size 

increased. Figure 20 provides the results of the benchmarking tests. For a single request, the knowledge 

graph (KG-DB) has a response time of 75ms (milliseconds) for the simple query which is similar to the 

response time from relational SQL-DB, but the response time (202ms) is significantly higher for complex 

SQL-DB query. As the number of concurrent requests increases, the SQL-DB has higher response times 

than KG-DB. To assess scalability, the dataset was replicated five times (5X Dataset). The SQL-DB exhibits 

an increase in response time with the larger dataset with concurrent queries, while the KG-DB generally 

maintains a lower response time. Overall, based on the provided results, it can be observed that the KG-

DB performs relatively well in terms of query response times and scalability compared to the SQL-DB. 

However, it is important to note that these results are specific to the dataset and testing conditions used 

in your experiment. 

 

  

Figure 20: Results showing the query execution times for single and concurrent queries and with 

increasing the dataset size for relational SQL-DB and KG-DB 

Updating the LHS infrastructure and the KG database to integrate new parameters from the clinical 

workflow depends on several factors. The ease of integration is influenced by the compatibility of the new 

parameters with the existing data structure and ontology. If the new parameters align well with the 

current structure and ontology, the process is smoother. However, substantial changes to the data 

structure or ontology may introduce complexity and require additional effort. In cases where updates or 

additions to the ontology are needed, modifications to the schema and the creation of new classes and 

relationships may be necessary. Fortunately, our LHS design is built with scalability in mind. It allows for 

the seamless linking of new data from future patient encounters and other clinical domains, such as 

medical oncology and surgery, without significant changes to the data pipeline and IT resources. This 

flexibility ensures that the LHS infrastructure can accommodate evolving data needs and supports the 

integration of diverse clinical information. Table 3 shows some additional comparison metrics between 

our knowledge graph solution and the relational database solution.  
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Table 3: Comparison between knowledge graph-based ontology-specific search solution and the 

traditional relational database-based solution from the various oncology data sources. 

5.9 Discussion 
Robust learning health system in radiation oncology requires comprehensive clinical and dosimetry data. 

Furthermore, advanced machine learning models and AI require high fidelity and high veracity data to 

improve the model performance. Scalable intelligent infrastructure that can provide the data from 

multiple data sources and can support these models are not yet prevalent [35, 36]. Our infrastructure 

solution provides an integrated approach to capture data from multiple sources and then structure the 

data in a knowledge base with semantically interlinked entities for seamless consumption in machine 

learning methods. The use our infrastructure solution will allow researchers to mine novel associations 

from multiple, heterogeneous, and multiple domain sources simultaneously and gather relevant 

knowledge to provide feedback to the clinical providers for obtaining better clinical outcomes for patients 

on a personalized basis, which will enhance the quality of clinical research. 

We have shown the process to transform clinical traditional database schemas into a knowledge graph-

based database with the use of ontologies. The main advantages of using an ontology-based graph 

database as opposed to SQL based relational databases is that the relational databases are designed to 

cater to a particular application and its software requirements, and data stored is not conducive for clinical 

Comparison Metrics Knowledge Graph-based Solution Relational Database-based Solution 

Scalability and 
Performance 

• Minimal increase in response time as 
dataset size increases 

• Highly scalable with linking new data 
from future patient encounters and data 
from other clinical domains.  

• Is able to handle complex queries due to 
optimized knowledge graph traversal 
methods. 

• Increase in response time as dataset size 
increases 

• Performance may degrade with large 
datasets or complex queries due to table 
joins and indexing limitations  

Data Integration and 
Interlinking 

• Efficient integration of data from 
multiple sources and linking through 
semantic relationships in the knowledge 
graph 

• Limited ability to integrate and establish 
relationships between data from different 
tables in the database 

Data Discovery and 
Accessibility 

• Enhanced data discoverability and 
accessibility due to ontology-based 
indexing and semantic querying 

• Relatively limited data discoverability and 
accessibility through traditional SQL queries 

Semantic Enrichment • Relationships among data fields are 
established and used for searching for 
the patient cohort.  

• Allows searching for synonyms, 
hyponym terms that are not present in 
the dataset and gather patients that 
have similar attributes.  

• Relationships among data fields need to be 
manually established. 

• Each synonym and hyponym term needs to 
be manually annotated in the dataset.  

• Limited querying flexibility primarily based 
on structured SQL queries 

Data Analysis and 
Visualization 

• Enables advanced data analytics, 
visualization, and identification of trends 
and patterns in patient outcomes 
through graph-based analysis 

• Limited data analysis capabilities and 
visualization options compared to graph-
based analytics 

Data Reusability and 
Interoperability 

• Supports data reusability and 
interoperability by adhering to FAIR 
principles (Findable, Accessible, 
Interoperable, and Reusable) 

• Relational databases offer limited data 
reusability and interoperability without 
additional integration efforts 
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research. These databases are not suited to gather data from multiple data sources when the structure of 

data, schema, data types are unknown. On the other hand, ontology-based Knowledge graph databases 

are schema free and designed to store large amount of data with defined interrelationships and the 

definitions based on universally defined concepts that enable any clinical researcher to query the data 

without understanding the inherent data structure and schema used to store data in the database. The 

ontology structure makes querying the data more intuitive for researchers and clinicians because it 

matches the domain knowledge logical structure [37]. Each data node in the graph has a unique URI that 

is useful to transform the data using the FAIR concepts. The FAIR guidelines ensure that the data and 

knowledge is findable, by assigning a globally unique and persistent identifier to each data field. To make 

the data accessible, these data can readily be shared with almost no pre or post processing requirements. 

Interoperability can be achieved by using standard ontologies to represent the data and once the data is 

shared and merged with data from other domains, it can be reused for multiple applications for the 

benefit of patient care. Ontologies provide a shared understanding of data elements, enabling consistent 

interpretation of information across multiple institutions. This consistency in data meaning is crucial for 

federated queries, as it ensures that queries can be formulated using standardized terms and concepts 

that are understood uniformly by all participating institutions. These approaches enable federated queries 

where each hospital maintains its local knowledge graph that represents its specific radiation oncology 

data but can securely collaborate and gain insights from a collective pool of knowledge without sharing 

individual patient data. Federated queries involve formulating standardized queries that can be executed 

across multiple local knowledge graphs simultaneously. These queries leverage the common ontology-

based definitions and consistent representation of data structures to retrieve relevant information from 

each hospital's knowledge graph. By adhering to common ontology terms and relationships, federated 

queries can effectively integrate data from multiple hospitals, facilitating cross-institutional analysis and 

knowledge sharing. Traditional methods with artificial intelligence and machine learning techniques do 

not address the issues of data sharing, and interpretability amongst multiple systems and institutions. 

With this approach, hospitals can leverage the collective intelligence within the federated knowledge 

graph to gain insights, identify patterns, and conduct research without compromising patient privacy and 

data security.  

Additionally, ontologies can be used to enhance data analysis by allowing for more precise querying and 

reasoning over the data. For example, an ontology-based query might retrieve all patients who received 

a certain type of radiation treatment, while an ontology-based reasoning system might infer that a certain 

treatment plan parameter or dose constraint is contraindicated for a certain type of cancer [38]. 

Ontologies allow for query expansion and mapping capabilities, which are essential for federated queries. 

When a query is executed across multiple databases, the use of ontologies enables automatic expansion 

of the query to include synonymous terms or related concepts from different institutions. The integration 

of ontologies not only facilitates effective data analysis but also supports more informed decision-making 

in the field of clinical research. 
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6. Design Framework for Ontology-based Keyword Search and Patient Similarity 

Techniques 
 

6.1 Statement of Problem 
The sharing of medical information among various stakeholders, including hospitals, clinicians, and 

pharmaceutical companies, faces a significant challenge due to the proliferation of medical terms. Even 

within a single hospital, different clinicians often employ distinct terminology when referring to the same 

diagnosis, while symptoms are inconsistently recorded in varying levels of detail in patient records. For 

instance, one clinician may document a patient's diagnosis as "Pineoblastoma," while another might use 

the synonymous term "PNET of Pineal Gland." Instead of the more specific term "Pineoblastoma," a 

generic term like "Brain Neoplasm" might be recorded in the patient's record, with the former term 

considered a subtype of the latter (a hyponym). Although coding systems such as SNOMED or ICD 10 and 

ontologies like the National Cancer Institute (NCI) Thesaurus encode terms and their relationships, they 

do not prevent clinicians from using different hyponyms, hypernyms, or synonyms within an electronic 

medical record (EMR). 

In order to search for relevant records, clinicians or researchers or data abstractors currently follow a 

laborious process. First, they need to access the NCI thesaurus. Then, they have to identify all the 

synonymous terms of "brain tumor" listed in the thesaurus, which amounts to seven terms in this case. 

Finally, data abstractor must utilize these terms in a query to the relational database to retrieve the 

desired records, such as “Brain Neoplasm,” “Stomatitis.” Although this approach resembles the one used 

in PubMed for retrieving medical articles, it is clearly inefficient as it necessitates significant manual effort. 

The inefficiency becomes even more apparent when data abstractor considers the hyponyms of "brain 

tumor" to retrieve patient records that refer to specific subtypes of brain tumors, like "Pineoblastoma" or 

"Thalamic Neoplasm." With 233 such terms in the NCI thesaurus, it becomes practically impossible for 

data abstractor to manually extract all this information from the NCI and conduct a comprehensive search 

for the appropriate records. A certain level of automation is imperative in this process. 

This section focuses on two key aspects: ontology-based keyword search and patient similarity 

techniques. The ontology-based keyword search aims to provide an efficient method for searching 

healthcare data by utilizing the rich semantic relationships captured in ontologies. By incorporating 

synonym-based term matching and leveraging the hierarchical structure of ontologies, this approach 

enables precise and context-aware searches. It allows users to retrieve relevant information based on 

clinical terms while considering both parent and children classes, thus ensuring comprehensive and 

accurate results.  

In addition to keyword search, the chapter also explores patient similarity techniques. Understanding 

patient similarity is crucial for various healthcare applications, such as cohort identification, personalized 

medicine, and decision support systems. By employing advanced embedding models and distance metrics, 

the chapter presents a framework to measure the similarity between patients based on their clinical 

attributes. These techniques facilitate the identification of patients with similar profiles and support data-

driven decision-making in healthcare. 

To validate the effectiveness of the proposed framework, comprehensive evaluations are conducted. The 

chapter discusses various evaluation metrics and methodologies to assess the performance of the 
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ontology-based keyword search tool and patient similarity techniques. These evaluations aim to 

demonstrate the accuracy, efficiency, and usability of the developed solutions in real-world healthcare 

scenarios. 

Overall, the chapter provides a design framework that combines ontology-based keyword search and 

patient similarity techniques, offering a comprehensive approach to enhancing search capabilities and 

uncovering hidden insights within healthcare data. By leveraging the power of ontologies and semantic 

models, this framework contributes to the advancement of learning health systems and enables more 

efficient and effective healthcare information retrieval and analysis. 

6.2 Literature Review 
To access the required documents from a document corpus, various methods and strategies are 

employed. The following are some of the approaches associated with identifying word similarity. Haolin 

Wang et al. developed a two-stage query expansion technique using latent semantic relationships, but it 

was not suitable for large datasets [1]. Youcef Djenouri et al. used data mining and Bees Swarm 

Optimization for document retrieval, but it had slow execution and poor similarity scores [2]. Fei Li et al. 

proposed a similarity measure based on WordNet and Wikipedia, but it had limitations in accuracy due to 

weight-based statistical approaches [3]. Oscar Araque et al. developed a semantic similarity measure for 

text terms, but it had poor feature extraction and overall performance [4]. NH Mahadzir et al. explored 

semantic similarity measures for disambiguating Malay and English terms, but there were issues with 

terms missing from the source (WordNet) [5]. Jingxiang Zhang et al. analyzed food safety incidents using 

semantic templates, but their method had limitations in large-scale data similarity analysis [6]. This 

approach is not suitable for finding similarities between words in large data due to high execution time. 

Despite the mentioned review techniques, several challenges such as inaccurate similarity scores, long 

execution times, and inadequate feature extraction persist in most information retrieval models. 

Additionally, none of these techniques have been utilized with healthcare ontology-based patient graphs. 

Consequently, an Ontology-Based Semantic Retrieval of patient graph records using the word embedding 

models has been developed to address these limitations. 

6.3 Ontology Keyword Based Searching Tool Architecture 
To provide an effective method to search the graph database, we built an ontology-based keyword search 

engine that utilizes the synonym-based term matching methods. Another advantage of using ontology-

based term searching is realized by using the class parent-children relationships. Ontologies are 

hierarchical in nature with the terms in the hierarchy often forming a directed acyclic graph (DAG). For 

example, if we are searching for patients in our database with clinical stage T1, the matching patient list 

will only comprise patients that have T1 stage NCI Thesaurus code (NCIT: C48720) in the graph database. 

These matching patients will not return any patients with T1a, T1b, T1c sub-categories that are children 

of the parent T1 staging class. We built this search engine where we can search on any clinical term and 

its matching patient records based on both parent and children classes are abstracted. The method that 

is used in this search engine is as follows. When the user wants to use the ontology to query the graph 

based medical records, the only input necessary is the clinical query terms (q-terms) and an indication of 

whether the synonyms should also be considered while retrieving the patient records. The user has the 

option to specify the multiple levels of child class search and parent classes to be included in the search 

parameters.  The software will then connect to the Bioportal database via REST API and perform the 

search to gather the matching classes for the q-terms and the options specified in the program [7, 8]. 
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Using the list of matching classes, a SPARQL based query is generated and executed with our patient graph 

database and matching patient list and the q-term based clinical attributes are returned to the user. In 

order to find patients that have not the same but similar attributes based on the search parameters; we 

have designed a patient similarity search method. First, a text corpus is created by performing breadth-

first search walks on each patient's individual knowledge graph. This involves traversing the graph starting 

from the patient node and exploring its neighboring nodes in a breadth-first manner. As the traversal 

progresses, relevant attributes and information associated with each node are collected and added to the 

corpus. This allows for the extraction of meaningful textual data from the knowledge graph. Once the text 

corpus is constructed, it serves as a representation of the patient's attributes and their relationships 

within the knowledge graph. This corpus contains information from matched patients who share similar 

attributes or characteristics. It captures relevant details such as diagnoses, treatment information, clinical 

outcomes, and other pertinent data points. By leveraging this corpus, similarity analysis techniques can 

be applied to identify patients who exhibit similar patterns or profiles.  

The extracted text corpus undergoes several preprocessing stages, including padding, stemming, 

tokenization, case folding, and stop word removal, to prepare it for further analysis. In the padding stage, 

the text is transformed into a set of word arrays, allowing for more effective preprocessing in subsequent 

steps. Stemming is applied to reduce words to their base or root form, ensuring consistent representation 

for word embedding techniques. Tokenization breaks the text into tokens, which can be words, symbols, 

or specific units with distinct meanings. Stop word removal eliminates insignificant words that provide 

less information to the model. Case folding involves converting all words to lowercase to ensure 

uniformity in representation. This process treats lowercase and uppercase forms of words as equivalent. 

Furthermore, removing unwanted characters helps structure the text. In sentiment analysis or emotion 

recognition tasks, words like 'I', 'we', 'us', 'a', 'an', 'the', etc., which are considered stop words, are 

removed as they contribute less to the overall meaning. 

We utilized four vector embedding models, namely Word2Vec [9], Doc2Vec [10], GloVe [11], and FastText 

[12], to train and generate vector embeddings. The description of these models is provided in section 6.3. 

The text corpus used for training is obtained from the Bioportal website, which encompasses NCIT, ICD, 

and SNOMED codes, as well as class definition text, synonyms, and hyponyms terms. We trained these 

models with the training dataset for 100 epochs on CPU hardware. These trained models are subsequently 

utilized to generate embeddings for the individual patient text corpus obtained earlier. The Cosine 

similarity, Euclidean distance, Manhattan distance and Minkowski distance metrics are employed to 

measure the distance between the matched patients and all patient feature vectors. Figure 21 shows the 

design architecture of the software system. The main purpose of this search engine is to provide the users 

with a simple interface to search the patient records. 
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Figure 21: Design architecture for the Ontology based keyword search system. 

When the user wants to query the patient graph database to retrieve matching records, the only input 

necessary is the medical terms (q-terms) and an indication to include any synonym, parent, or children 

terminology classes in the search. The software queries the Bioportal API and retrieves all the matching 

NCIT, SNOMED, ICD-10 classes to the q-terms. A SPARQL query is generated and executed on the graph 

database SPARQL endpoint and the results indicating the matching patient records and their 

corresponding data fields are displayed to the user. Our architecture includes the generation of text 

corpus from breath first search of individual patient graphs and using word embedding models to 

generate feature vectors to identify similar patient cohorts.  

6.4 Description of Word Embedding Models: Word2Vec, Doc2Vec, GloVe, and FastText 
In natural language processing (NLP) and text analysis, Word2Vec, Doc2Vec, GloVe, and FastText are 

popular models. For creating embeddings for words or documents, each model uses a different approach, 

capturing semantic relationships between words and documents. Here is a brief description of each model 

and its differences: 

Word2Vec: Word2Vec is one of the most widely used embedding models that represents words as dense 

vectors in a continuous vector space. It employs two primary architectures: CBOW and Skip-gram. CBOW 

predicts target words using context words, while Skip-gram predicts target words based on context words. 

Through training on substantial text data, Word2Vec effectively captures semantic relationships between 

words. 

Doc2Vec extends Word2Vec to capture embeddings at the document level. It represents documents, such 

as paragraphs or entire documents, as continuous vectors in a similar way to how Word2Vec represents 

individual words. This model architecture is also known as Paragraph Vector, learns document 

representations by incorporating word embeddings and a unique document ID during the training 

process. This enables the model to capture semantic similarities between different documents. 
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GloVe: GloVe (Global Vectors for Word Representation) is another popular model for generating word 

embeddings. This model uses the global matrix factorization and local context window methods to 

generate the embeddings. GloVe constructs a co-occurrence matrix based on word-to-word co-

occurrence statistics from a large corpus and factorizes this matrix to obtain word vectors. It considers 

the global statistical information of word co-occurrences, resulting in embeddings that capture both 

syntactic and semantic relationships between words. 

FastText: FastText is a model developed by Facebook Research that extends the idea of Word2Vec by 

incorporating information about subwords. Instead of treating each word as a single entity, FastText 

model represents words as bags of character n-grams (subword units). By considering subwords, FastText 

can handle out-of-vocabulary words and capture morphological information. This model enables better 

representations for rare words, inflections, and compound words. FastText also supports efficient training 

and retrieval, making it useful for large-scale applications. 

In summary, Word2Vec focuses on word-level embeddings, Doc2Vec extends it to capture document-

level embeddings, GloVe emphasizes global word co-occurrence statistics, and FastText incorporates 

subword information for enhanced representations. The choice of model depends on the specific task, 

data characteristics, and requirements of the application at hand. 

6.5 Evaluation Metrics for Measuring Patient Similarity 

• Cosine Similarity: 

Cosine similarity measures the cosine of the angle between two vectors. It calculates the similarity 

between vectors irrespective of their magnitudes. The cosine similarity between vectors A and B is 

computed using the dot product of the vectors divided by the product of their magnitudes: 

Cosine Similarity = (A.B) / (||A|| * ||B||)                                                (1) 

• Euclidean Distance: 

Euclidean distance is a popular metric to measure the straight-line distance between two points in 

Euclidean space. In the context of vector spaces, it calculates the distance between two vectors in terms 

of their coordinates. The Euclidean distance between vectors A and B with n dimensions is calculated as: 

Euclidean Distance = √(𝐴[1] − 𝐵[1])2 + (𝐴[2] − 𝐵[2])2+. . . +(𝐴[𝑛] − 𝐵[𝑛])2 (2) 

• Manhattan Distance: 

Manhattan distance, also known as city block distance or L1 distance, measures the sum of the absolute 

differences between the coordinates of two vectors. It represents the distance traveled along the grid-

like paths in a city block. The Manhattan distance between vectors A and B with n dimensions is calculated 

as: 

Manhattan Distance = |A[1] - B[1]| + |A[2] - B[2]| + ... + |A[n] - B[n]|                  (3) 

Manhattan distance is commonly used in clustering algorithms, such as k-means, and in applications 

where the direction of differences is less important than the magnitude. 

• Minkowski Distance: 
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Minkowski distance is a generalization of both Euclidean and Manhattan distances. It measures the 

distance between two vectors in terms of their coordinates, with a parameter p determining the degree 

of the distance metric. The Minkowski distance between vectors A and B with n dimensions is calculated 

as: 

Minkowski distance = (|A[1] - B[1]|^p + |A[2] - B[2]|^p + ... + |A[n] - B[n]|^p)^(1/p)    (4) 

When p = 1, it is equivalent to the Manhattan distance, and when p = 2, it is equivalent to the Euclidean 

distance. Minkowski distance considers the magnitude and direction of differences between the data 

points in all dimensions. It is more flexible than Manhattan distance and can handle different types of 

data distributions. 

These metrics provide different ways to quantify the similarity or dissimilarity between vectors, each with 

its own characteristics and use cases.  

6.6 Results 
For effective searching of discrete data from the RDF (Resource Description Framework) graph database, 

we built an ontology-based keyword searching Web tool. The public website for this tool is https://hinge-

ontology-search.anvil.app. Here we are able to search the database based on keywords (q-terms). The 

tool is connected to the BioPortal via REST API [8] and finds the matching classes or concepts and renders 

the results including the class name, NCIT code and definitions. We specifically used the NCI Thesaurus 

ontology for our query which is 112MB in size and contains approximately 64000 terms. The search tool 

can find the classes based on synonym term queries where it matches the q-terms with the listed synonym 

terms in the classes (figure 22A). The tool has features to search the child and parent classes on the 

matching q-term classes. Screenshot of the web tool with the child class search is shown in Figure 22B. 

The user can also specify the level of search which indicates if the returned classes should include classes 

of children of children. In the example in Figure 22B, we are showing the q-term used for searching 

“fatigue” while including the child classes up to one level and the return classes included the fatigue based 

CTCAE class and the grade 1, 2, 3 fatigue classes. Once all the classes used for searching are found by the 

tool, it searches the RDF graph database for matching patient cases with these classes. The matching 

patient list including the found class in the patient’s graph is displayed to the user. This tool is convenient 

for the end users to abstract cohorts of patients that have particular classes or concepts in their records 

without the user learning and implementing the complex SPARQL query language. Based on our 

evaluation, we found that the average time taken to obtain results is less than five seconds per q-term if 

there are less than 5 child classes in the query. The maximum time taken is 11 seconds for a q-term that 

has 16 child classes. Table 4 provides the validation summary of a complex query with eight search q-

terms. The major reasons for the tool missing a few patients were the miscoding of some staging 

attributes (for e.g., patients had a T1Xa, T2e stage). The automated data pull by the tool was not able to 

identify these edge cases and hence some patients were misrepresented by the search tool. Overall, we 

were able to achieve good accuracy (0.995) and F1 score (0.994) for such a complicated data query. 

 

https://hinge-ontology-search.anvil.app./
https://hinge-ontology-search.anvil.app./
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(A) (B) 

Figure 22: Screenshot of the Ontology-based keyword search portal. A) Search performed using two q-

terms returns results with definitions of the matching classes from the Bioportal and the 

corresponding patient records from the RDF graph database. B) Search performed to include child 

class up to 1 level on the matching q-term class. Returned results display the matching class, child 

classes with Fatigue CTCAE grades and matching patient records from the RDF graph database. 

 

 Predicted Positive Predicted Negative 

Actual Positive 498 (TP) 2 (FN) 

Actual Negative 3 (FP) 497 (TN) 
 

Validation Measure Result 

Accuracy = 
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁)
 0.995 

Precision = 
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
 0.994 

Recall= 
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
 0.996 

F1 Score= 
2∗(𝑅𝑒𝑐𝑎𝑙𝑙∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
 0.994 

 

Table 4: Validation of keyword search tool results with eight q terms (PSA value, Primary Gleason Score, 

T1 stage, Nodal Status, Fractionation, ECOG performance Status, DVH[Rectum], CTCAE Fatigue) with 

manually curated patient list. 

For evaluating the patient similarity-based word embedding models, we evaluated the quality of the 

feature embedding based vectors produced by using the technique called t-Distributed Stochastic 

Neighbor Embedding (t-SNE) and cluster analysis with a predetermined number of clusters set to five 

based on the diagnosis groups for our patient cohort. Clustering methods identify similar groups of data 

in a data set collection. This method can reveal the local and global features encoded by the feature 

vectors and thus can be used to visualize clusters within the data. It is important to have prior knowledge 

of the data set, as this algorithm takes the number of clusters as input. It partitions the “n” data points 

into “k” clusters in which each data point belongs to the cluster with the nearest mean. We applied t-SNE 

to all 1660 patient feature-based vectors produced via the four word embedding models. The t-SNE plot 

is shown in Fig. 23A, the disease data points can be grouped into five clusters with varying degrees of 
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separability and overlap. The analysis of patient similarity using different embedding models revealed 

interesting patterns. The Word2Vec model showed the highest mean cosine similarity of 0.902, indicating 

a relatively higher level of similarity among patient embeddings. In contrast, the Doc2Vec model exhibited 

a lower mean cosine similarity of 0.637 (Fig. 23B). The GloVe model demonstrated a moderate mean 

cosine similarity of 0.801, while the FastText model achieved a similar level of 0.855. Regarding distance 

metrics, the GloVe model displayed lower mean Euclidean and Manhattan distances, suggesting that 

patient embeddings derived from this model were more compact and closer in proximity. Conversely, the 

Doc2Vec, Word2Vec and FastText models yielded higher mean distances, indicating greater variation and 

dispersion among the patient embeddings. These findings provide valuable insights into the performance 

of different embedding models for capturing patient similarity, facilitating improved understanding and 

decision-making in the clinical domain. 

 
(A) 

Metrics Word2Vec Doc2Vec GloVe FastText 

Cosine 
Similarity Mean 
[best score≈ 1] 

0.902 0.637 0.801 0.855 

Euclidean 
Distance Mean 
[best score=low 
distance value]  

7.665 9.785 0.999 13.054 

Manhattan 
Distance Mean 
[best score=low 
distance value] 

136.72 174.67 17.373 232.88 

Minkowski 
Distance Mean 
[best score=low 
distance value] 

3.179 4.055 0.428 5.416 

 

 

 

 

 

(B) 

Figure 23: (A) Annotation embeddings produced by Word2Vec, Doc2Vec, GloVe and FastText, a 2D-image 

of the embeddings projected down to 3 dimensions using T-SNE technique. (B) Results of the evaluation 

metrics used to measure patient similarity. (A) Each point indicates one patient and color of a point 

indicates the cohort of the patient based on the diagnosis-based cluster. A good visualization result is that 

the points of the same color are near each other. (B). Word2Vec model had the best cosine similarity, and 

the GloVe model had the best Euclidean, Manhattan and Minkowski distance suggesting that patient 

embeddings derived from this model were more compact and closer in proximity. 

6.7 Case Study 
We conducted a patient similarity analysis using the Word2Vec embedding model and cosine similarity 

scores to identify similar patients based on clinical attributes. The results of the analysis are presented 

below. 
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We randomly selected a patient from the cohort as the target patient and compared their word 

embeddings with other patients to find the most similar ones. We utilized the cosine similarity score for 

gathering the top 5 similar patients. The patient attributes for the target patient and the top 5 similar 

patients found in our cohort using the Word2Vec model are as follows:  

 

 Patient Text Corpus Cosine 
Similarity 
Score 

Target 
Patient  

patient has_diagnosis malignant_neoplasm_of_prostate has_clinical_stage clinical_tnm_finding has_t_stage 
t2a_stage_finding has_n_stage n0_stage_finding has_m_stage m0_stage_finding has_histology 
adenocarcnoma has_performance_state ecog_performance_status_0 has_primary_gleason_score 
gleason_score_3 has_secondary_gleason_score gleason_score_4 has_radiation_treatment type 
intensity_modulated_radiation_therapy has_radiation_toxicity erectile_dysfunction 
has_radiation_toxicity_ctcae_grade erectile_dysfunction_grade_1 has_radiation_toxicity  urinary_frequency 
has_radiation_toxicity_ctcae_grade urinary_urgency_grade_1 has_radiation_toxicity  nocturia 

 

Similar 
Patient 1 

 

patient has_diagnosis malignant_neoplasm_of_prostate has_clinical_stage clinical_tnm_finding has_t_stage 
t2a_stage_finding has_histology adenocarcnoma has_performance_state karnofsky_performance_status_100 
has_primary_gleason_score gleason_score_3 has_secondary_gleason_score gleason_score_4 
has_radiation_treatment type intensity_modulated_radiation_therapy has_radiation_toxicity 
erectile_dysfunction has_radiation_toxicity_ctcae_grade erectile_dysfunction_grade_1 has_radiation_toxicity  
urinary_frequency has_radiation_toxicity  nocturia 

0.92 

Similar 
Patient 2 

 

patient has_diagnosis malignant_neoplasm_of_prostate has_clinical_stage clinical_tnm_finding has_t_stage 
t2_stage_finding has_n_stage nx_stage_finding has_histology adenocarcnoma has_performance_state 
karnofsky_performance_status_90 has_primary_gleason_score gleason_score_3 has_secondary_gleason_score 
gleason_score_4 has_radiation_treatment type intensity_modulated_radiation_therapy has_radiation_toxicity 
erectile_dysfunction has_radiation_toxicity_ctcae_grade erectile_dysfunction_grade_1 has_radiation_toxicity  
urinary_frequency  

0.90 

Similar 
Patient 3 

 

patient has_diagnosis malignant_neoplasm_of_prostate has_clinical_stage clinical_tnm_finding has_t_stage 
t2_stage_finding has_n_stage nx_stage_finding has_m_stage mx_stage_finding has_histology adenocarcnoma 
has_performance_state karnofsky_performance_status_100 has_primary_gleason_score gleason_score_3 
has_secondary_gleason_score gleason_score_4 has_radiation_treatment type 
intensity_modulated_radiation_therapy has_radiation_toxicity rash_desquamation has_radiation_toxicity  
urinary_frequency has_radiation_toxicity  nocturia  

0.84 

Similar 
Patient 4 

 

patient has_diagnosis malignant_neoplasm_of_prostate has_clinical_stage clinical_tnm_finding has_t_stage 
t1c_stage_finding has_n_stage n0_stage_finding has_m_stage mx_stage_finding has_histology adenocarcnoma 
has_performance_state karnofsky_performance_status_90 has_primary_gleason_score gleason_score_3 
has_secondary_gleason_score gleason_score_4 has_radiation_treatment type 
intensity_modulated_radiation_therapy has_radiation_toxicity dysuria has_radiation_toxicity  
urinary_frequency has_radiation_toxicity_ctcae_grade urinary_urgency_grade_1 has_radiation_toxicity 
diarrhea has_radiation_toxicity  nocturia 

0.82 

Similar 
Patient 5 
Attributes 

patient has_diagnosis malignant_neoplasm_of_prostate has_clinical_stage clinical_tnm_finding has_t_stage 
t1c_stage_finding has_n_stage n0_stage_finding has_m_stage m0_stage_finding has_histology adenocarcnoma 
has_performance_state ecog_performance_status_1 has_primary_gleason_score gleason_score_3 
has_secondary_gleason_score gleason_score_4 has_radiation_treatment type 
intensity_modulated_radiation_therapy has_radiation_toxicity dysuria has_radiation_toxicity  
urinary_frequency has_radiation_toxicity_ctcae_grade urinary_urgency_grade_1 has_radiation_toxicity 
diarrhea has_radiation_toxicity  nocturia 

0.79 

Table 5: Randomly selected patient text corpus (Target) and the top 5 similar patients text corpus 

utilizing cosine similarity scores using the Word2Vec model. 

The analysis of these results reveals both shared attributes and attribute variations between the target 

patient and similar patients, we can consider the following key points: 
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• Shared attributes: The target patient and similar patients share several clinical attributes such as the 

diagnosis of malignant neoplasm of the prostate, clinical TNM findings, histology (adenocarcinoma), 

and primary and secondary Gleason scores. These shared attributes indicate a common disease type 

and some similar characteristics among the patients. 

• Attribute variations: Despite the shared attributes, there are notable variations in certain attributes 

between the target patient and similar patients. For example: 

o Similar Patient 1: The performance status of the target patient (ECOG performance status 0) 

differs from the similar patient (Karnofsky performance status 100). ECOG and KPS are two 

different scales to measure the performance status of the patient and ECOG performance 

status score of 0 is equal to KPS score of 100. We also find the KPS score of 90 for similar 

patients 2 & 4.  

o Similar Patient 2: The target patient has radiation toxicity related to erectile dysfunction, 

while the similar patient does not have this toxicity.  

o Similar Patient 3: The target patient has radiation toxicity related to nocturia, whereas the 

similar patient does not. This implies variations in the urinary symptoms experienced during 

treatment. 

o Patients 4 and 5 have similar radiation toxicities (dysuria, urinary frequency, urinary 

urgency, and diarrhea) but differ from the exact list of toxicities listed for the target patient 

(erectile_dysfunction, urinary frequency, urinary urgency, nocturia).  

• Cosine similarity scores: The cosine similarity scores provide a measure of similarity between the 

target patient and each similar patient. Higher scores indicate a higher degree of similarity in the 

clinical attributes. In this case, the top-ranked similar patient, Similar Patient 1, has the highest 

cosine similarity score of 0.92, indicating a strong similarity with the target patient based on the 

clinical attributes considered in the analysis. 

6.8 Discussion 
The ontology-based keyword search program that can then be used to query the RDF graph database by 

clinicians and researchers based on any keyword/s. The software can match the patient records based on 

the synonyms and hyponyms of the search keywords and provide a list of patient records with an exact 

match and patients who have similar attributes in their clinical record. We also analyzed patient similarity 

using four different embedding models where Word2Vec model achieved highest mean cosine similarity 

indicating higher level of similarity among patient embedding vectors. This suggests that the Word2Vec 

model captures semantic relationships better, leading to more comparable patient representations. 

When examining distance metrics, the GloVe model stood out with lower mean Euclidean and Manhattan 

distances. This indicates that patient embeddings derived from the GloVe model are more compact and 

closer in proximity, signifying a more clustered distribution of similar patients. The choice of which model 

is better for an application depends on the specific requirements and priorities. If the ability to capture 

semantic relationships and identify patients with similar attributes is crucial, the Word2Vec model may 

be more suitable. Conversely, if compactness and clustering of similar patients are of primary importance, 

the GloVe model may be preferred. These findings provide valuable insights into the performance and 

characteristics of the different models, enabling researchers and practitioners to make informed decisions 

about which model best suits their specific requirements. Our designed search tool is useful for cohort 

identification and can potentially be used to identify patients and their inherent data for quality measure 

analysis, comparative effectiveness research, continuous quality improvement and most importantly to 

support the use, training, and evaluation of machine learning models directly for streaming clinical data. 
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It is important to consider the limitations of the analysis. The analysis is solely based on the categorical 

clinical attributes, and other relevant factors, such as DVH scores that are continuous numerical variables 

have not been considered for our patient similarity analysis. This is because the word embedding models 

require the input features included in its dictionary before it can generate the vectors. For numerical 

variables it is not possible to include all the numerical attributes in the training datasets for the word 

embedding models. Additionally, the word embedding model and cosine similarity scores have their own 

limitations and may not capture the full complexity of patient similarity. These results provide a starting 

point for exploring patient similarity and can guide further analysis and investigation. It would be valuable 

to validate the findings using additional patient data, evaluate the clinical significance of attribute 

variations, and assess the impact of patient similarity on treatment outcomes and prognosis. 

Moreover, it is important to acknowledge the limitations of the word embedding model and cosine 

similarity scores employed in the analysis. These techniques may not fully capture the intricacies and 

nuances of patient similarity. Different aspects of patient data, such as demographics, medical history, 

and treatment details, may require more sophisticated similarity measurement techniques to account for 

their multidimensional nature. Exploring alternative or advanced similarity measurement methods could 

potentially improve the accuracy and effectiveness of the ontology-based search tool. To further 

strengthen the findings and conclusions derived from the analysis, it is crucial to validate the results using 

a larger and more diverse patient dataset. Moreover, it is important to be aware of potential biases in the 

data, such as underrepresentation of certain demographic groups, diagnosis category or treatment type. 

Understanding and mitigating these biases will contribute to the robustness and fairness of the ontology-

based patient search tool. 

Furthermore, the current word embedding model and cosine similarity scores used in the analysis may 

have limitations in capturing the intricacies of patient similarity. Exploring alternative or advanced 

similarity measurement methods can potentially improve the accuracy and effectiveness of the ontology-

based search tool. Novel techniques such as Similarity Network Fusion (SNF), as proposed in [12], offer 

promising avenues for integrating diverse data types and capturing both shared and complementary 

information. SNF utilizes patient similarity networks inferred from different data samples and combines 

them into a single patient similarity network using a nonlinear combination method. Investigating the 

applicability and benefits of SNF and similar approaches in the context of the ontology-based search tool 

can enhance its capability to identify coherent patient subtypes and derive clinically relevant insights.  

Validating the findings and conclusions derived from the analysis using larger and more diverse patient 

datasets is another crucial research direction. Validation ensures that the identified patient similarities 

and search results are consistent across different populations and can be generalized to broader contexts. 

Future studies should focus on acquiring and analyzing comprehensive datasets that encompass various 

patient cohorts, treatment modalities, and disease types to validate the effectiveness and robustness of 

the ontology-based search tool. 

In addition, efforts should be made to improve the interpretability and explainability of the ontology-

based search tool. Techniques like rule-based reasoning, natural language generation, or case-based 

reasoning can be employed to generate explanations that are tailored to the user's context and easily 

comprehensible. Providing insights into the importance and contribution of different features or 

attributes in the search results can enhance interpretability. By quantifying the relevance or impact of 

specific attributes in the search algorithm, users can understand why certain patients or treatments were 
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prioritized. Incorporating uncertainty estimation methods can help users gauge the reliability and 

confidence of the search results. Uncertainty measures, such as confidence intervals or probabilistic 

approaches, can provide information about the level of uncertainty associated with the results. By 

quantifying the uncertainty, users can better interpret and contextualize the search outcomes, making 

more informed decisions. Providing meaningful explanations for the search results can enhance the tool's 

usability and trustworthiness for clinicians and researchers. Exploring techniques to generate 

explanations based on the ontology structure and the specific attributes driving the search results can 

facilitate better understanding and utilization of the tool in clinical decision-making. 

Conducting rigorous evaluation studies and user feedback sessions are crucial for assessing the 

interpretability and explainability of the ontology-based search tool. User studies can gather insights into 

how clinicians and researchers perceive and interpret the search results, identify areas of confusion or 

improvement, and guide the refinement of the tool's interpretability features. 
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7. 3D Deep Convolution Neural Network for Radiation Pneumonitis Prediction 

Following Stereotactic Body Radiotherapy 
 

This chapter focuses on the implementation of a learning health system framework for predicting 

radiation pneumonitis, a potential side effect following stereotactic body radiotherapy (SBRT) treatment. 

SBRT is a highly precise and effective technique for delivering radiation therapy, but it can increase the 

risk of pneumonitis, which is a severe inflammatory response in the lungs. The primary objective of this 

chapter is to present a novel approach using a 3D deep convolutional neural network (CNN) for predicting 

the occurrence of radiation pneumonitis in patients undergoing SBRT. By leveraging the power of artificial 

intelligence and deep learning techniques, this approach aims to provide accurate and reliable predictions 

that can aid in clinical decision-making and improve patient outcomes. 

The chapter begins by providing an overview of radiation pneumonitis and its impact on patients' quality 

of life and treatment outcomes. It highlights the need for effective prediction models and provides a 

review of the published models for these predictions. 

Next, the chapter delves into the principles and architecture of deep convolutional neural networks, 

emphasizing their ability to learn complex spatial features from volumetric medical imaging data. It 

discusses the advantages of using 3D CNNs model architecture over traditional 2D approaches in capturing 

three-dimensional information and extracting meaningful patterns from medical images. 

Subsequently, the chapter outlines the methodology employed for training and validating the 3D CNN 

model. It covers aspects such as data acquisition, preprocessing, network architecture, training strategies, 

and performance evaluation metrics. Special attention is given to addressing challenges specific to 

radiation pneumonitis prediction, including limited data availability and class imbalance. 

Furthermore, the chapter discusses the integration of the developed predictive model within a learning 

health system framework. It highlights the importance of data collection, aggregation, and analysis to 

continuously improve the model's performance and facilitate knowledge sharing among healthcare 

providers. 

Finally, the chapter concludes with a discussion to identify salient regions within the input 3D image 

dataset via an integrated gradient technique that provided important details of the tumor surrounding 

volume in the patient RP stratification. Overall, this chapter provides valuable insights into the 

implementation of a learning health system framework for radiation pneumonitis prediction following 

SBRT. It highlights the potential of deep learning techniques to enhance patient care, improve treatment 

outcomes, and contribute to the advancement of precision medicine in radiation oncology. 

7.1 Introduction 
Stereotactic body radiotherapy (SBRT) is the standard of care for medically inoperable patients with early-

stage NSCLC resulting in excellent local control and typically low treatment-related morbidity [1, 2]. 

Among the most common complications observed with SBRT are radiation pneumonitis (RP) and 

pulmonary fibrosis. Due to the smaller treatment volumes, the incidence of RP is less than in locally 

advanced lung cancers and is generally observed in ≤10% of patients after up to 6 months from treatment 

completion [3]. Despite its lower incidence, RP is a serious side effect with potentially lethal outcomes in 

this population with typically severely compromised lung function. Radiographic signs of RP are observed 
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with CT images that indicate ground-glass opacities and patchy or confluent consolidations in the lung 

tissue [4]. These imaging characteristics are seen within 3-6 months post-treatment [5]. The diagnosis of 

RP is often subjective and is typically based on clinical evaluation and radiological findings. While several 

risk factors associated with RP have been identified, such as dose- and volume-dependent factors [3] or 

interstitial lung disease [6], the prediction of the individual RP risk is difficult and complex.  

Various studies have been performed to assess lung density changes on CT as a metric of parenchymal 

lung changes after conventional radiotherapy (RT) and SBRT. Dose-dependent increases in regional lung 

density with conventional RT [7] and SBRT [8, 9] were identified, but no quantitative correlation has been 

established for predicting RP. Furthermore, for several pneumonitis patients, no major lung density 

changes have been observed [10]. Studies have also shown the average increase in lung density is related 

to the percent reduction in pulmonary function tests indicating functional lung changes [11]. Lung density 

changes, location of the tumor (upper vs lower lobe), total lung volume, and radiation field design are 

some of the attributes that contribute to radiation-induced toxicities [12]. There is a need for multiple 

higher-order pattern recognition metrics and techniques that can capture and model the intricacies of 

these toxicity patterns.  

Deep learning approaches have shown great promise in the medical imaging domain with image-

recognition tasks where intricate biological interactions are extracted more effectively without defining 

these features manually. As opposed to the subjective visual assessment of images by trained physicians 

and extracting engineered features such as radiomics, these deep learning methods automatically identify 

and quantitatively evaluate complex patterns in the dataset and select the most robust features. Deep 

learning methods have performed better than their traditional statistical counterparts in many imaging 

tasks such as multimodality image registration [13], automatic contouring [14], and survival analysis [15]. 

Convolutional neural networks (CNNs) are a class of deep learning methods that combine different sizes 

of imaging filters with a network of neurons through a series of interconnected linear and non-linear 

layers. As part of the training, the CNN image filters learn high- and low-level imaging features, eventually 

making predictions on the desired outputs. Li et al. first applied a 3D CNN model for the evaluation of 

treatment response in locally advanced esophageal squamous cell carcinoma [16]. Ibragimov et al. applied 

CNNs to 3D dose distributions of the rectum surface for toxicity predictions [17]. With a few exceptions, 

most of these studies lack generalization of their models and results due to insufficient data – under 100 

patients. Many of these studies have used 2D data for their efforts or alternatively, used 3D datasets with 

a limited volume in and around the tumor region only. It is important to note that none of these methods 

have been utilized as a part of the clinical routine yet. Since there are very few published and shared 3D 

CNN models that have been trained on medical or general images, there are no medical-to-medical 

transfer learning approaches being applied to solve similar imaging classification problems until now.  

In this study, we investigate 3D convolutional neural networks with the input of radiographic and 

dosimetric characteristics in the lung tumor and surrounding lung volume to predict the likelihood of RP 

for NSCLC patients treated with SBRT. Reliable prediction of pneumonitis risk may guide individualized 

treatment approaches and reduce pulmonary toxicity. We designed an analytical setup with a dataset of 

NSCLC patients imaged before radiotherapy (pre-treatment imaging), and 3 and 6 months after treatment 

(post-treatment imaging), to discover the prognostic power of CNNs as a binary RP classification problem.  
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7.2 Methods 

7.2.1 Dataset 
This study includes a total of 193 primary lung cancer patients treated with SBRT from 2008 to 2020 at 

our facility. Following approval by the institutional review committee, clinical data, radiographic images, 

and dose distribution matrices were extracted from the medical record, PACS, and the treatment planning 

system to create a database for analysis. Only patients who had a follow-up visit with CT scans at 3 and 6 

months were included in this study. Table 1 details the clinical and dose prescription characteristics of the 

patients included in this study. The internal gross tumor volume (iGTV) was delineated on the maximum 

intensity projection (MIP) images from the 4D CT (Brilliance Big Bore, Philips, Amsterdam, Netherlands) 

dataset, or on a single-phase image and propagated over all phases of the 4D CT. For patients treated in 

breath hold, an iGTV was created based on 3 repeat breath-hold CTs. The pixel spacing for these images 

is 0.98-1.37mm with a slice thickness of 3mm, in-plane matrix size of 512x512 acquired with 120-140 kVP. 

The planning target volume (PTV) was generated by adding an expansion margin of typically 5 mm. The 

dose covering 95% of the PTV volume was 102.5 ± 4.2% of the prescription dose. Image-guidance using 

cone beam CT was applied to align the target daily prior to treatment delivery. RP was clinically evaluated 

at 3- and 6-month follow-up visits based on clinical symptoms and radiographic findings.  

7.2.2 Imaging and Treatment Planning Dataset 
The pre-treatment images used for treatment planning comprised of either an end inspiration CT scan for 

patients treated with breath hold or the 30% phase or average image set of a 4D CT scan. Post-treatment 

imaging was performed with comfortable inspiration breath hold on diagnostic CT scanners at 3- and 6-

month intervals after the completion of the radiation treatment. These CT scans were acquired typically 

with end inspiration scanning techniques. All thoracic CT scans for follow-up visits were acquired on either 

GE or Siemens CT scanners and reconstructed with sharp kernels.  A total of 579 3D CT images and 193 

dose datasets were analyzed during this study.  

7.2.3 Image Registration 
To account for changes in the anatomy between the CT scans used at treatment planning (pre-treatment) 

and follow-up, deformable image registration was performed. These radiographic changes were due to 

post-treatment volume loss, distortion, fibrosis, and tumor regression and had an impact on the overall 

lung architecture. Because follow-up images were high-quality images and essentially free of artifacts, 

follow-up CTs could be registered directly to planning CTs (either inspiration BH or average images from 

4D CTs). The follow-up CT scans were first rigidly registered to the baseline CT scan used for treatment 

planning. This step aligned the two 3D datasets slice by slice using a clinically utilized image registration 

software (MIM Maestro version 7.0). Visual inspection of the automatic rigid registration was performed 

with manual adjustments to the translation and rotation parameters using a box-shaped mask to align the 

spine and vertebral structures. In the next step, the deformable registration algorithm from MIM Maestro 

was utilized. To avoid the algorithm to perform non-physiological and non-realistic deformations, 

radiographic lung changes and PTV regions of the follow-up CT and planning CT were given a value of -250 

HU prior to the registration for the algorithm to avoid overfitting to small anatomical discrepancies. The 

corresponding 120 cm3 regions on longitudinal image sets were co-registered to minimize potential 

differences in the alignment of patient anatomy while preserving radiographic lung changes due to 

radiotherapy All registrations were individually verified based on the overlay of the two image sets and 

matching the regions of interest such as lung tissue, PTV, chest wall, airways, trachea, etc. The rigid and 

deformable registrations were repeatedly performed until a visually acceptable solution was found for 
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each dataset [Figure 24]. In the final step, the radiotherapy 3D dose distribution (RT Dose) and contours 

(RT Structure Set) were mapped onto the follow-up CT scans. All datasets including the registered CT, RT 

Dose, RT Plan (for planning dataset only), and RT Structure Set were exported in DICOM format and stored 

in a folder.  

 
 
 
 
 
 
 
 

 
 

[a) Pre-treatment 
Image 

 
(b.1) 3 Month Follow-up  

 
(b.2) Rigid Registration 

 
(b.3) Deformable Registration 

 
(c.1) 6 Month Follow-up 

 
(c.2) Rigid Registration 

 
(c.3) Deformable Registration 

Figure 24: Example of Image Registration. (a) baseline pre-treatment (used for treatment planning) CT 

scan (coronal section) with the PTV (red) and isodose lines. (b.1) 3-month follow-up CT scan. (b.2) rigid 

registration with pre-treatment CT scan and 3 month follow-CT scan. (b.3) deformable registration with 

pre-treatment CT scan and 3-month follow-up CT scan with PTV volume and isodose curves. (c.1) 6-

month follow-up CT scan. (c.2) rigid registration with pre-treatment CT scan and 6 month follow-CT scan. 

(c.3) deformable registration with pre-treatment CT scan and 6-month follow-up CT scan with PTV 

volume and isodose curves. 

7.2.4 Data preprocessing for deep learning 
All imaging, RT Dose and RT Structure Set files were imported in a custom-built software coded in python 

v3.7.13. All datasets were resampled into isotropic voxels of unit dimensions to ensure comparability, 

where 1-unit voxel is equal to 1mm3. These interpolations were carried out using the nearest neighbor 

interpolation methods for images, dose, and contour datasets. Using the full 3D tumor and lung volume 
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contours from the RT Structure Sets, both the center of mass and the bounding box of the PTV was 

computed. Using this center of mass and bounding box, 3D isotropic patches of size 120 x 120 x 120 were 

extracted from the imaging and dose datasets. These 3D patch extractions were manually verified and 

shifted in three dimensions to maximize the capture of the lung and PTV volume within the patch size. 

The 3D dose patches for each dataset were overlaid on the imaging patches to visually verify image-dose 

registrations. The imaging patches were normalized to a 0-1 range using the upper and lower HU bounds 

(-1024 to 2048). The dose patches were normalized to a 0-1 range using 0-60Gy dose range and any value 

greater than 60Gy was normalized to 1. The high-density regions outside the lung volume such as bone 

tissue were patched out of the input samples since these tend to be non-informative and can potentially 

confound the deep learning models.  

Due to the fact that there is a class imbalance in our dataset where the number of patients (154 patients 

or 79.8%) who did not indicate radiation pneumonitis toxicity (no RP) greatly outnumber the patients who 

showed pneumonitis symptoms (26 patients – grade 1 (13%) (RP1), 13 patients – grade >=2 (6.5%) (RP2), 

data augmentation techniques were applied to randomly oversample [18] the patches with the minority 

class (RP1 & RP2), yielding the training size of 1182 input samples. This technique created new input 

samples for training without actually altering the visual characteristics of the images. These 

augmentations included random flipping of the 3D image and dose patches along the left-right and 

superior-inferior axes, random translations ±10 voxels in three-dimensional space, and random rotations 

of 5, 7, and 10 degrees along the longitudinal axes. These class-specific perturbations were applied to the 

initial test set to make our DL models robust and to reduce bias and generalization errors. These basic 

data augmentation techniques have been the most popular approach for recent medical imaging research 

[19]. With the help of these augmentation and oversampling techniques, we created an equal number of 

images and dose samples for the three classes used in the prediction models. This technique may also 

help with overfitting as it produces new patches with similar properties to the original data but also fills 

previously unoccupied feature space. Furthermore, similar image augmentation techniques were utilized 

in real-time during training for the purpose of avoiding overfitting and making the models generalizable.  

The total input samples were defined in an 80:20 ratio in training and testing input samples. The testing 

samples were not exposed to the training process. The training input samples were further split in an 

80:20 ratio between the final training and validation set. The split was stratified by the three prediction 

classes, which ensured that an equal percent of data is taken from each class for training. Figure 25 shows 

the study design. The models were trained on the training dataset and used to predict the test dataset to 

evaluate the model performance. Once the model was trained and validated, we tested the model with 

the testing input samples (unseen by the model during training).  
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Figure 25: The study design of the proposed model for radiation pneumonitis prediction classification 

 

7.2.5 Deep learning Architecture 
Traditionally, deep learning for medical imaging datasets has been confined to 2D convolutional neural 

networks (CNNs) where predictions are made on a per slice basis in two-dimensional space, and then final 

predictions are obtained through highest probability, voting, or other methods based on the prediction 

results from all slices in the dataset. These methods work fine with 2D medical images such as computed 

radiography (CRs) and x-rays. With three-dimensional images, the algorithm loses the contextual 

information of the shape, size, and texture of the lesions, tumor, and organs between the slices of images, 

and hence the prediction performance is low. We used the 3D CNN models for this study which are very 

much like 2D CNNs except that it uses 3D convolution and max pooling layers.  

For our study, we modified the published 2D CNN models, namely DenseNet-121 and ResNet-50 [20, 21]. 

These models use deeper neural networks which are generally more difficult to train. These models have 

the residual learning framework to ease the training of networks that are substantially deeper than those 

used with basic general 2D images such as VGG-16 [22] etc. Using substantially deeper networks has been 

shown to be more accurate and more efficient to train if they contain shorter connections between the 

layers that are closer to the input and closer to the output layer [23]. For our models, we modified the 2D 

convolution kernels of the 2D basic blocks to a 3D convolution kernel and built a 3D basic block. The basic 

architecture [Figure 26a] and structure [Figure 26b] of the DenseNet-121 & ResNet-50 [Figure 26c] were 

unchanged. With modification of the 3D basic blocks, we built 3D DenseNet-121 & 3D ResNet-50 models. 

With traditional deep learning models, there is a tendency for the prediction accuracy to decrease as the 

depth of the layers increases beyond a certain number. This problem was solved by passing features from 

the lower layers to the higher layers thus eliminating the vanishing gradient problem. Here all the features 

learned by the first few layers can be utilized throughout all the subsequent layers thus reducing the 

number of trainable parameters [Figure 26a]. The ResNet-50 model is built to train deeper CNNs by 

creating shortcuts (skip connections) between the front and back layers. DenseNet-121 is built with the 

same concept but it establishes dense connections of all the previous and subsequent layers. It has been 

reported that DenseNet achieves comparable performance to ResNet-50 with fewer parameters and less 

computation costs [24].  
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The input channels for these models were the 120 x 120 x 120 cube image patches and the same sized 3D 

dose patch as an additional input channel and the output were either three classes (No RP, RP1, RP2) or 

two classes (No RP, Yes RP) with the purpose to perform binary classification of these input patches. Since 

we were performing a binary classification task, the output layer of the network is a dense layer whose 

activation function is sigmoid, and the output values range between 0 and 1. Since CNN models are 

typically trained with millions of image sets and due to be unavailability of such a dataset for our study, 

we utilized the publicly available  Lung Image Database Consortium (LIDC) and Image Database Resource 

Initiative (IDRI) [25] data set to shallowly train our CNN models. These datasets are being utilized to train 

CNN models for lung nodule detection and are comprised of 1000 lung CT images. We trained our model 

for 20 epochs with a binary classification output layer with the purpose of initializing the convolution filter 

within our model to recognize the presence of the lung lesion in the input datasets. The IDRI dataset was 

utilized to initialize and pre-train the model weights before utilizing the model for actual training with our 

CT and dose datasets. Training details are as follows: we used the gradient-based stochastic optimizer 

called Adam with a learning rate of 0.001 with a decay rate of 0.96 and decay step of 1x104, a batch size 

of 4, and trained both models for 100 epochs with a total of 11.3M trainable parameters for DenseNet-

121 and 46.2M trainable parameters for ResNet-50 models. In order to avoid overfitting, we utilized early 

stopping techniques where the training monitored the loss function and stopped training with a patience 

value (the number of epochs to wait before early stop if no progress on the validation set) of 10. Our 

model was trained multiple times with an early stopping value of 2-20. We observed that a stopping value 

of more than 10 showed that the model loss was constant, and accuracy showed minor three decimal 

places improvements indicating overfitting. We also included batch normalization layers in order to 

improve convergence and generalization in the models. TensorFlow 2.8 was used to train and test CNN. 

Google’s web-based coding note called Collaboratory, or Collab, was used to execute code on Google’s 

cloud-based NVIDIA Tesla P100 GPU servers with 25.46GB available memory size.  
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Figure 26: a) DenseNet 121 – 3D Architecture: A deep DenseNet with four dense blocks. The transition 

layers in between the successive dense blocks are responsible for changing the feature-map sizes via 

convolution and pooling operations. This architecture has 121 layers with interconnected layers in a feed 

forward fashion to ensure maximum information flow between layers in the network. (b) The connections 

between the 121-layer blocks of the DenseNet-121 CNN network where there are direct connections from 

any layer to all subsequent layers. The connection between different layer blocks increases variation in the 

input of subsequent layers via feature reuse and improves efficiency. With this architecture the vanishing 

gradient and loss problems are resolved since each layer has direct access to the gradients from the loss 

function and the original input signal, leading to an implicit deep supervision. (c) ResNet-50 – 3D 

Architecture: A residual network of 50 parameter layers where the subtraction of features is learned from 

the input of that layer by using shortcut connections which are shown as curved arrow. 

7.2.6 Visual Explanation of Convolution Neural Network Predictions: Explainable AI – 

Integrated Gradients 

Explainable AI is a research field in machine learning interpretability techniques whose aim is to 

understand machine learning model predictions and explain them in human understandable terms to 

build trust with stakeholders. In computer vision, a saliency map is an image that can be in the form of a 

heat map that shows each input voxel’s unique quality with the goal to represent the image and the 

predictions from the DL models into something that is more meaningful and easier to analyze. These heat 

maps predominately help explain how a model made its decision on a particular dataset although these 

explanations are not guaranteed to make sense to human experts and these explanations are also not 

considered to follow any known rules or decision trees that are traditionally used for image classification 

algorithms. These heat map techniques do not make the CNN model interpretable where accuracy and 

human understandable relationships could be derived between the inputs and the output of the CNN 

models. Our purpose with using these saliency heat map techniques was to qualitatively review the model 

and gather more insights into model predictions. This is clearly a developmental goal where we are testing 

if these maps can be usefully created for our 3D datasets and understand the general areas in the image 

where the network is focused to make the predictions. Explainability and interpretability of the deep 

learning model is a topic of research [26] and with this work, we are trying to use industry-standard 

techniques that have been successfully utilized to highlight areas in real-world non-medical photographic 

images for CNN model predictions. Here we are briefly describing the integrated gradient methods that 

are used to localize and highlight important regions of interest (ROIs) for a particular category within an 

input image set with the purpose to explain the CNN model predictions. The feature attribution heat maps 

help to highlight frequently missed features in the 3D imaging datasets thus complementing human 

judgment by physicians with accurately grading the dataset.  
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7.2.7 Integrated Gradients (IG) 
To visualize the highlighted map of the most important features in an input image set with respect to 

predictions made, we utilized the integrated gradient method (IG) [27]. The computation of gradients of 

the model output with respect to the input features provides an analog for feature importance. IG [28] 

uses the gradient information of a target class flowing back into the last convolution layer to form visual 

heat maps from the CNN-based DL models. This method provides pixel-based maps that measure the 

contribution of each pixel in the input image to a predicted pneumonitis class. The contributions are 

measured relative to a baseline image, which is intended to provide no information to the model. For this 

study, we used a black image as the baseline. We verified that our trained algorithm predicted no 

prediction for this baseline. For each 3D image-set, we generated a path of 100 steps, in which each step 

was interpolated between the blank baseline image-set and the target image-set. For each output 

pneumonitis class, we summed model gradients over each pixel and took the absolute value. We then 

surfaced the heatmap for the pneumonitis class with the highest score. 

 7.2.8 Evaluation Metrics 
The dataset used in this work is highly imbalanced with a smaller number of samples with an RP status 

than the non-RP status. The metrics used to evaluate the performance of these models need to be 

agnostic to the data imbalance. Since we are evaluating a multi-class problem, we have used macro-

averaged metrics instead micro-averaged ones. The overall performance of a multi-class classifier is 

commonly obtained by taking an average of individual class performances. The advantage of using these 

metrics is that micro-average assigns equal weight to each sample (or instance), whereas macro-average 

assigns equal weight to each type (or class), and with highly imbalanced datasets, reporting micro-

averaged performance would be misleading because the class with fewer samples (i.e., rare class) are 

given less importance than the class with more samples. With macro-averaged metrics, equal importance 

is given to all classes irrespective of the number of samples in each class.  

The expressions for the macro-averaged metrics are as follows. 
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TP (True Positive): when the model predicted as positive, and the ground truth is positive (e.g., an ‘RP1’ 

sample is identified as ‘RP1’ by the model) 

TN (True Negative): when the model predicts as negative, and the ground truth is negative (e.g., an ‘RP1’ 

sample is not identified as a ‘No RP’ sample by the model) 

FP (False Positive) (Type I Error): when the model predicted as positive, but ground truth is negative (e.g., 

the model predicts the sample to the ‘RP1’ class, but the ground truth is false)  

FN (False Negative) (Type II Error): when the model predicted as negative, but the ground truth is positive 

(e.g., the model does not predict the sample to the ‘RP1’ class, but the ground truth is true)  

Accuracy is the proportion of correct predictions over the total number of samples. Recall (Sensitivity) is 

defined by calculating the total predicted positives out of the total number of actual positives. Precision 

(Positive Predictive Value) is defined by calculating the total number of actual positive samples out of 

predicted positive samples. F1 score is the harmonic average of the Precision and Recall values and is a 

widely used evaluation measure for a classification problem.  

We also used the confusion matrices to assess the model performance. The correct / incorrect number of 

predictions are shown by the count values which are further divided into individual classes. A confusion 

matrix contains information about the model’s confusion in predicting between classes and performance 

of a model. The performance of the models was also assessed via the areas under the receiver operating 

characteristic curve (AUCs). Finally, the AUCs of the two models (DenseNet-121 & ResNet-50) were 

compared by the Mann-Whitney U test with the Bonferroni correction. Two-sided P<0.05 were considered 

to indicate statistical significance. 

7.3 Results 

7.3.1 Clinical characteristics 
The patients’ clinical and dosimetric characteristics are provided in Table 6. The patients had follow-up 

visits with the treating radiation oncologist 3 months following the completion of radiation treatment and 

subsequently every 3 months thereafter. Clinical RP was evaluated and scored by the treating oncologists 

as part of the patient’s assessments according to the common terminology toxicity criteria (CTCAE) 

version 5 [29]. Our cohort is quite homogeneous (95% have stage I-IIA, there are no major variations in 

performance status, 93% were treated with BED ≥100 (as generally recommended). We do not expect to 

find any imbalance in our dataset based on this homogeneity. The only factors that vary and might 

influence RP risk are PTV size and dose, both of which are already inherently included in the models. 

Patients with higher stages had either oligometastatic disease with a small primary lung cancer and 

isolated metastases outside the chest or had lung cancers in separate lobes where one of the tumors was 

resected. Fractionation schedules were selected based on tumor size and location. P-values are computed 

from the chi-square test of independence to determine the significant association between the specific 

variable listed in Table 6 and RP status. Since none of the p-value are less than 0.05, we fail to reject the 

null hypothesis. This means we do not have sufficient evidence to say that there is an association between 

the clinical characteristics and RP status. 

 

Clinical Characteristics P-value 

Staging (No of patient) IA (n=147) 0.58 
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IB (n=27) 
IIA (n=10) 
IIB (n=2) 
IIIA (n=3) 
IV (n=4) 

Gender Male (n=99) 
Female (n=94) 

0.22 

Median Age (range) 69.2 ± 10.4 years 0.54 

Karnofsky score (%) 80 ± 10 0.90 

PTV Volume 36.05 ± 29.6 cc 0.17 

Prescription Dose (Gy) 
/ fractions (No of 
patients) 

48 Gy / 4 (n=142) 
50 Gy / 5 (n= 26) 
40 Gy / 5 (n= 12) 
60 Gy / 5 (n=6) 
60 Gy / 8 (n=5) 
45 Gy / 5 (n=2) 
 

0.11 

RP Status (Number of 
patients) 

No RP [RP0] (n=154) 
RP Grade 1 [RP1] (n=26) 
RP Grade>=2 [RP2] (n=13) 

Table 6: Patient Characteristics and Treatment Regimen for training and validating the 3D CNN models 

7.3.2 Prediction performance of the 3D DenseNet-121 model 
In assessing the ability of CNN models to quantify radiographic traits and characteristics of the lung and 

tumor region, we performed an analysis based on the test dataset that was never exposed or seen by the 

model during training. In this section, we present the results and prediction evaluation of our models. 

Here we made two copies each for the 3D DenseNet-121 and ResNet-50 models, the first two models 

were trained to predict three classes (No RP [RP0}, RP Grade 1 [RP1], RP Grade >=2 [RP2]) and the next 

two models were trained to predict two classes (No RP, Yes RP (including all grades)). All models were 

trained with 80% of pre-treatment and follow-up CT datasets with the 3D dose patches and tested using 

the unseen remaining 20% of the dataset. All models were independently trained, validated, and tested. 

Figure 27 shows the confusion matrix and ROC and True Positive Rate vs False Positive Rate (precision vs 

recall) curves for the 3D DenseNet-121 and ResNet-50 models for the three-class prediction. For three 

class predictions, the DenseNet-121 model had an AUCmacro=0.91 and F1 scoremacro=0.81, whereas the 

ResNet-50 model had an AUCmacro=0.72 and F1 scoremacro=0.54 [Table 7]. Mann Whitney U test performed 

for pair-wise comparison of AUCs among the two model types had a p-value of 0.017 indicating that the 

three-class DenseNet-121 showed significantly better performance than the ResNet-50 model. Figure 27 

shows the confusion matrix, ROC, and True Positive Rate vs False Positive Rate (precision vs recall) curves 

for the 3D DenseNet-121 & ResNet-50 models. The test dataset contains 116 data samples, 91 of which 

are ‘RP0’ samples, 17 were ‘RP1’ samples and 8 were ‘RP2’ samples. From the confusion matrix shown in 

figure 27, the DenseNet-121 model can accurately identify 84 ‘RP0’, 14 ‘RP1’, and 8 ‘RP2’ samples for 

three class predictions. In total, this model could accurately identify a total of 103 data samples (88%). 

The ResNet-50 model could accurately identify a total of 83 data samples (72%). For two class predictions, 

the DenseNet-121 model had an AUCmacro=0.84 and F1 scoremacro=0.77, whereas the ResNet-50 model had 

an AUCmacro=0.71 and F1 scoremacro=0.68 [Table 7]. The Mann Whitney U test performed for pair-wise 

comparison of AUCs among the two model types had a p-value of 0.527. Figure 28 shows the confusion 
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matrix, ROC, and True Positive Rate vs False Positive Rate (precision vs recall) curves for the 3D DenseNet-

121 & ResNet-50 model. The test dataset contains 116 data samples, 91 of which are ‘No RP’ samples and 

25 of which are ‘Yes RP’ samples. From the confusion matrix shown in figure 28, the DenseNet-121 model 

can accurately identify 80 ‘No RP’ and 17 ‘Yes RP1’ samples. In total, this model could accurately identify 

a total of 97 data samples (83%). The ResNet-50 model could accurately identify a total of 89 data samples 

(77%).Since these models showed higher accuracy than prediction models that utilize dose volume 

histogram and dose function histogram [30] based prediction models (AUC = 0.73) using support vector 

machine techniques, logistic regression classifiers [31] (AUC values 0.64-0.75), we are confident in the 

DenseNet-121 model’s ability to accurately assess whether a patient would have RP or not, even when 

predicting new, unseen patients. 

 

Training 
Dataset 

Prediction 
classes 

Testing 
Dataset 

Model Precision

macro 

Recall

macro 

F1 
score

macro 

Accuracy AUC

macro 

p-
value 

 

Pre-
Treatment 
and 
Follow-up 
Dataset 
[80% split] 

Three 
class 
prediction 

Test 
Cohort 
[20% 
split] 
 

DenseNet-
121 

0.84 
 

0.78 
 

0.81 
 

0.89 
 

0.91  
 

0.017 
ResNet-50 0.57 0.59 0.54 0.72 0.72 

Two class 
prediction 

Test 
Cohort 
[20% 
split] 
 

DenseNet-
121 

0.76 0.78 0.77 0.84 0.84  
 

0.527 
ResNet-50 0.67 0.69 0.68 0.77 0.71 

Table 7: Macro-averaged Precision, Recall, F1 score and overall accuracy for the four models based on 

the test cohort (not seen or trained on the model) and training cohorts. 

Three Class Prediction Models  
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(a) (b) 
  

 

  
 

(c) (d) 

Figure 27: Evaluation of the 3D Dense-121 vs ResNet-50 model trained with 3D image + 3D dose patches 

from the pre-treatment and follow-up datasets. (a) Confusion Matrix for three class prediction with the 

20% sample set [Test set] that was not seen or trained on the DenseNet-121 model. (b) Confusion Matrix 

for the ResNet-50. Darker color cells demonstrate more accurate predictions, and the diagonal shows the 

labels predicted correctly. (c) Prognostic power (ROC) and True Positive Rate vs False Positive Rate curves 

derived from the test set for Dense-121 model. (d) Same chart for the ResNet-50 model. 

 

 

 

 

Two Class Prediction Models  

 
(a) 

 
(b) 
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(c) (b) 

Figure 28: Evaluation of the 3D Dense-121 vs ResNet-50 model trained with 3D image + 3D dose patches 

for the two-class prediction. 

 

7.3.3 Localization Evaluation 
We also analyzed the 3D DenseNet-121 model built to predict the three classes by rendering the 

integrated gradient (IG) heat maps that provide information on the importance of each region and voxel 

relative to the final prediction class. The IG map can help understand how the model scores the input data 

with learned features (e.g., dose distribution pattern, imaging features) from different regions of the 

input. Generally, regions of the IG map with bright regions correspond to regions whose learned features 

are more important for RP prediction. We observed that the network highlighted the regions of the tumor 

and its interface with the parenchyma or pleura regions of the lung which shows that these regions are 

critical for the model in discriminating toxicity from non-toxicities. Based on our qualitative analysis of 

thirty RP1 + RP2 patient cases, these heat maps agreed with the tumor and dose regions and their 

surrounding voxels and also included some voxels outside the tumor or dose regions, as shown in Figure. 

29. Relatively higher density regions that included the tumor and the surrounding regions had the most 

contributions to the predictions. In some patients, the heat maps showed a rather focused area, whereas 

in other patient cases, these heat maps were rather widespread covering large parts of the lung. None of 

these models aim at providing physiological modeling using the tissue type characteristics of the tumor 

and lung structure and are using the information present in the image textures and patterns to pick out 

unique traits and attributes that are used in the eventual classification. As such, while showing the high 

dose and tumor area as important for RP prediction is reasonable from the clinical perspective, 

identification of other lung areas as relevant for RP through the IG process cannot be reasonably verified 

based on the current understanding of RP development. Examples of the IG heat maps are shown in Figure 

29 for five patient cases who had grade 2 RP.  
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Figure 29: Visual display of the most important areas of the input 3D dataset that have the most 
contributions to maximize the outputs of the final prediction layer used to predict a RP case. The rows 
represent five different patient samples (axial slice) that encompass the PTV volume. The first column 
displays the Integrated Gradient heat maps. Bright (white) regions represent positive gradients, and dark 
(black) regions show negative gradients. The second column represents the CT patch annotated dose maps 
(displayed as heat map) and contours of voxel regions that are in top 50% of IG maps.  

7.4 Discussion 
This is one of the first studies to predict post-SBRT pneumonitis using a comparatively large CT dataset. 

We demonstrated the ability of CNN models to significantly stratify patients into none vs grade 1 vs grade 

2 or higher clinical RP groups. We chose imaging and dose datasets for patients with early-stage lung 

cancer since these datasets are in general much cleaner (no pneumonia, atelectasis, or other pathologic 

changes) than images of patients with larger tumors. Also, radiation dose distributions are more localized 

and conformal, and post-RT changes are easily identifiable. Despite its low incidence, RP is a serious side 

effect with potentially lethal outcomes in this population with typically severely compromised lung 

function. Often patients are already on supplemental oxygen or on oral steroids before treatment. RP 

grade 2 or higher, even if not lethal, can lead to further impairment of a patient’s lung function, requiring 

initiation of oxygen supplement, reduced mobility, loss of work, need to go on disability, or limited ability 

to do activities of daily living. 

This study applies a common deep learning approach used in non-medical applications such as predicting 

image features from millions of 2D images to the medical imaging domain. Very few deep learning studies 

to date have explored stratification based on outcome parameters, with most studies exploring tasks such 
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as image segmentation [32] or malignancy detection [33]. One of the many advantages of deep learning 

approaches is the automation of feature extraction whereas the traditional radiomics approaches have 

relied on complex manual feature extraction and selection techniques using shallower neural networks 

such as support vector machines and random forest algorithms [34]. One of the major drawbacks of this 

approach is the dependence on the manually extracted engineered features where certain fine and 

minuscule imaging patterns may be neglected or missed and hence be unavailable for the machine 

learning models to be utilized for prediction purposes. The deep learning inputs are comprised of 3D voxel 

cubes that allow the network to consider not only the tumor volume but also the surrounding regions 

that, according to our study, appear to have high predictive power. More recently, deep learning 

approaches have become popular and are used as the de-facto standard for machine learning on medical 

images [35, 36]. 

Since our data is highly imbalanced (No RP vs Yes RP), accuracy may not be the right measure to evaluate 

the performance of the models since they are based on how many samples, both positively and negatively, 

were correctly classified. Higher accuracy scores can be obtained by correctly classifying all the samples 

from the majority (No RP) class. Though class balancing approaches and data augmentation techniques 

have been utilized on the training dataset, the AUC and F1 scores on the test dataset were calculated by 

taking the harmonic mean between the precision and recall values. This provides a good measure to 

evaluate the model performance with imbalanced test datasets. In this study, we built 3D DenseNet and 

ResNet-50 models of three (No RP, RP1, RP2) and two (No RP, Yes RP) classes as outputs. The Dense-Net-

121 models performed better than the ResNet-50 models with statistically significant results for the 3-

class prediction model. This could be due to the DenseNet-121 model architecture where dense 

connections are established between all previous and subsequent layers and features learned in the top 

layers (e.g., ground glass opacity within the lung or consolidation changes in the lung parenchyma, etc.) 

with coarse convolution layers would also contribute to the eventual decision making for this 

classification. The three-class prediction AUCmacro (0.91) was better than the two-class prediction (0.84) 

for the DenseNet-121 model. With ML approaches, the assumption is that effects of radiotherapy on -in 

our case - lung tissue are complex and not deterministically defined. Useful models depend on the quality 

of input data to produce reasonable predictions. One thought is therefore that models learn better from 

well-characterized feature classes that show obvious differences (by differentiating between RP1 and 

RP2), as opposed to creating a mixed feature class of RP1 and RP2 together. There could also be other 

factors that are inherently related to RP0, 1, and 2 that we are not aware of which nonetheless can lead 

to a clearer differentiation between RP0, 1, and 2 as opposed to RP0 versus RP1 and 2 combined. On the 

other hand, we cannot exclude that the number of samples from one of the two minority classes (RP1 or 

RP2) when concatenated might be randomly oversampled more than the other class. This would create 

more samples of one of the RP1 or RP2 classes in the combined Yes RP class used for the two class 

prediction models. This would be the reason the two class models with mixed feature class of RP1 and 

RP2 would have a lower AUC than the three-class model since the model would learn features for the 

class that has more input samples and not learn features for both classes in a balanced manner. 

Our results using the images and dose patches as model inputs are consistent with published literature 

on deep learning-based models for radiotherapy toxicity predictions. Ibragimov et al. [17] reported that 

the AUC for a CNN-based prediction model for hepatobiliary toxicities with liver SBRT cases was 0.79. They 

also reported that combining the CNNs with the 3D dose patched increased the AUC to 0.85. Zhen et al. 

[35] also reported an AUC of 0.89 for the CNN models trained using transfer learning from a pre-trained 
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VGG16 model to predict rectum toxicities in cervical cancer radiotherapy. Su et al. [36] investigated the 

use of an artificial neural network model with three fully connected feed-forward networks using CT 

images of 142 patients treated with three-dimensional conformal radiotherapy and achieved an AUC of 

0.85. Others have used Support Vector Machines (SVM) [37] (AUC = 0.72) or logistic regression [38, 39] 

(AUC=0.68) for these prediction models.  

We also attempted to identify salient regions within the input 3D image dataset via an integrated gradient 

technique that provided important details of the tumor surrounding volume in the patient RP 

stratification. Based on our visual evaluation of IG maps with thirty patients (fifteen each for No RP and 

Yes RP) samples cases, these techniques appeared to indicate the significance of the tumor and the 

surrounding tissue in the prediction of lung injury for patients. We also found that voxels outside the 

tumor regions have contributed to the model predictions. Clinical verification of these findings is not 

possible based on the current understanding of the RP development process. Zhen et al. [35] published 

deep learning models for the prediction of rectal toxicity. The saliency maps from this study indicated that 

the highly discriminative region for the predictions was the upper region of the rectum. It is more difficult 

to assess the predictions with IG in lung cancer patients than in rectum due to the much larger variability 

of anatomical topography in lung tumors.  The clinical decision-making based on these IG heat maps is 

challenging due to the fact that the highlighted regions seem to vary across various patient cases and are 

quite limited in their ability to explain the model behavior to clinical experts. Saporta et al. [40] also found 

that the saliency methods for localization perform worse than expert localization across multiple analyses 

and many important pathologies. They also reported that when these maps are used in clinical practice, 

they can introduce well-documented biases and erode the trust in model predictions, even when the 

model predictions are correct, thus limiting clinical applicability. Therefore, it is important that before 

these models are utilized in the clinical domain, they should be made more interpretable where detailed 

clinical interpretation of model predictions can be utilized to explain the salient features per output layers 

that are extracted and used for such toxicity predictions. We plan to build such interpretable models in 

our future work. At this point, while the findings on IG heat maps cannot be completely explained, 

showing the feasibility of generating IG maps and documenting the importance of the tumor and high 

dose area on these maps is promising. 

One aspect we investigated was to study and build models learning from the temporal dimensions of 

these imaging datasets. There are recurrent neural networks (RNNs) that have the capacity to repeatedly 

learn based on previously remembered information for a time series-based dataset and then apply that 

to the current dataset. The long short-term memory-based models are one type of recurrent neural 

network that is very commonly used to deal with time-series based 2D datasets. Our challenge with such 

models has been the lack of multiple (more than 5) time points within our dataset. These techniques work 

well with video-based datasets that have 20-30 2D frames at a minimum for the model to gather spatial 

and temporal changes in the image shape and appearance. We believe that once we have a sufficient 

number of follow-up imaging datasets acquired on a consistent time-series basis, we should be able to 

build a model that can quantify the subtle image changes over time and provide more meaningful clinical 

insights into radiological changes in lungs after radiation treatments.  

Another weakness of this study is the limited-size dataset compared to non-medical applications. The 

dataset lacked more samples per region of tumor location for the algorithm to make generalizable 

predictions. Due to the heterogeneity, size, shape, and location of the tumor regions, predicting the 

response to radiotherapy can be a difficult task. As a rule of thumb, deep learning models are usually 
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trained using tens of thousands of samples. Although we have already observed good prediction with our 

moderate-size cohort for the 3-class model, these models can potentially benefit from a larger cohort of 

datasets with imaging studies at each follow-up interval. Based on the experience from this study, as part 

of our future work, we therefore, plan to also include locally advanced lung cancer patients which will in 

turn increase our sample size and variability of tumor morphology and dose distributions, but also 

increase the relative number of RP cases. This strategy will be good for CNN training because it will help 

balance the input training datasets.  

In order to gather more data, data sharing must be encouraged between multiple treating institutions. 

However, multi-institutional collaborations based on centrally shared patient data face privacy and 

ownership challenges. There are federated learning approaches [41] that utilize novel concepts of model 

learning leveraging where none of the available data at an institution is shared but only the model learning 

is shared. These types of collaborative learning approaches use the same model to train on the dataset 

locally without sharing any dataset (with or without patient information) to a central repository but only 

sharing their model updates to the central repository. The aggregation central server receives model 

updates from multiple institutions and combines the model weights and then sends the consensus model 

to all collaborating institutions for use and/or further training. Some of the challenges with these 

approaches are enforcing uniformity in model architecture, utilizing standard computational processes, 

and providing adequate techniques for data quality and benchmarking before updating the input model 

weights on the central aggregation servers. However, this can be one of the methods for deep learning 

models to be trained with large datasets from multiple institutions.  

Other than the limitations with the size of the dataset, it should be noted that the deep learning 

algorithms and their working mechanisms remain a black box. Of course, it is useful to have the imaging 

features automatically extracted based on the image patterns and textures, but there are problems with 

the implementation of these algorithms in clinical practice because physicians are not able to gather a 

clear understanding of how to intuitively interpret the results obtained by such models. Thus, one of the 

biggest challenges with deep learning approaches is determining the reasoning behind why and where 

certain characteristics in the input images have a positive or negative effect on the eventual predictions. 

As part of our future research work, we can explore the development of interpretable model architectures 

specifically designed for radiation pneumonitis prediction. These models should provide detailed clinical 

interpretation of the extracted features and their relationship to the model's predictions. These 

architectures can incorporate mechanisms that explicitly encode domain knowledge or clinical insights 

into the model's decision-making process. By leveraging concepts such as rule-based reasoning, symbolic 

reasoning, or knowledge graphs, these architectures can generate explanations that are more easily 

understandable and meaningful to clinicians. By incorporating domain knowledge and clinical insights into 

the model architecture, the resulting models can offer more transparent decision-making processes. 

Additionally, not having a balanced dataset with an equal number of RP and non-RP patients does not 

help the training process where the model is seeing a greater number of non-RP cases and learning very 

little about the RP cases' image patterns and features in order to provide generalizable predictions. With 

our study, we have balanced out the dataset by utilizing data augmentation techniques such as 

translation, rotation, etc. of the RP and non-RP images before the training process. There are other 

oversampling techniques such as synthetic minority oversampling techniques (SMOTE) [42] which 



107 
 

generates new samples using the combination of nearby examples of the same class. These techniques 

are not guaranteed to generate realistic-looking images or ones that are medically reasonable. We plan 

to study these techniques to make them applicable to medical imaging datasets and implement them in 

our future work. Furthermore, deep learning models can benefit from incorporating uncertainty 

estimation techniques. Uncertainty quantification methods, such as Bayesian deep learning or Monte 

Carlo dropout, can provide a measure of uncertainty associated with model predictions. This information 

can be valuable in decision-making, allowing clinicians to assess the reliability of the predictions and make 

informed choices based on the level of uncertainty. 

In conclusion, we proposed a deep learning network to predict RP based on CT imaging scans and radiation 

treatment dose information. We demonstrated the model’s ability to stratify patients in non-radiation 

pneumonitis, grade 1 and grade 2 & higher pneumonitis groups. Consequently, we looked at regions in 

the input images that provide the most important information to guide the model with these predictions, 

thus narrowing the gap between computer science techniques used for pattern recognition and precision 

medicine. The clinical meaning of regions of interest that are identified as important for the development 

of radiation pneumonitis from these models needs further investigation.  
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8. Summary 
 

We have highlighted and emphasized the challenges faced by clinical data science researchers in 

accessing, integrating, and analyzing heterogeneous data and knowledge from various sources. Our 

research addresses these challenges by developing a scalable intelligent infrastructure that captures data 

from multiple sources and structures it in a knowledge base with semantically interlinked entities. This 

infrastructure will enable researchers to mine novel associations and gather relevant knowledge for 

improved clinical outcomes on a personalized basis for each cancer patient. Furthermore, the research 

serves as a model for implementing a learning health system not only in radiation oncology but also in 

other medical specialties. It has the potential of advancing personalized and data-driven medicine.  

We presented the design and implementation framework of an integrated data abstraction, aggregation, 

and storage, curation, and analytics software; the Health Information Gateway and Exchange (HINGE), 

which collates data for cancer patients receiving radiotherapy. The HINGE software abstracts structured 

DICOM-RT data from the treatment planning system (TPS), treatment data from the treatment 

management system (TMS), and clinical data from the electronic health records (EHR). HINGE software 

has disease site specific “Smart” templates that facilitate the entry of relevant clinical information by 

physicians and clinical staff in the clinical workflow templates starting from initial consult to follow up, 

which is a part of routine clinical documentation. Radiotherapy data abstracted from all the TPS, TMS, and 

smart templates are processed for quality and outcome assessment. The predictive data analyses are 

done using evidence-based clinical and dosimetry quality measures defined by the disease site experts in 

radiation oncology. HINGE application software connects seamlessly to the local IT/medical infrastructure 

via interfaces and cloud services and performs data extraction and aggregation functions without human 

intervention. It provides tools to assess variations in radiation oncology practices, outcomes, and 

determines gaps in radiotherapy quality delivered by each provider. The design and implementation 

framework of HINGE was discussed in section 4. 

We developed a knowledge graph-based approach to map radiotherapy data from clinical databases to 

an ontology-based data repository using FAIR concepts. This strategy ensures that the data is easily 

discoverable, accessible, and can be used by other clinical decision support systems. It allows for 

visualization, presentation, and data analyses of valuable information to identify trends and patterns in 

patient outcomes. The ETL process enables efficient and reliable data transfer while leveraging semantic 

interoperability. The ETL process, data model frameworks, ontologies, and presents a real-world clinical 

use case with mapped clinical and dosimetry records was discussed in section 5.  

The efficiency and accuracy of retrieving relevant information from large clinical datasets by utilizing 

standard concepts defined with terminologies and ontologies. The research presents a search engine that 

utilizes ontology-based keyword searching and synonym-based term matching. It leverages the 

hierarchical nature of ontologies to retrieve patient records based on parent and children classes. To 

identify similar patients, a method involving text corpus creation and vector embedding models 

(Word2Vec, Doc2Vec, GloVe, and FastText) are employed, using cosine similarity and distance metrics. 

Patient similarity analysis using embedding models showed that the Word2Vec model had the highest 

mean cosine similarity, while the GloVe model exhibited more compact embeddings with lower Euclidean 

and Manhattan distances. The design framework of the data mining and keyword search tool and results 

from patient similarity analysis using vector embedding models were discussed in section 6. 
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We described the implementation of a learning health system framework for predicting radiation 

pneumonitis, a potential side effect following stereotactic body radiotherapy (SBRT) treatment. We 

investigated the use of 3D convolutional neural networks (CNN) with inputs from radiographic and 

dosimetric datasets of primary lung tumors and surrounding lung volumes to predict the likelihood of 

radiation pneumonitis (RP). Pre-treatment, 3- and 6-month follow-up computed tomography (CT) and 3D 

dose datasets from one hundred and ninety-three NSCLC patients treated with stereotactic body 

radiotherapy (SBRT). DenseNet-121 & ResNet-50 models were selected for this study as they are deep 

neural networks and have been proven to have high accuracy for complex image classification tasks. We 

also attempted to identify salient regions within the input 3D image dataset via integrated gradient 

techniques to assess the relevance of the tumor surrounding volume for RP stratification. These 

techniques appeared to indicate the significance of the tumor and surrounding regions in the prediction 

of RP. Overall, 3D CNNs performed well to predict clinical RP in our cohort based on the provided image 

sets and radiotherapy dose information. The design, methodology, and predictive results of 3D-CNN 

models using radiographic and dosimetric datasets were discussed in section 7. 

The HINGE software and the underlying LHS framework effectively address the challenges associated with 

the 5 Vs of healthcare data - Volume, Variety, Velocity, Veracity, and Value. In terms of Volume, the 

scalable architecture of the LHS framework allows it to handle the vast amounts of data generated in 

healthcare, including data from EHRs, Treatment planning and dosimetry and Treatment Management 

Systems. The infrastructure provides the framework for robust storage and processing capabilities to 

manage and analyze large volumes of structured data in real-time. Regarding Variety, the HINGE software 

and LHS infrastructure are designed to handle diverse data formats, including structured, unstructured, 

and semi-structured data. The system integrates data seamlessly from various sources, standardizes and 

normalizes it using the disease site specific template within the HINGE software, ensuring interoperability 

and compatibility across systems. When it comes to Velocity, the LHS infrastructure supports data 

processing and analysis when the data is sent over to the HINGE central server for analysis. It enables 

timely capture, streaming, and analysis of data, keeping up with the continuous flow of healthcare data. 

For Veracity, the HINGE software and infrastructure prioritize data quality and reliability using the 

mapping techniques with established ontology and data standardization efforts in professional society. 

The use of decision trees to score the data based on the established quality measures ensures accuracy, 

completeness, and integrity of the data. Finally, in terms of Value, the HINGE software and LHS 

infrastructure focus on extracting meaningful insights and knowledge from healthcare data. This is done 

by efficient data analysis and mining techniques like ontology-based search tools that are designed to 

gather data for cohort analysis, machine learning and inform decision making with the LHS data.  

Integrating new parameters into a Learning Health System (LHS) in an environment where medical 

information is constantly changing requires a flexible and adaptive approach. To integrate new 

parameters into the Learning Health System (LHS), the following steps can be taken: 

• Periodic Updates of Clinical Templates: The HINGE clinical disease site templates can be periodically 

updated based on feedback from Subject Matter Expert (SME) panels. This updating process is 

planned to be closely tied to the adaptation of disease site-specific VA quality measures. When the 

SME panel determines the addition of new data elements in the clinical note templates, these 

elements will be incorporated, tested, and deployed to ensure that the LHS captures the latest 

relevant information. 
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• Updates to Interface Specifications: If the new parameters originate from the treatment planning 

system or management systems, the Fast Healthcare Interoperability Resource (FHIR) interface 

specification would need to be updated. This ensures that the HINGE software can gather new 

information seamlessly from these systems. By keeping the interface specifications up to date, the 

LHS can effectively integrate and leverage the latest data elements from various sources. 

• Updating RDF Knowledge Graph and Ontology: To update the RDF knowledge graph and ontology, 

standardized codes must be established in the National Cancer Institute Thesaurus (NCIT) and 

Systematized Nomenclature of Medicine (SNOMED) terminology systems. These standardized codes 

serve as the foundation for the established ontologies. The D2RQ mapping script would then be 

updated to include the new relationships between the existing graphs and the new parameters. The 

advantage of using the RDF graph-based approach is that the data structures are extendable, allowing 

new data elements to be readily inserted or added to existing graphs without altering the structure 

or contents of the graphs. 

By following these steps, the LHS can effectively integrate new parameters and adapt to the constantly 

changing medical information landscape. The periodic updates of clinical templates, interface 

specifications, and RDF knowledge graph ensure that the LHS remains up to date, capturing the latest data 

elements and providing a comprehensive view of patient information. This flexibility and adaptability 

enable the LHS to support evidence-based practice, facilitate research, and drive continuous improvement 

in patient care and outcomes. 

In summary, the research and development of the IT infrastructure undertaken in this project offers a 

comprehensive approach to capturing data from diverse sources and organizing it into a knowledge base 

with interconnected entities that align with semantic meaning. This seamless integration will enable 

researchers to extract novel associations from multiple, heterogeneous, and diverse domain sources 

concurrently. By gathering pertinent knowledge, this infrastructure empowers clinical providers to offer 

personalized feedback, ultimately leading to improved clinical outcomes for patients. Furthermore, this 

project can serve as a blueprint for implementing learning health systems in other medical fields, thereby 

advancing the realm of personalized and data-driven medicine. 
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Chapter 9 

9. Future Directions 
 

Our research has resulted in the design and development of key and necessary components of a learning 

health system in radiation oncology. The long-term usability and ongoing development of this 

infrastructure are crucial considerations for ensuring its sustainability and adaptability to evolving needs. 

To support long-term usability, we envision the establishment of a dedicated team responsible for the 

maintenance, monitoring, and continuous improvement of the infrastructure. Furthermore, we anticipate 

fostering a collaborative and open ecosystem around the infrastructure. This involves engaging 

stakeholders from various domains, including healthcare providers, researchers, data scientists, and 

software developers. Their feedback, insights, and requirements will guide the ongoing development of 

the infrastructure, enabling it to address emerging challenges and meet evolving user needs. Continuous 

user engagement and feedback loops will facilitate the identification of new functionalities, performance 

enhancements, and expansion opportunities. We will actively seek opportunities to contribute to 

standardization efforts and participate in interoperability initiatives, ensuring alignment with industry-

wide practices and promoting wider adoption. Even though we have developed a robust framework for 

LHS yet there are many opportunities to build on it for the future. Some of the important future directions 

include;  

9.1 Data Sharing with Privacy Preserving Framework 

In recent years, the medical community has shown great interest in leveraging Big Data to gain insights 

and improve patient care. However, one of the major obstacles in this pursuit is the lack of comprehensive 

and structured data collections. While retrospective data can serve as a valuable resource for creating 

large datasets, it is crucial to ensure consistent storage and organization of this data. This becomes 

especially challenging as individual treatment facilities typically handle a relatively small number of 

radiotherapy patients on an annual basis. To overcome this limitation and achieve large-scale datasets, it 

is necessary to aggregate data from multiple facilities. 

However, transferring data outside of medical facilities poses complex challenges, primarily due to the 

critical importance of patient safety and privacy. Sharing patient data through anonymization has 

emerged as a potential solution. Anonymizing the data requires significant human effort to remove 

personally identifiable information and ensure the adequacy of the anonymization process. While 

automated solutions exist, they may not be fully trusted by privacy officers, making a semi-automated 

system a more feasible approach. In such a system, the majority of the data can be anonymized 

automatically with a high level of accuracy, and the remaining smaller portion can be manually verified to 

ensure proper anonymization. 

Certain projects like SEER [1], TCIA [2], and TCGA [3] have partially tackled the data sharing challenge by 

providing expanding datasets encompassing outcomes, imaging, and genomic data. However, these 

databases lack cross-linkage between patients, limiting access to complete patient data and posing 

challenges for multi-modal research. Although these databases have grown in size and include valuable 

information such as outcomes, imaging, and genomic data, certain disease sites may still be 

underrepresented. This limitation can significantly impact the feasibility and effectiveness of certain types 

of studies, particularly those requiring a diverse range of patient data. 
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One promising direction for future research is the development and implementation of privacy preserving 

frameworks specifically tailored for radiation oncology data. These frameworks should encompass 

techniques such as data anonymization, encryption, and access control mechanisms to safeguard patient 

privacy while allowing for meaningful data sharing. By leveraging radiation oncology ontologies and data 

standards, it becomes possible to harmonize data from diverse sources, enabling seamless 

interoperability and integration. 

A key aspect of future research should focus on the development and utilization of comprehensive 

ontologies as part of routine clinical practice and data recording in radiation oncology. As shown in our 

work, the use of these ontologies serves as knowledge representation models, capturing the complex 

relationships between various entities and concepts within the domain. By utilizing ontologies, 

researchers and clinicians are able to achieve a common understanding of terminology, facilitate data 

integration, and enable more efficient and accurate data sharing. These ontologies should be aligned with 

existing data standards to incorporate specific terminologies, such as Radiation Therapy Oncology Group 

(RTOG; now a part of NRG Oncology) and Digital Imaging and Communications in Medicine (DICOM), thus 

ensuring compatibility and interoperability across different systems and institutions. 

Furthermore, future research should explore the application of advanced data standards in radiation 

oncology, such as the Integrating the Healthcare Enterprise (IHE) Radiation Oncology (RO) profile. This 

standard provides guidelines for data exchange and integration between various systems involved in 

radiation oncology, including treatment planning systems, imaging devices, and electronic health records. 

By adopting and implementing these standards, data sharing can be facilitated in a standardized and 

interoperable manner, promoting collaboration, research reproducibility, and improved patient care. 

Another crucial research direction is the development of techniques for de-identifying and anonymizing 

radiation oncology data while preserving its utility for research purposes. This involves exploring 

innovative approaches, such as differential privacy, k-anonymity, and homomorphic encryption, to ensure 

that individual patient identities remain protected while allowing for meaningful analysis and knowledge 

extraction. It is important to evaluate the effectiveness and robustness of these techniques in the context 

of radiation oncology data, considering the unique challenges posed by imaging and treatment-related 

information. 

Additionally, future research should address the legal, ethical, and regulatory considerations associated 

with data sharing in radiation oncology. This includes studying the impact of privacy regulations, such as 

the Health Insurance Portability and Accountability Act (HIPAA) and the General Data Protection 

Regulation (GDPR), on data sharing practices. Understanding the legal and ethical implications, as well as 

developing guidelines and best practices, will be essential in ensuring compliance and building trust 

among stakeholders involved in data sharing initiatives. 

9.2 Federated Learning Framework 
Federated learning has emerged as a promising approach for enhancing the accuracy of machine learning-

based radiation outcome and toxicity prediction models while addressing challenges associated with data 

sharing and privacy. However, there are still several areas that require further research and development 

to fully leverage the potential of federated learning in radiation oncology. Gathering large and diverse 

datasets often requires collaborations between multiple institutions. The HINGE framework, for instance, 

collects data from 41 radiation therapy centers within the VHA. The HINGE-Central cloud collates such 
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data sources for model training; however, this poses additional questions on data sharing, including 

patient privacy, data deidentification, regulation, intellectual property, and data storage. Such challenges 

make centrally hosted data less practical despite advanced cloud-level security protocols for healthcare. 

A more viable approach is to host data locally at each center and train the model collaboratively using 

federated learning. In federated learning, clients independently train models on their local datasets, and 

a central cloud aggregates these models to create a shared global model. Communication overhead is 

reduced, data heterogeneity is handled, and private patient data (image/textual) do not need to be 

shared. 

One important research direction is the exploration of advanced aggregation methods for federated 

learning in the context of complex convolutional neural network (CNN) architectures used in multi-modal 

data integration. Existing methods such as FedAvg [4], FedProx [5], AFL [6], and PFNM [7] have shown 

effectiveness in certain settings but may have limitations in neural network settings or when dealing with 

diverse data sources. It is crucial to evaluate and optimize these methods, and more recent approaches 

like FedMA [8], specifically for complex CNN architectures that combine multiple CNNs for text and image 

data. This research will contribute to improving the performance and efficiency of federated learning 

models for radiation oncology applications. 

Furthermore, privacy-preserving federated learning is a critical area that requires attention in radiation 

oncology. While federated learning inherently mitigates privacy leaks by keeping patient data locally, 

there is still a risk of privacy breaches through gradients or model parameters [9]. Future research should 

focus on developing robust techniques to protect patient privacy during the federated learning process. 

Secure Multi-party Computation (SMC), Homomorphic Encryption (HE), and Differential Privacy (DP) are 

promising technologies for achieving privacy preservation [10]. However, their application in the context 

of complex CNN-based local models and multi-modal data (image/textual) is yet to be explored. 

Developing privacy-preserving federated learning models specifically designed for radiation pneumonitis 

prediction, considering the unique requirements and challenges of the domain, is an important avenue 

for future research. 

In addition to privacy preservation, optimizing the communication overhead and reducing the 

computational burden associated with federated learning is another crucial research direction. As 

federated learning involves distributed training across multiple centers, communication efficiency 

becomes a significant concern. Investigating techniques to minimize the communication overhead and 

improve the efficiency of federated learning algorithms, especially in the context of radiation oncology, 

can greatly enhance the scalability and practicality of the approach. 

Moreover, ensuring model interpretability and explainability in federated learning models for radiation 

oncology is an important future research direction. The ability to understand and interpret the decision-

making process of federated models is crucial for gaining trust and acceptance from clinicians and 

stakeholders. Exploring techniques to provide insights into the model's reasoning, identifying important 

features, and generating meaningful explanations for predictions can enhance the clinical utility and 

adoption of federated learning in radiation oncology practice. 

In summary, future research on the development of a federated learning framework for radiation 

oncology should focus on advanced aggregation methods, privacy preservation techniques, 

communication efficiency, and model interpretability. By addressing these research directions, we can 

overcome challenges related to data sharing, privacy, and model performance, leading to more accurate 
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and reliable prediction models that can effectively support radiation oncology decision-making and 

improve patient outcomes. 

9.3. Ontology based Feature Selection for Machine Learning Models 
Ontology graph relationships has the potential to play a crucial role in input feature selection for deep 

learning or machine learning models by providing valuable insights into the relationships and 

dependencies between different data elements within a specific domain. The ontology graph structure 

represents the structured representation of data elements (nodes) and their relationships (edges) in a 

domain-specific knowledge graph. When building a deep learning or machine learning model, feature 

selection is the process of choosing a subset of relevant features from the available data to train the 

model. This selection is essential to improve model accuracy, reduce overfitting, and enhance 

interpretability. Ontology graph relationships can be used to identify which data elements are closely 

related and have a significant impact on the target variable (e.g., pre-treatment clinical factors, patient 

outcomes, disease progression). By analyzing the relationships between nodes in the graph, we can 

pinpoint the most relevant features for the prediction task. The use of connections and hierarchies in the 

ontology graph capture contextual information about the data elements and this can be used to 

understand the semantic meaning and importance of different features, enabling better feature selection. 

The ontology graph can reveal redundant features—those that provide similar information to the model. 

By removing such redundant features, we can reduce the dimensionality of the data and prevent 

overfitting. The graph structure can be used to model data from multiple healthcare domains for the same 

patient with complex interdependencies and non-linear relationships. The ontology graph captures these 

complex relationships and dependencies, making it easier to select features that collectively provide the 

most informative and predictive power. As part of our current pneumonitis deep learning model, we 

considered staging, gender, age, performance status, and PTV volume as the input features. However, the 

ontology-based graph structure suggests that we should also consider additional features such as tobacco 

use history, smoking status, patient weight, height, blood pressure, oxygen levels, other comorbid 

conditions such as Heart disorders, lung toxicities such as Dyspnea, Bronchitis, and the use of NSAIDs. 

These features from the ontology graph have the potential to improve the accuracy and performance of 

the deep learning model.  

9.4. Large Language Models for Ontology based Search tool 
The potential of large language models, particularly exemplified by models like GPT-3.5, extends to the 

enhancement of ontology-based patient similarity search tools. These language models have exhibited 

remarkable capabilities in understanding and generating human-like text, making them valuable assets in 

healthcare research and applications. Ontologies, on the other hand, serve as structured representations 

of knowledge, organizing medical concepts and their relationships. However, the manual construction 

and maintenance of ontologies can be challenging and time-consuming. This is where large language 

models can play a crucial role by automatically generating and expanding ontology content through the 

analysis of extensive clinical text data, scientific literature, and medical records. By leveraging these 

models, the completeness and coverage of ontologies can be improved, facilitating more comprehensive 

patient similarity search. 

Ontology-based search tools often rely on code-based queries or keyword matching, which may not 

capture the underlying context or intent of the search accurately because of the variability with search 

context and the use of different clinical concept terms in the clinical records. By incorporating large 
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language models, search tools can enhance their understanding of natural language queries and map 

them to relevant ontology codes/classes or concepts. This allows for more precise and context-aware 

patient similarity search, enabling clinicians and researchers to find patients with similar characteristics 

or conditions more effectively. 

In addition to improving the search process, large language models can contribute to the interpretation 

and explainability of patient similarity results. While ontology-based search tools provide valuable insights 

by identifying patients who share similar ontology codes or concepts, the reasons behind the similarity 

may not always be apparent. Large language models can assist in generating explanations and 

justifications for the patient similarity based on the textual information available in medical records, 

research articles, or clinical guidelines. By providing interpretable explanations, clinicians and researchers 

can better understand the rationale behind the patient similarity results and make more informed 

decisions in their healthcare practices or research studies. 

However, it is crucial to address the ethical and privacy implications associated with the use of large 

language models in patient similarity search. Privacy-preserving techniques, such as data anonymization 

or federated learning, should be explored to ensure the confidentiality and security of patient information 

during the search process. Additionally, adherence to legal and regulatory requirements, such as the 

Health Insurance Portability and Accountability Act (HIPAA) in the United States, is paramount to protect 

patient privacy and comply with relevant guidelines and regulations. By prioritizing privacy and ethics, the 

integration of large language models can be carried out in a responsible and secure manner, maximizing 

their potential benefits in patient similarity search while safeguarding sensitive information. 
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