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Abstract

Virtual Reality (VR) has been evolving over the last few years, but most of the hardware still re-
mains inaccessible to the common person. Smartphone VR, a type of VR where very simple and
cheap headsets are combined with the everyday smartphone, surged to make VR more widespread
and easily accessible. However, smartphone VR still presents a big shortcoming: due to it being
constrained by smartphone hardware, the interactivity levels in smartphone VR applications are
minimal. This poses a significant issue given that the lack of interaction, and in specific, natu-
ral interaction, can lead to a lesser sense of presence, perspective-taking and enjoyment of the
user, which are crucial in particular contexts, as is the case of immersive journalism and social
experiments.

Taking into account the smartphone’s available inputs, we propose to assess what different
kinds of natural interaction can be applied in the context of smartphone VR. We also aim to study
how these interactions can impact the user experience, namely in terms of immersion, presence,
empathy and enjoyment. Considering previous research about interaction in virtual environments,
we focus on three different methods of natural interaction that show potential: speech, which
can be detected by smartphone-embedded microphones; gestures that include the head, whose
detection can be done using motion sensors present on most smartphones; and finally, simple hand
and/or arm gestures that can be captured by the smartphone’s back camera.

We designed and implemented a browser-based application, that allows users to go through a
virtual scene, composed of different 360º video sections. At certain points of the application, the
users are asked to complete interaction tasks that can be of one of the three different pre-defined
methods. The recognition of different types of interaction is done in a simple and straightforward
manner. We developed as well one use case, represented by two different scenarios that envelop
the user in a real-life situation from a main character’s point of view. We finally carried out tests
with users, with 22 participants, to evaluate our solution, both in terms of the impact of the natural
interaction on the user’s experience and the efficiency of the produced software.

By analysing the results obtained during the user tests, we finally drew the necessary conclu-
sions and answered our guiding questions. In terms of usability, the outcomes varied according
to the interaction methods. Although some methods were more successful than others in terms
of robustness in detection, in general the perceived intuitiveness, easiness of use, naturalness and
clarity demonstrated good results. As for the impact on the user’s experience, the results are quite
positive for all the methods of interaction studied. We hence show that, with some future improve-
ments in mind, there is potential to elevate smartphone VR experiences with the use of natural
interaction.

Keywords: Smartphone Virtual Reality, Natural Interaction.
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“You never really understand a person until you consider things from his point of view... Until
you climb inside of his skin and walk around in it.”

Harper Lee, To Kill a Mockingbird

“People have stars that are not the same. For some, who travel, the stars are guides. For others,
they are no more than little lights. For others, who are scholars, they are problems. For my

businessman, they were of gold. But all these stars are silent. You, you alone, will have the stars
as no one else has them... (...) When you look at the sky, at night, because I’ll be living in one of

them, because I’ll be laughing in one of them, it will be to you as if all the stars are laughing.
You, only you, will have stars that know how to laugh!”

Antoine de Saint-Exupéry, The Little Prince
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Chapter 1

Introduction

Although VR technology is evolving rapidly, it is still far from accessible to the general public.

Smartphone VR surged as a more accessible alternative to the existing complex and expensive VR

systems, including desktop VR and standalone VR. In smartphone VR, the user’s smartphones are

placed inside the headsets, and within this category, we can consider two different types of sys-

tems. Firstly, not so relevant to our study, the type of system where the headsets include hardware

that is used by the system, like cameras and sensors, as is the example of the Samsung Gear VR.

Secondly, and what we are referring to when mentioning smartphone VR further in this study,

systems where a regular smartphone is inserted into a headset without any active components, that

serves as a case or holder, as is the case of the commonly known Google Cardboard.

1.1 Motivation

Despite the introduction of smartphone VR a few years ago, the interaction within it is still quite

limited, especially in cases where there is no use of external hardware besides the smartphone

HMD (head-mounted display). On one hand, the user is not able to use the mobile screen directly

to interact with the content. The motion sensors, although promising, are currently mostly used

for navigation purposes (and sometimes text input). Finally, while there are some scientific studies

done using the mobile’s intrinsic hardware (for example the back camera), other everyday extra

hardware (like smartwatches or headphones) or even the cardboard itself; they appear to be still in

the research phase and without many concrete applications.

Moreover, some of the existent means of interaction are not natural; this is, they are not easy

to learn or intuitive to the normal user. For example, in the simple case of grabbing an object, it

will be natural to reach out with your arm and then do a grabbing motion with your hand. For the

same case, it will feel quite unnatural to use a controller to point to the object and then to press a

button to grab it. This characteristic of interactions, their naturalness, can have an impact in the

senses of immersion and presence, which might be crucial in some applications and/or contexts.

An example of such is the use of VR in social experiments and immersive journalism, among

other similar applications. In these cases, it is expected that the users develop empathy towards a
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2 Introduction

particular group of people by experiencing their realities (which differ from their own), in a space

that is safe but that elicits an emotional connection.

Due to the complexity of the tasks these applications bring, there seems to be a compromise

between the simplicity of the system and the extent of the interaction. On one hand, there are

systems that have a high level of interactivity but that are complex, requiring extra hardware and

being less accessible. This is the case of systems with interaction using the entire body through

body tracking. On the other hand, systems with simpler technologies lack in terms of the types of

interaction available for the user. Most times, these systems only allow for interaction using the

movement of the head for navigation, in a passive way.

Considering all of this, there seems to be an opportunity to explore how we can have a natural

and active interaction in VR while maintaining high accessibility and simplicity of the system by

using no other hardware than the one included in current smartphones.

1.2 Problem

Although smartphone VR allows for VR to become more accessible, it presents some limitations

in terms of the possible types of interaction. The usual smartphone VR system relies on the

smartphone’s input and output methods. The headsets are commonly just a simple plastic or

cardboard casing for the mobile. Other types of external hardware, like hand controllers, gloves

or full-body suits, are also not used since the accessibility of the system is a priority.

Hence, and considering the common smartphones of today, in terms of input, we seem then to

be limited to the use of the motion sensors, the (rear and front) cameras, the microphone, the GPS

receiver, the touchscreen, the buttons and the barometer.

It is worth noting that not all of these input methods might be relevant or even usable in the

context of natural interaction and so it is necessary to evaluate each one of them, something that

will be done in a further section of this document.

An important problem arises from this scenario: how can we use these available input methods

to emulate natural interaction in smartphone VR?

1.3 Research Questions and Goals

With this problem in mind, we propose to answer two main research questions:

R1: What methods of natural interaction can be used in smartphone VR?

R2: Does natural interaction in smartphone VR contribute to the user’s experience, in terms of

immersion, presence, empathy or enjoyment?

To answer these questions, we define two main goals for this study:

O1: Explore different natural interaction methods, taking into consideration the smartphone in-

put limitations.
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O2: Evaluate and compare the effects of the implemented natural interaction methods on the

user’s experience, in terms of immersion, presence, empathy and enjoyment.

1.4 Outline

This first chapter (chapter 1) introduces the scope of the research, pointing out the relevant context

and correspondent motivation. It also presents the problem we try to solve and the respective

research questions and goals.

Chapter 2 then puts forward an analysis of the literature related to the defined problem, start-

ing with a brief introduction to virtual reality and related concepts which are more relevant to this

research (immersion and presence). Following an investigation into natural interaction and its im-

pact on presence, we proceed with a more technical investigation, exploring past implementations

that can be of use in the scope of our project.

We continue to chapter 3 with the proposal of a solution to our problem, including the method-

ologies adopted, the analysis and choice of the methods of interaction to be further explored, the

requirements elicitation, the system architecture and the roadmap for the execution of the solution,

from the beginning of the development phase to the delivery of the results.

In chapter 4, we describe the development of the proposed solution. We start by conveying

the technologies and tools that are used for the development. After we give an overview of the

system’s workflow, we describe the implementation details for each of the three chosen types

of interaction. Then follows a description of the input parameters and files of the implemented

application as well as the produced output (data logs).

Chapter 5 goes on to detail the evaluation process of the implemented solution, delineating the

design and implementation of a use case. It also describes the user tests, including their design,

structure, data gathering and execution. Lastly, this chapter presents the results of the evaluation

phase.

Finally, chapter 6 sets forward some conclusions drawn during the entire research, as well as

some notes on its limitations and future work possibilities.
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Chapter 2

Literature Review

In this chapter, we present an overview of previous studies in areas related to our research. We

briefly introduce virtual reality, its story, evolution, and main limitations. After, we study two con-

cepts deeply connected to VR: immersion and presence, including some of its subconcepts and

ways of achieving them. We then focus on interaction within virtual environments, particularly

the concept of natural interaction and its importance in specific contexts. Finally, considering the

smartphone’s input limitations, we look into works that implement interaction, natural or unnatu-

ral, but with the potential to be reused in different contexts.

2.1 A Glance at Virtual Reality

The concepts behind Virtual Reality can be traced all the way back to the 60s with Sutherland’s

introduction of “The Ultimate Display” [62] and, later on, of the first head-mounted display [63],

a complex display system that allowed the user to be surrounded with 3D information through the

use of a pair of special spectacles. However, it was not until 1988 that the term Virtual Reality was

first coined by Lanier. He defined it as “a technology that uses computerized clothing to synthesize

shared reality. It recreates our relationship with the physical world in a new plane (. . . ) It only has

to do with what your sense organs perceive.” [31]

Fast forward two decades, the Oculus Rift project, which intended to create an affordable VR

system for the masses, got funding in 2012. This marks the beginning of the second wave of VR

that brought the emersion of new VR products and technologies, accessible to the general public

[5]. With the objective of making VR more accessible, smartphone VR surged shortly after with

the release of the Google Cardboard [35] in 2014 and the Samsung Gear VR [52] in 2015.

Since then, VR has seen incredible growth and research predicts a compound annual growth

rate (CAGR) of 15% between 2022 and 2030 [50]. With applications that go from entertainment

and education to health and sales, for example, VR still has challenges in need of better solutions

[67].

Some of the current limitations of VR have to do with the high cost of most sets, the graphic

capabilities of the systems and even the risk to eye health, as well as associated headaches and neck

5
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pain [67]. Accessibility for disabled people seems to be still lacking in most cases and there is still

room for improvement in terms of making the devices more ergonomic [38, 21, 11]. Additionally,

VR sickness remains as a problem to be fully solved [59]. For the specific case of smartphone VR,

there is still a limitation in terms of the possible levels of interaction, due to the mobile hardware

constraints [20].

2.2 Immersion and Presence in VR

Two of the concepts that are deeply interconnected with Virtual Reality are immersion and pres-

ence. In this section, we explore these two concepts and subconcepts. We also explore the ideas

of embodiment and perspective taking, which are correlated.

2.2.1 Immersion

Murray defined immersion as “the sensation of being surrounded by a completely other reality

(. . . ) that takes over all of our attention, our whole perceptual apparatus” [39].

Slater and Wilbur defined immersion as “a description of a technology (. . . ) [that] describes

the extent to which the computer displays are capable of delivering an inclusive, extensive, sur-

rounding and vivid illusion of reality to the senses of a human participant”. They argue that

immersion is objective and quantifiable, as it is a property of the system [58].

Bringing together the perspectives of different authors, Nilsson et al. created a taxonomy

based on three dimensions, showed in figure 2.1 [40]:

• system immersion: the ability of the technology to deliver senses, independent from the

user’s reaction

• narrative immersion: the sensation of being absorbed by the story and its components

• challenge-based immersion: the sensation of being absorbed by the tasks/challenges pre-

sented

2.2.2 Presence, Place Illusion and Plausibility Illusion

Associated with the term immersion is many times the known concept of presence. Presence is

often simply defined as a sense of “being there”.

For the specific case of virtual environments, Witmer and Singer have said it to be the experi-

ence of being in a computer-generated environment rather than the actual physical location. They

also add that there are two necessary conditions for the existence of presence: immersion and

involvement, which is related to the focus of the attention and energy of the user. Furthermore,

they introduce several hypothesized factors that influence presence, as well as two questionnaires

(the Presence Questionnaire (PQ) and the Immersive Tendencies Questionnaire (ITQ)) that can be
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Figure 2.1: Dimensions of immersion according to Nilsson et al. - "Illustration of the proposed taxonomy of existing conceptual-
izations of immersion. The three axes represent the extent to which interaction with a system involves system immersion (vertical),
narrative immersion (horizontal), and challenge-based immersion (depth). The degree to which each type of immersion is presented
is represented on a scale from 0 to 1, where 0 represent absence and 1 represents the highest possible level of immersion" [40].

used to evaluate the sensed presence in a VE by an individual and the capacity of an individual to

be involved and immersed, respectively [71].

Slater introduced the concept of Place Illusion (PI) as a more specific term for presence: “the

strong illusion of being in a place in spite of the sure knowledge that you are not there”. Addi-

tionally, he presented the term “Plausibility Illusion” (Psi) and differentiated it from PI: it is “the

illusion that what is apparently happening is really happening (even though you know for sure that

it is not)” [57].

Presence can be achieved through different dimensions, including spatial sound, realism

(which can relate to system immersion), interaction (under which we can consider natural in-

teraction) and proprioceptive matching (also referred later on as sensorimotor correspondences),

which is deeply interconnected with the concepts of embodiment [58].

2.2.3 Embodiment and Perspective Taking

Although immersion, presence and plausibility illusion are a component of any virtual environ-

ment, they can be more crucial in some specific application contexts than others. More specifically,

we can talk about cases where an embodiment of the avatar and/or the perspective-taking of the

participant is the main goal.

In the context of VR, embodiment can be described as the sense that the avatar’s body is the

user’s body. Embodiment can be achieved through two different methods. The first, sensory signal

correspondences, has to do with the correlation with what the user feels and sees (for example,

when the user sees a fake hand being touched synchronously as their own hand is, that creates a

sense that the fake hand is their own). On the other hand, sensorimotor correspondences relate

to the synchronization between the avatar’s and the user’s own physical movement (for example,
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when the user sees the avatar’s hand moving synchronously as his own is in real-time). In both

cases, synchronization is key to the illusion of ownership of the virtual body [6].

Furthermore, perspective-taking is about taking a different point of view (in relation to a per-

son’s own). It can take two different forms: “you can imagine how the other perceives the situation

and how that person feels as a result (imagine other), or you can imagine how you would perceive

the situation were you in the other’s position and how you would feel as a result (imagine self)”

[9]. Additionally, in the context of VR experiences, you can experience two different types of

perspective: first-person POV (from the actor who performs a certain action) or third-person POV

(from a passive observer, who witnesses the actor performing a certain action) [3].

These two concepts can be applied to different expected (psychological) results.

Firstly, we might want to allow the user to perceive themselves in a different way. Osimo

et al., for example, used a virtual environment for a self-counselling application where the study

participants discussed a problem with a counsellor. The counsellor would vary between a lookalike

avatar of the participant and a representation of Freud. It was found that seeing oneself from a

different perspective/body tended to improve the participant’s mood and happiness, which may

indicate an improvement in self-compassion [42]. Additionally, Porras-Garcia et al. work showed

that body exposure in VR can help improve emotional, cognitive, and behavioural responses to

body image in patients with eating disorders [47].

Secondly, we may wish the user to experience a situation that they already experienced but

from a different perspective, which can lead to a change in perceptions, attitudes and behaviours

in those kinds of situations [8, 1]. In specific, we can apply this to the reduction of biases, namely

gender [34, 3] and race [8, 30] biases. We can also use these concepts in the context of the

prevention of aggressive behaviours, such as the case of rehabilitating and improving emotion

recognition in domestic violence perpetrators [53, 54].

Thirdly and lastly, the user might want to experience a situation they would not be able to

experience (safely) another way. Immersive journalism (a form of interactive journalism where

the participant is able to experience the news story in a virtual environment) is a clear use case

of this. Some already existing news stories cover topics like hunger [18], displacement due to

war [56], solitary confinement [12] and even glacier melting [17]. In 2010, de la Peña made the

hypothesis that immersive journalism could create a bigger emotional and empathic response in

the audience, making use of PI, Psi and perspective-taking [13]. Nowadays, some of these news

stories already show us that that is indeed true [64].

Furthermore, a study in immersive journalism, by Sundar et al., showed that presence is corre-

lated with credibility, memory and story-sharing intention. In fact, “when stories are emotionally

powerful and also richly narrated, they may override the capacity of the technological factors”,

although these last can play a bigger role in the absence of the first. Besides that, realism plays a

big role in trust and perceived source expertise, so it must be balanced with the sense of presence

[61]. However, it is worth noting that, considering that the user does not have a decision in the

direction of the narrative, since the story told must always correspond to the facts, the interaction

levels in immersive journalism might be limited [29]. The same limitations in interactivity also



2.3 Eliciting Presence through Natural Interaction 9

seem to be observed in the other applications mentioned above and so, it is important to explore

how we can increase the interactivity levels in these situations where we wish to elicit not only

presence but also an emotional response and empathy from the participants.

2.3 Eliciting Presence through Natural Interaction

Natural interaction can be defined as the “exploitation of natural (i.e. intuitive, familiar, innate,

universal, cross-cultural, etc.) skills or abilities for controlling, either implicitly or explicitly, a

computer system” [25]. Although natural interaction can be achieved in different ways, what

really characterizes it is that its design is adapted to normal human behaviour and not the other

way around [51]. Some commonly seen forms of natural interaction are gestures, speech, facial

expressions, eye movement and even touch, among others [55]. However, since we are focusing

on interaction in smartphone VR, we will limit ourselves to referring to the ones that are relevant

within that context.

Georgiadis and Yousefi, for example, used natural gestures in the context of a smartphone VR

game and showed that the natural interaction technique improved their presence and engagement

in the game when compared to the use of buttons [16]. Additionally, an experiment conducted by

Bailey et al. showed that, in comparison with arbitrary gestures, natural gestures lead to a higher

sense of immersion, presence, usability, sense of control and interface quality [7].

Narrowing down the movement to the face, Ilves et al. compared the use of head movement

and facial expressions (with computer vision techniques) to a joystick as input methods in a game-

play context. They found that, although the joystick was more effective, the first (and more natural)

method enhanced the user’s experience in terms of entertainment, interestingness, challenge and

immersion [26].

On a different note, it is worth mentioning Osking & Doucette’s work in establishing a connec-

tion between voice control systems and their effect on users’ emotions. As a use case, they used

a dialogue-based game where, at certain predefined breakpoints, the player had to choose from

a selection of pre-written dialogue lines, either by reading them or selecting them with the help

of hand controllers. By comparing the use of speech recognition with a traditional system (hand

controllers), they discovered that the voice interface was more enjoyable and more emotionally

impactful, enhancing the user’s embodiment of the game’s protagonist [43].

Breath can also be used as a natural interaction technique. Sra et al. created BreathVR, where

the breathing of the user controls their actions inside a VR game. Different breathing patterns

(like gale, waft, gust and calm breathing) are associated with different actions in the game (like

stopping, slowing down, freezing, expelling fire, etc.). A user study showed a bigger sense of

presence and better game experience with the breathing interface compared with the typical use

of buttons in hand controllers. It was also concluded that the breath gestures need to be well

contextualized with the right narrative and correspondent game effects [60].

These studies help us see not only the use of some different natural interaction methods but

also how they can improve presence and even emotional response in virtual environments. It seems
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now relevant to explore how methods like these (and others) can be implemented in the context of

smartphone VR.

2.4 Interaction Methods in Smartphones

In comparison with other more “complex” types of VR, smartphone VR presents some limitations

(in hardware) that can restrict immersion and, more concretely, system immersion, since narra-

tive and challenge immersion do not depend on the technology used. Although the restraints in

resolution, field of view, optics and positional tracking do not seem to elicit differences in terms

of presence, usability, satisfaction and learning outcome [44], the lack of hand/body trackers and

other specific hardware can limit the interaction between the users and the virtual environments.

Considering that among all the smartphone’s input possibilities, the cameras (back and front),

motion sensors and microphone seem to be the most explored and relevant in the context of smart-

phone VR, we will start by exploring some pertinent work focused on those three input methods

and then move on to some other studied interaction types.

2.4.1 Using Cameras

Most smartphones nowadays include front and back cameras, with their quality (and the number

of cameras) increasing with time [48]. These cameras can be used as input in smartphone VR for

different types of applications and contexts.

The back camera can be used, for example, to detect the user’s hand and/or fingers, which can

be particularly useful for simple selection tasks or even more complex tasks with interaction via

micro gestures.

Ishii et al. developed FistPointer, in which a smartphone’s back camera detects the movement

of the user’s thumb. The user then can move the pointer by moving their hand and make their

selection by folding their thumb (which is equivalent to a “click”) [27]. On the same note, Luo &

Teather compared three types of selection methods using the smartphone’s back camera. Through

a user study, they found that the ray techniques (head ray and finger ray) performed considerably

better than the direct touch one (air touch) due to the imprecision in depth [37].

In the micro gestures area, Li et al designed a set of microgestures for system/video player

control. They used, firstly, the knowledge of two professional ergonomists and, later on, a user

study to come to 19 proposed microgestures for 20 commands, where comfort and naturalness

were valued [32]. Similarly, Wu et al. designed a set of gestures for immersive VR shopping

applications. They also performed a user study to compare the use of said gestures with other

traditional VR interaction methods (virtual hand controller and ray-casting), with the gestures

having outperformed the other methods in terms of user experience and presence without loss of

performance [72]. Although both these studies used external cameras to capture the participants’

movements, their conclusions can be equally applied to smartphone cameras.
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Adding a new simple and affordable piece of “hardware” to a normal cardboard headset, Ahuja

et al. developed a method to digitize the whole body of the user: MeCap [2]. Two mirrored half-

spheres mirror the body and are then captured by the mobile’s camera. This allows capturing not

only the body pose of the user but also their hand gestures, mouth state and colours of skin and

clothes. Although MeCap still presented a number of limitations, including latency, reliance on

environment conditions and motion blur, among others, it presented an accuracy rate of about 80%

for body pose estimation and 60% for mouth state, though the accuracy, in this case, increases to

more than 95% when considering only two different mouth states.

Moving to the smartphone’s front camera, its use is more limited, considering it will be facing

the user’s face in a normal use case and, in a very close range. However, this does not mean it

can not be used for interaction. For example, Hakoda et al. used the front camera to develop a

system for eye/gaze tracking. The tracking was tested in a selection task application where lower

latency was essential. Even so, it is worth noting the several limitations of the system, namely the

different positions of front cameras in different smartphone models, the dependency on the light

of the environment and the fact that it is only possible to track one of the eyes [19].

2.4.2 Using Motion Sensors

Although less widely known hardware parts, the motion sensors are important components of any

VR system, that are present in most smartphones nowadays. They can monitor “device movement,

such as tilt, shake, rotation, or swing” [4]. The motion sensors are used in almost all systems to

detect head movement and change the display accordingly.

Moreover, the smartphone’s motion sensors are commonly used for navigation in virtual

worlds. Tregillus & Folmer, for example, introduced VR-STEP, a method where the motion sen-

sors are used for step detection and gaze detection (movement direction), respectively, allowing

the user to walk in a virtual environment. This method proved to be more immersive and easy to

learn than the baseline LDTM (look down to move) [66]. Tregillus et al. also presented a head

tilt navigation method, that outperformed the more common joystick method both in presence and

performance [66].

The motion sensors can also be used in the detection of head gaze, which can be applied

in selection and text-entry tasks. Lu et al. compared three different text-entry methods for VR

(DwellType, NeckType and BlinkType), all three using head gaze to “navigate” the keyboard.

The study found BlinkType to perform better and to produce a better user experience, although

it presents the limitation of needing an eye tracker [36]. Additionally, Yu et al. introduced a

word-level gesture keyboard (WGK) for head-based text entry (GestureType) and compared it

with more usual text-entry methods (TapType and DwellType). GestureType performed better,

with an accuracy of 97%, and it was shown a learning effect, where users improve their speed of

entry without sacrificing accuracy as they get more familiar with the method [74].

With what can be considered a more out-of-the-box idea, Yan et al. developed Cardboard-

Sense, designed for the Google Cardboard headset. This interface allows the user to interact with

the virtual environment by tapping in different spots of the cardboard surface. The taps produce
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vibrations than can be detected by the gyroscope and identified with a deep learning model, with

an accuracy of 98.9% [73].

2.4.3 Using the Microphone

Although external microphones can be used, all smartphones (and even older phone models) in-

clude embedded microphones that serve as input hardware and hence can be used in smartphone

VR systems.

Pick et al. designed SWIFTER, a text input system that combines speech recognition with

a point-and-click interface for handling input. Although there were no significant differences

in terms of performance, it was noted that users preferred SWIFTER to a typical smartphone

keyboard input [46].

On a different note, Hepperle et al. explored the use of speech recognition in the context of

task solving, comparing it with other two interfaces: 2D and 3D. The tasks involved not only text

input but also selection and object manipulation in a virtual environment. A user study revealed

the choice of the “better” interface always depends on the prioritary needs of each application:

for a bigger sense of presence and playful experience, 3D interfaces are recommended; for the

manipulation of a large amount of objects, 2D interfaces allow for faster and more accurate results;

if ease of learn is intended and/or the task needs a lot of text input, then speech is a better choice.

Despite this, it is worth noting that the speech interface induced the greatest overall satisfaction,

followed by 3D with 2D in last place [22].

Although the microphone is most commonly seen used in speech interfaces, it is not limited

to voice interaction.

Such is the example of the work produced by Sra et al., previously mentioned. With their new

natural interaction technique, BreathVR, the actions of a player inside a VR game are controlled by

their breathing. The user’s breathing is captured by the microphone, converted to a waveform and

compared with baselines for categorisation into pre-established breathing “types”. It was shown

that the breathing interface was generally preferred by the users. However, no performance tests

were made to better compare both methods [60].

On another hand, Chen et al. developed GestOnHMD, designed for the Google Cardboard. In

this system, the users draw pre-defined gestures in the cardboard surfaces. The sounds produced

by the touch are then captured by the microphone and processed by a deep learning model that

classifies the gesture with an accuracy of 97,7%. The set of pre-defined gestures was designed

with a user study, to ensure their naturalness. The biggest limitation of the system seems to lie

on the sound variance within different headsets and error handling (especially for false positives)

[10].

2.4.4 Using Other Types of Input

Although the magnetometer is only present in some smartphones, the initial version of Google

Carboard included a magnet that allowed the user’s to interact with the environment by simulating
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a tap on the screen. This characteristic was further explored by Li et al. with ScratchVR. By

slightly altering the Cardboard, they created 10 ridges in a circular shape so that the user can move

the magnet from rigde to ridge. The magnet’s position is then detected using a Support Vector

Machine. It was shown that ScratchVR was more effective than gaze in large menu use [33].

Moreover, there are also some studies on the use of some common smartphone hardware like

smartwatches and headphones.

WatchVR, designed by Hirzle et al. is one example. In here, the smartwatch’s use in point-

ing/ selection tasks was tested taking into consideration two different variables: the interaction

method and the wearing method. For the interaction method, it was found that the method using

the smartwatch’s motion sensors not only performed better, but was also preferred by the users,

in comparison to the smartwatch’s touchscreen. In terms of the wearing method, the hand-held

controller-like method was preferred and performed better than the normal wrist-wearing method.

However, it was noted that these results can be different when considering the duration of the task

[23].

Similarly, PAWdio, introduced by Zayer et al. uses the smartphone headphones to track the

hand position for pointing/selection tasks. Using acoustics, it is possible to calculate the distance

from the hand-held earbud to the smartphone. Although it was proven than PAWdio offers a basic

and affordable input with good immersion levels, it also presented several limitations. The 1D

input seems to be the larger but there are also the limitations in playing audio while using the

system or even the robustness of the system [75].

2.5 Summary

Virtual reality can provide alternative and appealing experiences to users that allow them to con-

front different realities and/or different perspectives and even change attitudes and behaviours.

Natural interaction in specific can lead to a higher immersion, presence and emotional impact on

the user. When the interaction is well contextualized, the use of hand, arm, or body gestures, fa-

cial expressions, speech or even breath, seems to enhance the user experience greatly. Although

smartphone VR provides an accessible means to bring these experiences to the normal user, it also

still presents some shortcomings in terms of interaction due to its input limitations.

Previous work indicates the use of the smartphone back camera to detect hand gestures/ move-

ments and even facial expressions (mouth state), with the use of some extra simple hardware. The

front camera, although considerably more limited and challenging, can also be used to detect eye

gaze. Additionally, motion sensors allow for the use of head movements/gaze as well as steps

as interaction techniques. On a different note, the microphone allows to introduce speech and

breathing-based interaction, as well as gestures done on the headset, although this last option is

considerably more constrained. Finally, extra hardware like smartwatches and headphones can

also be used in hand movement/gesture recognition.

Although the existing studies show us the potential for interaction in smartphone VR, the

correlation between their use in smartphone VR and results in terms of immersion, presence,
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empathy and enjoyment is still to be further investigated. Furthermore, apart from the combination

of speech and head gestures for text input tasks, the studies seem to shy away from exploring the

combination of methods, only sometimes comparing them. With this in mind, there seems to be

an opportunity to explore how natural interaction methods can be applied to smartphone VR and

provide a means to improve the user’s experience.



Chapter 3

Proposed Solution for Natural
Interaction in Smartphone VR

Given the opportunities found in the literature review in the previous chapter and given the research

questions presented in section 1.3, we propose the creation of a smartphone VR application where

the user can interact with the environment using different natural interaction methods. This chapter

provides insights into our proposed solution.

We start by offering a general description of what we intend to create in section 3.1, followed

by the methodology we will follow in 3.2. We then proceed, in section 3.3, to elaborate on the

reasoning behind the choice of methods of natural interaction to be further explored and imple-

mented. After that, we define the system requirements in 3.4 and its architecture in 3.5. In section

3.6, we finally present a roadmap that will serve as a guideline for the implementation phase.

3.1 General Description

As established in sections 2.1 and 2.2, smartphone VR applications still seem to lack in terms of

interaction due to input limitations, which, as established in section 2.3, can mean an unexplored

potential for a higher sense of presence in such applications. Taking into consideration the use of

smartphone inputs introduced in section 2.4, we propose to implement a simple smartphone VR

application. This application should allow its user to visualize a virtual scene and interact with

it via natural interaction methods. Given the research questions previously presented, the scene

must be designed in order to allow its normal flow with no interaction at all (passive visualization)

or mandatory interaction with one or more types of natural interaction. This allows for easier

withdrawal of conclusions in the evaluation phase. As for the choice of which methods of natural

interaction are further explored, it is elaborated upon in section 3.3 of this chapter.

15
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3.2 Methodology

This study follows the Design Science Research Methodology (DSRM) defined by Peffers et al.

[45].

We first identify the problem at hand and the motivation to solve it by exploring the existing

literature and corresponding gaps in the research (chapter 2). We then move on to define the goals

of the investigation, setting the solution requirements and architecture, always using the literature

review as a basis for what technology to explore, in particular, which methods of natural interaction

(chapter 3). The study proceeds with the design and implementation of a prototype (chapter 4) and

further demonstration of the use of the solution with the design and implementation of a use case

(section 5.1). Furthermore, we evaluate the solution with the execution of user tests, evaluating not

only the usability of the solution (usability testing) but also the its technical performance (section

5.2). The communication of the results of this research is achieved through this document, as well

as other possible future publications. Finally, in chapter 6, we discuss the need for iteration of the

process as a way to improve the current solution.

3.3 Choice of the Methods of Interaction

Before moving on to the definition of the requirements of the solution, it is crucial to make a

choice regarding which methods of natural interaction are worth exploring, given the constraints

of the project. To analyse the possible methods in the context of smartphone VR, we consider the

input methods offered by the technology, as presented in section 1.2. It is important to note that,

for this analysis, the accessibility/availability of the technology is a deciding factor.

Starting with the barometer, we immediately exclude it from our list, since it is only present on

some smartphone models nowadays. Although not all motion sensors (gyroscope, accelerometer

and magnetometer) are present in all smartphone models, most of them use sensor fusion to obtain

all the necessary data. As so, we consider that the motion sensor needs are met in nowadays

smartphones. Taking into account that the smartphone’s GPS receiver precision is in order of the

meters [24], it also seems inadequate to use its input in VR, where the users are not expected to

displace themselves (more than a couple of meters).

For the remaining input methods, we benefit from the information obtained in sections 2.3

and 2.4 to cross the interaction techniques with the smartphone’s available inputs, as seen in table

3.1. It is worth reinforcing that the combination of the referred natural interaction methods is not

observed in the literature.

Within our possible choices, it is worth noting that although facial expression detection is

possible with the smartphone’s rear camera, it takes some extra hardware (like the use of mirrored

spheres [2]), which can bring complications in terms of the availability of the technology. As

for the smartphone’s front camera, although this is an input available in almost all smartphones

nowadays, it suffers from being too close to the user’s face, and possibly even obstructed, given

the lack of uniformity in smartphone models.
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Table 3.1: Use of smartphone inputs for natural interaction in the literature review. * indicates the need of simple extra hardware.

Motion
Sensors

Rear
Camera

Front
Camera Microphone Touchscreen Buttons

Head Gestures
√

Hand/Arm Gestures
√

Facial Expression
√

*
Eye Movement

√

Speech
√

Breathing or Other
User-Produced Sounds

√

Touch(haptic)

Given the time constraints of the project, we also exclude breathing or other user-produced

sounds from the study. Although it has some similarities with speech interaction, the large avail-

ability of speech recognition software makes the second option a more viable one in comparison.

Finally, we reach a choice of three methods of natural interaction (and respective input meth-

ods) that seem to be worth exploring, namely in terms of viability, within the scope of this project:

• head (or full body including head) natural gestures, with detection using the motion sensors;

• hands and/or arms natural gestures, with detection using the rear camera;

• speech, with detection using the microphone.

3.4 Requirements

To guide the development of the proposed solution, as well as the design of the use case, we de-

fine a set of requirements for the system. For this phase, we consider as a use case an experience

where the user goes through a narrative scenario composed of 360º videos, where there are oppor-

tunities to interact with the virtual environment without changing the course of the narrative. The

requirements, based on the research questions set in chapter 1, as well as in the literature review

in chapter 2, are the following:

• The environment and narrative should feel realistic to the user;

• The user should feel immersed in the environment;

• The user should have a sense of presence during the experience;

• The experience should elicit in the user empathy towards the main character;

• The experience should be enjoyable to the user;

• The user’s interaction with the scenario should feel natural and intuitive to them;

• The user’s interaction with the scenario should be easy to understand and execute by the

user;
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• The user’s interaction with the scenario should feel contextualized within the narrative;

• The user should be able to advance in the narrative, even if not able to perform the interac-

tion;

• The experience should not cause nausea to the user;

3.5 System Architecture

With all the constraints presented up to now, we design a simple architecture for the system.

We consider three main components within the architecture: the software implemented by us

within the context of this study; the smartphone hardware components that will be necessary for

this project; and the software developed by third parties, that will be used to obtain data from the

input hardware and/or aid in the recognition of certain types of interaction. Figure 3.1 illustrates

the architecture of the system, with these three components and the way they interconnect.

Figure 3.1: System architecture.

Within the “Implemented Software” component, we have a main subcomponent “Scenario

Manager”, which is responsible for starting the application and running the scenario, moving

from across its several moments (with and without interaction). We also have a subcomponent

for each of the three methods of interaction: “Hand Gestures Processor”, “Speech Processor”

and “Head Gestures Processor”, which are responsible for detecting their type of interaction and

acting accordingly. The subcomponent “Interaction Processor” does the connection between the

Scenario and each of the three interaction types.
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Regarding the “Smartphone Hardware”, as it was mentioned before, there are three different

subcomponents used for input to the system: the “Back Camera”, the “Microphone” and the “Mo-

tion Sensors”. Additionally, the “Speakers” and the “Screen” work as the system outputs, as they

are responsible for playing the scenario content.

3.6 Roadmap

With the requirements and system architecture defined, we plan the next steps and tasks of the

research:

• Research the 3 interaction methods (speech, head gestures and hands gestures);

• Exploration of the technology to be used;

• Implementation of the Scenario Manager;

• Implementation of the Interaction Processors;

• Use Case design;

• Use Case implementation;

• Evaluation design and preparation;

• Testing and error fixing;

• User tests execution;

• Results analysis and conclusions;

• Document writting-up;

3.7 Summary

In this chapter, we proposed the creation of an application that allows a user to experience a

360º video-based smartphone VR experience and interact with it using three different methods of

interaction: speech, head gestures and hand gestures.

In the next chapter, we now proceed to describe the implementation phase of said solution.
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Chapter 4

Development of the Smartphone VR
Application

The developed solution, according to the proposal in the previous chapter, is a browser-based

application, that allows to user to go through a 360º video scenario, in VR mode. The scenarios

can or not include interaction, which serves as a means of comparison during the evaluation phase.

In the case where the scenarios include interaction, the application requests, at certain points, a

specific interaction “task”, which the user needs to perform in order to advance in the scenario.

In this chapter, the application and correspondent implementation are described. First, we

specify the tools and technologies used for the development of the system, in section 4.1. We then

proceed to give an overview of the system and define the high-level workflow of the application,

in section 4.2. Afterwards, in section 4.3, we present the implementation details for each of the

interaction methods, including limitations and development decisions. In section 4.4, we identify

all the inputs the application takes, namely its URL parameters and JSON input files. Finally, in

section 4.5, we point out the output of the application, namely the data logs that are later used in

the evaluation phase.

4.1 Development Tools and Technologies

Given the requirements of the system, defined in section 3.4, we decided to make the application

browser-based. Browser-based applications have the advantage of being easily accessible on dif-

ferent types of devices, as well as not requiring any type of installation process. Furthermore, they

simplify the development phase, since browsers nowadays, namely Google Chrome, have a myriad

of tools for debugging and port forwarding that allow for instant launch of web applications.

In terms of the technologies used for web development, we decided to go with React and

node.js. The compatibility of these technologies was decisive since they are compatible with all

modern browsers [28]. However, other aspects factored in: React and node.js are widely used,

which means the support community is quite large; they are easy to learn and there is already

some personal experience with the technology, which facilitates the development.

21
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We also employ the JavaScript WebXR API, which is used to “support rendering 3D scenes to

hardware designed for presenting virtual worlds” [69], such as the Google Cardboard. Although

still in the experimental phase, this API simplifies the visualization of Virtual Reality scenes in

mobile devices.

Finally, Three.js, a cross-browser JavaScript library that simplifies the use of WebGL to draw

3D objects [65], is also used. This library allows to very easily create a 3D inverted sphere where

the scenarios are displayed to the user. It was chosen due to the large amount of examples available

which facilitated the fast beginning of the development.

For the implementation of the three interaction methods, other technologies are used that are

important to consider when defining the compatibility of the system, namely the Web Speech API,

the deviceorientation and decicemotion (in the “mwilber/nod.js” plugin) events from the Window

API, and the react-camera-pro, all of which are further explored in section 5.3. With all of this we

can define the final compatibility of the system, in table 4.1.

Table 4.1: Compatibility of tools and technologies used in most common browsers.

Technology Browser Version
Chrome
Android

Firefox
for Android

Opera
Android

Safari
on iOS

Samsung
Internet

WebXR [69] 79 NO 57 NO 11.2x
Speech Recognition [68] 33 NO 20 14.5 2.0
deviceorientation [15] 18 6 12 4.2 1.0

devicemotion [14] 32 6 18 4.2 2.0
react-camera-pro [49] 114 113 73 11 6.2

Final 114 NO 73 NO 11.2

4.2 System Overview and Workflow

The system is implemented according to what is set in chapter 3, using the technologies and tools

described in the previous section. The components of the system and respective relations are seen

in figure 4.1. As for the workflow from the point of view of the user, it is presented in figure 4.2

and described next. We also include some aspects related to the instrumentation for the user tests

phase.

The application is initialized, first showing a screen that allows the user to start the experience

by clicking a button on the screen, as seen in image 4.3.a. The scene is then initialized and checks

the validity of the URL input data, which contains parameters that allow to retrieve the scenario’s

details and will be later on clarified in more detail. If not, the screen shows a message saying that

the URL props are not well-defined or valid, as shown in figure 4.3.b. If the URL data is indeed

valid, the participant is shown a screen that says “wait till the experiment starts”, as seen in figure

4.3.c. From here, the system requires a press on key “S” to enter VR mode and start the scenario

itself. The application was implemented this way to facilitate our control during the user tests,
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Figure 4.1: Components of the system and respective relations.

Figure 4.2: Workflow of the system from the user’s perspective. The blue corresponds to when the system is in VR mode. The green
text corresponds to instrumentation steps.

where the execution is in a computer environment but the visualization on a smartphone, as will

be detailed in a future section of this document.

When the VR mode is initiated in Scene.js, an “inverted” sphere is created using Three.js,

using the method seen in figure 4.4. This sphere is the display means for the 360º content, which

is showned to the user like seen in figure 4.5. Each scenario is composed of several sections, which

have a 360º video associated, and may be of two types: (just) video or (video with) interaction.

Scenario.js has all of the scenario’s corresponding sections and manages which section is currently

active (being shown to the user), as well as the switch between different sections, once they have

ended. Section.js represents the behaviour of the section which may or not have an Interaction.js

component associated. Its in Section.js, that the video element in the Three.js sphere is updated to

correspond to the new section. A section is considered to have ended:

• if the section is just video: when the video is over;

• if the section contains interaction:
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Figure 4.3: Screens of the initialization of the experience application. a. Screen asking user to start; b. Screen when the URL
parameters are not valid; c. Screen when experiment is ready to start.

– once the interaction task is completed and detected with success;

– or, for instrumentation of the user tests, when the key “E” is pressed.

Figure 4.4: Application of video to "inverted" sphere.

Each interaction can be of four different types, representing the three interaction methods de-

scribed before, plus an extra interaction, KeyInteraction.js, which was implemented to aid during

the user tests and that comes to and end only when key “E” is pressed. The scenario is over when
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Figure 4.5: Example of a video played in VR mode.

its last section has ended. Then, the VR mode is disabled and the user is shown a final screen,

thanking them for their participation in the experience.

4.3 Implementation of the Interaction

Given that each method of interaction is very distinct from one another, each of them was imple-

mented independently in its own module. In this section, we cover the implementation details of

each of those methods: speech, head gestures and hands gestures.

4.3.1 Speech

When exploring voice and speech interaction, several options were considered in terms of what

aspects can be detected and used as natural interaction. The first one that was identified with

related work, and that became our choice for this phase of the implementation, is the detection of

the content of the speech, this is, speech-to-text recognition. However, and although we decided

not to cover it during this project, it is also relevant to mention different voice parameters, like

volume or tone, which are inherent to any natural speech interaction and can be laid as possible

future work.

For asynchronous speech recognition, the Web Speech API comes in handy, particularly the

Speech Recognition interface. This API allows for a quick setup of the recognition software, which

we then use to convert audio input from the smartphone’s microphone to a string output, combined

with the rate of confidence in the detected text. The main limitation of this API lies in the fact that

it needs an internet connection, which does not seem significant considering that our application is

web-based and would likely be disseminated using the internet as well. In terms of the parameters

set for the API, which can be observed in listing 4.1, we used the (US) English language, since

we wanted to make the application more globally accessible. The maximum number of alternative

results is set to 1, which means the system only tries to match the audio input to one text output.

Although in the future we may try to match several alternative results with the expected inputs, a
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choice for simplicity was taken. The recognition is continuous, indicating that the system is always

trying to "listen" to new voice inputs, which allows to continuously try for a match of the user’s

input. Finally, we do not receive interim results, since we wish to only process the input once the

user has finished talking. To simplify, we do not set a specific grammar for the recognition.

1 this._recognition = new SpeechRecognition();

2 this._speechRecognitionList = new SpeechGrammarList();

3 this._recognition.grammars = this._speechRecognitionList;

4 this._recognition.continuous = true;

5 this._recognition.lang = ’en-US’;

6 this._recognition.interimResults = false;

7 this._recognition.maxAlternatives = 1;

Listing 4.1: Setup of the speech recognition API.

Speech recognition is started as soon as a section with speech interaction is initiated. Whenever

speech is detected and returned with success by the API (onresult()), we analyse the text input, by

comparing it with the several possibilities for the expected input, set in the configuration JSON file,

detailed on 4.4. Given our goal to have a simplified solution, the comparison is done by checking

if, for each possibility, the input string is a subset of the expected string. If a match is found, the

speech recognition is ended, as well as the current section. If not, then the speech recognition API

continues its behaviour, continuously trying to detect and recognise new speech input. This is also

the behaviour when the API is not able to recognise the detected speech or when an error occurs.

This implementation technique has several limitations worth mentioning. For once, when

defining the expected inputs for each specific speech interaction, it is hard to cover all possible

inputs from the user, considering all the possible synonyms and ways of expressing the same thing.

This problem can escalate greatly with the size of the expected inputs. For the later development

of the use cases, we mitigated this obstacle, by asking for very short and simple inputs.

Similarly, the solution can suffer from a large number of false positives, since the negative

forms of expressions will likely be detected as a successful match. For example, if the expected

input is "ready" and the user says “not ready”, the system will match the two strings and consider a

successful interaction, when, in fact, the user said the opposite of what was intended. Considering

both these obstacles, we think that, for a possible next phase of the project, the solution should be

heavily improved, with the use of, for example, Natural Language Processing techniques. How-

ever, to mitigate them during the user test phase, we made the task instruction clear in terms of the

expected input. For example, in the case where the user was expected to say "ready" the instruction

given was "let me tell (...) I’m ready to start".

Additionally, the speech interaction recognition can be limited in noisy environments. Al-

though, in the future, noise reduction software can be used to remove this obstacle, during the user

tests we avoided it by using a silent environment.
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4.3.2 Head Gestures

In the context of this project, head gestures refer to every kind of movement that can be detected

by the smartphone’s motion sensors (that, in smartphone VR headsets, are attached to the user’s

head), including all body gestures that impact the position and/or rotation of the user’s head. This

of course can include a multitude of different movements, such is the case of:

• head only movements, like nodding yes or no and looking up, down, left or right

• upper body movements, like turning your body, dodging from an obstacle, leaning in and

looking back or to any specific object in the scene;

• full body movements, like crouching, jumping, laying down, sitting, getting up and even

shaking;

Considering this variety, and the challenges that it might bring during the implementation, our

decision was to only implement two different types of head gestures, according to the use case

needs: nodding (yes and no) and looking (to a specific location of the scene). Regarding what

parameters of the interaction are recognised by the solution, we opted for only recognising if the

gesture was performed or not by the user. However, it could be interesting in the future to explore

how the speed and amplitude of the movement’s execution might be used as a natural interaction

parameter as well.

Regarding the implementation of the detection and recognition of the two gestures, it was, in

general, done with a very simplistic and theoretical/non-empirical approach, as the motion data

produced by the movements is interpreted independently and not compared with experimental

data. Although an approach using an Artificial Intelligence model might be worth approaching in

the future, we believe our simple approach to be more transparent and adequate given the focus of

the project. Each of the two movements’ recognition was implemented independently, given their

distinctiveness.

To detect the gesture of looking at a specific location/object on the scene, we use the device-

orientation event, which is a part of the Window API. This event is fired whenever the orientation

of the device suffers a change, and it uses the motion sensors to gather and then return said cur-

rent orientation, in its three main axes: alpha, beta and gamma, seen in figure 4.6. Our solution

subscribes to the deviceorientation event listener as soon as the section with the look interaction

begins. With every change of the orientation, it compares the current orientation input with the

target set for that specific interaction/section. We set that the user must look at the target for at least

1 second straight for the interaction to be considered successful since we do not want to consider

situations where the user’s gaze goes through the target temporarily as shifting to another location.

We also consider a margin of half a radian (approximately 28.6º) from the user’s gaze to the target.

The biggest limitation of this implementation lies in the fact that the target given for each

interaction is not absolute, but relative to a baseline orientation correspondent to when the user

is looking straight forward. To normalize the final target value, according to the user’s initial
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Figure 4.6: Axis considered for deviceorientation. [41]

gaze orientation, we subtract to that expected target location the initial orientation of the device,

calculated when the VR mode is initiated. However, this only works when the user is looking

straight forward (along the cardinal directions) when the VR mode begins. Otherwise, if the

user is looking down or up, for example, the system will not be able to correctly calculate the

target’s location in relation to the device orientation data and the interaction will not be correctly

recognised. And so, it becomes crucial that the user begins the experience looking straight forward

(in any given direction).

For the detection and recognition of the nod gestures, we use an event plugin developed by

Matthew Wilber, nod.js [70]. This plugin detects movement in four different directions, up, down,

left and right, using the devicemotion event from the Window API. By subscribing to the event

listeners of the plugin, we receive nodEvents containing the direction of movement, at a fixed

interval, set by us. For a “nod no”, we consider that the user must shake their head right and

then left or vice-versa, with a maximum interval in between of 2.5 seconds, as seen in listing 4.2.

The implementation is similar for the “nod yes”, with the exception that we consider the “up”

and “down” directions instead of “left” and “right”. For this implementation, the most relevant

limitation seems to be that the input from devicemotion is not always accurate and there is an

occurrence of false positives (for example, “right” or “left” being recognised when the user’s head

is only moving “up” and “down”).

1 if (event.direction == right OR left){

2 if (last_direction == opposite of event.direction){

3 endRecognition();

4 clearTimeout();

5 }

6 else{

7 last_direction = event.direction;

8 setTimeout(cancelNod(), 2500);

9 }

10 }

Listing 4.2: Pseudocode for recognition of nod "no".
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4.3.3 Hands Gestures

Similarly to head gestures, hands gestures can include a myriad of different movements: hand

gestures that indicate like or dislike, like pointing the thumb up or down or doing a heart with

both hands; shaking your hands in disagreement; reaching and/or grabbing an object in the scene;

hugging or pushing someone, etc. Some of these movements however can require a complex

Computer Vision model to be recognised. Because of this, and considering the focus and the

restraints of the project, our solution covers one very simple movement that can be used in different

contexts: covering your eyes with your hands/arms. This is a versatile movement, that is naturally

done in varied situations, like to protect one’s face (from an attack or from a strong light, for

example), to hide from embarrassment or sadness when crying or to bring calmness in a stressful

scenario.

The implementation of the recognition of this movement seems also to be quite straightfor-

ward. When people cover their eyes, and subsequently the smartphone’s camera, the brightness of

the visible image decreases, so all that is needed is to detect this decrease. To access the camera’s

input, we use the node.js package react-camera-pro [49] which allows to “take a photo” and get the

corresponding camera’s image. The implemented system continuously takes new photos, with 20

millisecond intervals, and calculates the associated brightness by averaging the RGB components

of every pixel. The interaction is considered to have been successful if the average brightness is

inferior to 50 (out of 255).

Although the simplicity of this solution is appealing, it presents some limitations worth men-

tioning. On one side, it needs a relatively bright environment to work successfully, since the cam-

era will not be able to detect differences in brightness if the environment is too dark. However,

this appears to be a limitation common to every solution that relies on vision for the detection of

movements. Furthermore, with this solution, it is not possible to differentiate hands or arms from

other different types of objects, so false positives can occur. On the other hand, some headsets

allow some light in, which might make it much harder to detect a difference in brightness. All

these limitations were taken in consideration during the execution of the user tests, in order to

mitigate their consequences.

4.4 Input Parameters and Files

As mentioned before, the system takes in inputs from two different methods: the URL parameters

and, based on them, a JSON file, containing the ordered sections of the scenario, with all relevant

information about each of them. For the URL, 4 different parameters must be included:

• scenario name

• user’s gender

• scenario with or without interaction

• participant’s ID (needed for the evaluation phase)
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An example of an URL can be:

1 http://localhost:3000/?gender=female&scenario=office&interaction=with&

participantID=0

Composing a string with the first three parameters, we can create the name of a JSON file

containing the scenario details, needed for its execution. An example of such a file can be found

in appendix A. Each JSON is composed of an array of sections. Each section is a JavaScript

object composed of at least two keys: the type, which can be video if the section does not contain

interaction or interaction otherwise; and the video_src which is the path to the section’s 360º video.

The video sections only have those two parameters and one example can be seen in listing 4.3. For

the case of sections with interaction, the object also contains a key interaction whose value is an

object with the interaction type and other relevant parameters depending on the type of interaction.

1 {

2 "type": "video",

3 "video_src": "office/female/7_.mp4"

4 }

Listing 4.3: Video section example in JSON input file.

Speech interactions, for which an example can be observed in listing 4.4, contain the possible

expected inputs from the user. The hands’ interaction, seen in listing 4.5, does not need any

particular parameters. For the head interaction, we can have two different types of head interaction

types, which are described in the JSON file differently. The “look” movement, includes a value

which defines the looking target, as exemplified in listing 4.6. As for the “nod” movement, the

type of nod (yes or no) is already included in the head_interaction_type parameter, as shown in

listing 4.7. Finally, the key interaction, used just to aid during the user tests, does not need any

extra parameters, as seen in listing 4.8.

1 {

2 "type": "interaction",

3 "interaction":{

4 "interaction_type": "speech",

5 "expected_inputs": ["hello", "anyone", "hi", "hey"]

6 },

7 "video_src": "office/2_.mp4"

8 }

Listing 4.4: Speech interaction section example in JSON input file.
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1 {

2 "type": "interaction",

3 "interaction":{

4 "interaction_type": "hands"

5 },

6 "video_src": "office/12_.mp4"

7 }

Listing 4.5: Hands interaction section example in JSON input file.

1 {

2 "type": "interaction",

3 "interaction":{

4 "interaction_type": "head",

5 "head_interaction_type": "look",

6 "value": {

7 "alpha": 45,

8 "gamma": 0,

9 "beta": 0

10 }

11 },

12 "video_src": "office/4_.mp4"

13 }

Listing 4.6: Look (head) interaction section example in JSON input file.

1 {

2 "type": "interaction",

3 "interaction":{

4 "interaction_type": "head",

5 "head_interaction_type": "nod_no"

6 },

7 "video_src": "office/8_.mp4"

8 }

Listing 4.7: Nod (head) interaction section example in JSON input file.
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1 {

2 "type": "interaction",

3 "interaction":{

4 "interaction_type": "key"

5 },

6 "video_src": "office/0_.mp4"

7 }

Listing 4.8: Key interaction section example in JSON input file.

4.5 Output Data Logs

When a scenario with interaction is completed, two files are generated and saved by the app. The

two files are in formats CSV and JSON. The CSV file contains a subset of the information in the

JSON file. Although, at first sight, this might seem like a redundant option, both files are kept

because the CSV one is easier for results analysis but the information saved in the JSON file is

more complete and might be useful in the future for a more in-depth analysis of certain cases.

The CSV file contains one line for each interaction section. Each column is described in detail

in table 4.2 and an example can be found in figure 4.7.

Table 4.2: Parameters saved in the output CSV data log.

Column Content

Interaction
Details

1 type interaction method

2 duration
time from when section started to when interaction

is successfully recognised, in milliseconds

3 normalTermination
set to true if interaction is successfully recognised

or to false if, otherwise, the feature to finish
the interaction by pressing the key “E” is used

Speech
Interaction

4 numberOfTries total number of recognised speech inputs
5 finalInput last user’s input detected
6 finalConfidence confidence with which the finalInput was recognised
7 inputMatch expected input to which the finalInput matched

Head
Interaction

8 head_type type of head movement

Look Head
Interaction

9 target expected target of look movement
10 finalQuaternion final detected user’s orientation
11 finalAngle angle between target and finalQuaternion

Hands
Interaction

12 finalValue last brightness value detected

The JSON file, contains an array of objects, each one representing a section with interaction.

Each object contains the same information as described before for the CSV file. Additionally,

it also contains a parameter register of type array, whose content varies depending on the type

of interaction. For speech interaction, it contains all the recognised inputs with corresponding
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Figure 4.7: Example of an output CSV data log.

confidences. In the case of hands interaction, it contains all measured average brightnesses. For

the “look” movement of the head interaction, it contains all measured orientations of the device

and corresponding angles with the target. And finally, for the “nod” movements, the register

parameter contains all outputs registered from the nod plugin. In this particular case, there is also

an extra parameter registerMotion, that contains all output read from the devicemotion event. An

example of the JSON data log can be found in appendix B.

4.6 Summary

During this chapter, we presented how the solution was implemented and explained the reasons

behind each implementation decision. We also showed the limitations inherent to the system and

introduced some possible future work related to them. We detailed how the system operates,

including its input needs and output formats. In the next chapter, we now get to see the system

put to use, as well as evaluated in terms of interaction recognition success and impact on the user

experience.
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Chapter 5

Evaluation

In order to validate the solution implemented in the previous chapter, we designed and imple-

mented a use case, detailed in section 5.1. Afterwards, and trying to give a response to the two

research questions presented in chapter 1, we conducted user tests, with 22 participants, which are

further described in section 5.2. From these, we collected both qualitative data regarding the user’s

experience and perception of the system, using user questionnaires, as well as quantitative data re-

garding the efficiency of the implemented application and, in particular, of the recognition of the

different types of interaction. In section 5.3, we present the results of the user tests, comparing

experiences with or without interaction, but also the three implemented interaction methods.

5.1 Design and Implementation of a Use Case

To demonstrate the use of the proposed and implement solution, we implemented two different

scenarios, whose design considers the three types of interaction that need to be naturally con-

textualized. Although the scenarios present two very distinct situations or storylines, they have

many similarities that allow them to be comparable. Both scenarios are relatively short, having a

duration of 2 minutes and 20 seconds and 2 minutes and 29 seconds.

In the two scenarios, the user experiences the scenario from the point of view of a “main char-

acter”, hearing a voice that represents their thoughts. Said voice is meant to guide the participant

into the scene, giving insights into what the main character is feeling, experiencing and doing. In

the case of the user experiencing the scenario with interaction, the voice/thoughts also serve as a

guide to how and when the participant must perform the interaction tasks. Given the limitations

of the system, the participants are able to look all around them, in both scenarios, but not move

around the scene.

Both scenarios include exactly 6 moments designed for potential interaction. As so, the sce-

narios are each composed of 7 main videos (video sections) that compose the narrative presented.

When the experience is run with the testing parameter “with interaction”, the 7 video sections are

intercalated by 6 interaction sections, 2 of each of the three types of interaction (speech, head and

hands). The interaction sections contain "filler" videos (1/2 second videos where nothing happens)

35
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that are played in loop until the interaction is completed with success. For the case of the scenario

run without interaction, the sections corresponding to hands and head interaction are suppressed,

while the ones corresponding to speech interactions are replaced by simple video sections, where

one can hear the thought voice actor saying the expected input. This workflow can be observed in

figure 5.1.

Figure 5.1: Workflow of the user test scenarios. The order of interactions can change according to the scenario. In purple is the
workflow for the case with interaction and in orange for the case without interaction.

For the implementation of the scenarios, our decision was to use 360º footage, as opposed to

3D-generated environments/scenes, given our need for the realism of the scenarios. Given our

specific requirements for the scenarios, we wrote two scripts, corresponding to the two scenarios.

The video footage was filmed in Porto, using a Ricoh Theta V 4K 360º filming camera 1. For the

voice that emulates the thoughts of the main character, we recorded two sets of voice recordings,

one for a male voice and another for a female one. We believe that the usage of a voice with which

the participant can relate to, in terms of gender, is preferable for the prespective taking aspect of

the scenario. All four participating actors, the two that feature in the video footage and the two

whose voice was recorded, were volunteers. At the end of the recording process, we edited the

material into the necessary video sections used to compose the two scenarios, using the software

DaVinci Resolve 2.

In the next two subsections, we describe the two implemented scenarios, named for ease of

communication: Presentation and Office.

5.1.1 Presentation Scenario

As the name might imply, in the Presentation scenario, the participant impersonates a student

that is doing a presentation to a teacher. When the scenario starts, the student has just finished

their presentation and is now preparing to reply to questions and hear comments from the teacher.

The scene unfolds with the teacher being disappointed by the student’s presentation and asking

1https://theta360.com/en/about/theta/v.html
2https://www.blackmagicdesign.com/products/davinciresolve
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a question. The student is unsure of the answer. They recheck their presentation and answer

incorrectly, which causes embarrassment. The teacher reiterates their disapproval but agrees to

give the student a new opportunity. The student agrees nervously with a nod. As the teacher opens

the door to the room to let the student out, a bright light comes in, causing the student to protect

their eyes.

The Presentation scenario has a duration of 2 minutes and 29 seconds and includes 6 moments

of possible interaction, described in table 5.1. Figure 5.2 shows three different perspectives of the

Presentation scenario, as seen displayed to the user in the application. The full script can be found

in appendix C.

Table 5.1: Interactions of the presentation scenario.

Order Interaction Type Description of Interaction
1 speech saying they are ready
2 head (look) looking at the presentation to see the answer
3 speech answering the question asked by the teacher
4 hands hiding their eyes in embarrassment
5 head (nod) nodding yes to answer the teacher’s proposal
6 hands covering their eyes to protect them from the light

5.1.2 Office Scenario

In the Office scenario, the participant impersonates Sam, a character that works in an office and

has decided to come to said office at night, alone, when no one else is supposed to be in the

building, to prepare for an important presentation they have the next morning. The scene starts

with a brief introduction and some steps being heard. Sam calls “hello” to see if someone else

is in the building but no one answers. As the steps’ sounds get louder and the lights go off, Sam

gets scared and looks at the door to check if it is closed. It is not and a looming figure comes in.

Scared to be attacked, Sam protects their face. The figure turns out to be Sam’s colleague, Kyle,

who asks if Sam is okay. Still shaking, Sam nods no. Kyle asks sorry, explains what happened

and bids goodbye. Sam manages to answer out loud. As Kyle leaves, Sam tries to calm themself

down by covering their eyes and taking deep breaths.

The office scenario has a duration of 2 minutes and 20 seconds and its 6 moments of possible

interaction are described in table 5.2. Figure 5.3 shows three different perspectives of the Office

scenario, as seen displayed to the user in the application. The full script can be found in appendix

C.

5.2 User Tests

As mentioned before, we executed user tests to evaluate the impact of the interaction on the user’s

experience, as well as the performance of the software. In the next subsections, we describe the

design process of the user tests, as well as the structure of a typical user test session. We also detail
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Figure 5.2: Perspectives from the presentation scenario.

Table 5.2: Interactions of the office scenario.

Order Interaction Type Description of Interaction
1 speech calling out “hello”
2 head (look) looking at the door to check if it is closed
3 hands protecting their face with their hands/arms
4 head (nod) nodding no to answer Kyle
5 speech saying goodbye to Kyle
6 hands covering their eyes to calm down

how we gather data from the user tests and, finally, we specify how, when and where the user tests

were executed.

5.2.1 User Tests Design

When first starting the design of the user tests, we defined and contemplated the variables that are

worth considering during the tests: the presence of interaction (with vs without) and the scenarios

(Presentation vs Office). We first defined that all participants will experience both scenarios as we
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Figure 5.3: Perspectives from the office scenario.

want to establish the independence of our results with a specific scenario. Secondly, we agreed

that for each of the scenarios, the study should be between-subjects, as each participant should

only experience a specific scenario either with interaction or without it, and never both ways as

the first could heavily influence the second viewing of the same scenario.

Pondering the possible order changes of the scenarios and the combinations of each scenario

with the variable of interaction, we first obtained a user test schema, with eight different possible

layouts of testing, as seen in table 5.3. However, given limitations of the project in terms of time

and the minimal desirable number of participants for each layout, we regarded as the best option

to opt for the 4 layouts highlighted in the table, where each user experiences one scenario with

interaction and the other one without. We believe this alternative provides enough data to study

all biases related to the order and combinations of the variable of presence of interaction, while

simplifying the user test process.
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Table 5.3: Layout of the user tests. The eight layouts constitute the ideal schema, while the highlighted layouts represent the schema
used. "P" and "O" stand for Presentation and Office scenario, respectively. "w/" and "w/o" stand for with and withot interaction,
respectively.

Layouts 1 2 3 4 5 6 7 8
Part 1 P - w/ P - w/o P - w/ P - w/o O - w/ O - w/o O - w/ O - w/o
Part 2 O - w/ O - w/ O - w/o O - w/o P - w/ P - w/ P - w/o P - w/o

5.2.2 User Test Session Structure

To better plan the user tests, we defined a simple first structure. Each test is planned for a duration

of 30 minutes.

The first 5 minutes are reserved for the set up: explaining the project and test structure to the

participant, as well as the signing of the informed consent document, which can be seen in detail

in appendix D, and the filling of the first part of the questionnaire, dedicated to demographic and

VR experience related questions.

Then follows two similar 10-minute sections, each of them corresponding to the two scenario
"parts" of the experience, according to the layout presented in the previous subsection. Each

10-minute part is divided into: 3 minutes to give the context surrounding the scenario and explain,

if that is the case, how the interaction works; 3 minutes to experience the scenario itself; and 4

minutes to fill the corresponding questionnaire section, with questions regarding that specific part.

Although the part that is done with interaction is longer, we consider an average of 10 minutes for

each part.

The final 5 minutes of the user test are dedicated to any comments, observations or questions
the participant might have.

A longer script used for the execution of the user tests can be found in appendix E.

5.2.3 Data Gathering

To later evaluate the implemented solution, it is required to gather some data during the execution

of the user tests. We used four different methods for that purpose:

1. one questionnaire to collect data related to the user and their personal experience, further

exlained in this section;

2. data logs generated automatically by the application for the later evaluation of the perfor-

mance of the software developed, previously clarified in section 4.5;

3. video recordings of the participant experiencing both scenarios;

4. hand-taken notes of anything unusual that happens during the test.

The first two were the main methods used for results withdrawal, while the last two were used

mainly for the verification of the data collected by the data logs. The user was informed of all

these data collection methods before giving their written formal consent to participate in the user

test.
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The questionnaire was built using Google Forms and is composed of 5 main sections which

are filled throughout the user test. The participants received instructions from us to fill the sections

at the right moments, with the exception of the first section which is filled directly by us. The full

questionnaire can be seen in appendix F.

The first section of the questionnaire is not filled by the participant but by us and it serves only

to register the participant’s ID (for the future match with data logs) and the order in which the

participant is gonna do both scenarios (Presentation and Office).

The second section of the questionnaire is dedicated to two demographic questions (age and

gender), two VR experience-related questions (one for smartphone VR specific and another for

other types of VR) and one control question regarding nausea (that serves to compare with similar

questions after use of the system)

The third and fourth sections of the questionnaire are equal and are about the first and second

parts of the experience. The first question in these sections is whether the experience was done

with or without interaction. This question allows us to later redirect the participant to a subsection

with interaction questions in the first case or advance to the next part otherwise. After, the user is

required to rate their agreement with a few statements regarding the experience, using a 5-point

Likert scale:

• The scenario I experienced felt realistic.

• I was aware of my real surroundings during the experience.

• I felt immersed in the environment.

• I felt like I was in the portrayed place.

• I felt like I was living the portrayed situation.

• I felt like I was in the body of the Main Character.

• I felt empathy towards the Main Character.

• I enjoyed the experience.

The section continues with another control question regarding nausea made to assess the effect

of the experience. The subsection of the interaction-related questions starts by asking the user to

order the types of interaction according to their preference. Then, the user is asked to rate their

agreement with a few statements regarding the three types of interaction, using a 5-point Likert

scale:

• It felt intuitive.

• It was easy to perform.

• It felt natural given the scenario.
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• It was clear to me what I was expected to do.

• It contributed to me feeling immersed in the environment.

• It contributed to me feeling like I was in the portrayed place.

• It contributed to me feeling like I was living the portrayed situation.

• It contributed to me feeling like I was in the body of the Main Character.

• It contributed to me feeling empathy towards the Main Character.

• It contributed to me enjoying the experience.

Finally, the fifth and last section of the questionnaire is an open question and allows the par-

ticipant to give some comments and suggestions about the experience/project.

5.2.4 Execution of the User Tests

The execution of user tests happened in the span of two weeks and two days. The location varied

but all tests happened in a silent environment so that the participant would not be disturbed during

the execution and the speech recognition software would not have noise interference. Moreover,

the rooms used had natural daylight and/or artificial light so that the camera could detect a differ-

ence in the average brightness during the hand gestures detection.

In terms of hardware used, the smartphone used was a Xiaomi 9T (EAN: 6941059624936).

The headset was the VR Box 2.0. The app was run locally on the computer (Lenovo Legion

5 15ARH05H-198 with CPU AMD Ryzen 7 4800H with Radeon Graphics 2.90 GHz, 16GB of

RAM, GPU NVIDIA GeForce RTX™ 2060, running on Windows 10 Pro) with Google Chrome,

which then forwarded it to the smartphone via USB debugging.

In figure 5.4, it is possible to observe a user during the execution of their user test.

Figure 5.4: User test example.

The results obtained from the execution of this user tests are presented in the next section of

this chapter.
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5.3 Results

In this section, we put forward the results of the user tests. Firstly, we display the demographic data

about the participants. After, a comparison of the results for the cases with and without interaction

is made, focusing on the user experience. Then, we go in-depth into the interaction methods,

comparing them in terms of user experience and success in their recognition by the implemented

solution. We finish with an exposition of some other important results and observations.

5.3.1 Demographics

In total, 22 people participated, 16 identified as males and 6 as females, as seen in table 5.4.The age

distribution is presented in the table 5.5. Nine out of the 22 participants (≈40%) had experienced

Smartphone VR previously, with only five (≈23%) having experienced it 3 to 5 times, as seen in

table 5.6. Regarding other types of VR (not including Smartphone VR), the level of experience

of the participants was more dispersed, with only 6 of them (≈27%) having never experienced it

previous to this user test.

Table 5.4: Gender distribution of participants.

Gender Participants %
Male 16 72,73%

Female 6 27,27%

Non binary 0 0,00%

Table 5.5: Age distribution of participants.

Age Interval Participants %
19 or less 2 9,09%

20-24 10 45,45%

25-29 4 18,18%

30-34 3 13,64%

35-39 2 9,09%

40-44 0 0,00%

45-49 1 4,55%

50-54 0 0,00%

55-59 0 0,00%

60 or more 0 0,00%

Table 5.6: Smartphone VR and other VR experience distribution of participants.

Smartphone VR Other VR
Number of

Previous Contacts
Participants Percentage Participants Percentage

0 13 59,09% 6 27,27%

1-2 4 18,18% 5 22,73%

3-5 5 22,73% 4 18,18%

5-10 0 0,00% 3 13,64%

10+ 0 0,00% 4 18,18%
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5.3.2 With vs Without Interaction

For each of the statements that the participants were asked to rate their agreement with, we can

compare the results from the cases with and without interaction. In figure 5.5, 5.6, 5.7, 5.8, 5.9,

5.10, 5.11 and 5.12 we observe the distributions of the answers and, in tables 5.7, 5.8, 5.9, 5.10,

5.11, 5.12, 5.13 and 5.14, we analyse the respective median, quartiles and average values. In

general, we can note better results for the cases with interaction, compared to the cases without

interaction. The exception is in terms of immersion, where there does not seem to be a difference.

The difference also appears to be more relevant in terms of the enjoyment of the participant, the

empathy towards the main character, as well as its embodiment.

Figure 5.5: Distribution of answers for "The scenario I experienced felt realis-
tic".

Table 5.7: 1st quartile (Q1), median (Mdn),
3rd quartile (Q3) and mean (M) statistics for
statement "The scenario I experienced felt re-
alistic".

W
ith

W
ith

ou
t

Q1 4 4
Mdn 4 4
Q3 5 5
M 4,18 4,00

Figure 5.6: Distribution of answers for "I was aware of my real surroundings
during the experience".

Table 5.8: 1st quartile (Q1), median (Mdn),
3rd quartile (Q3) and mean (M) statistics for
statement "I was aware of my real surroundings
during the experience".

W
ith

W
ith

ou
t

Q1 2 2
Mdn 3 4
Q3 4 4
M 3,09 3,41
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Figure 5.7: Distribution of answers for "I felt immersed in the environment".

Table 5.9: 1st quartile (Q1), median (Mdn),
3rd quartile (Q3) and mean (M) statistics for
statement "I felt immersed in the environment".

W
ith

W
ith

ou
t

Q1 4 4
Mdn 4 4
Q3 5 5
M 4,18 4,18

Figure 5.8: Distribution of answers for "I felt like I was in the portrayed place".

Table 5.10: 1st quartile (Q1), median (Mdn),
3rd quartile (Q3) and mean (M) statistics for
statement "I felt like I was in the portrayed
place".

W
ith

W
ith

ou
t

Q1 4 4
Mdn 4,5 4
Q3 5 5
M 4,32 4,14

Figure 5.9: Distribution of answers for "I felt like I was living the portrayed
situation".

Table 5.11: 1st quartile (Q1), median (Mdn),
3rd quartile (Q3) and mean (M) statistics for
statement "I felt like I was living the portrayed
situation".

W
ith

W
ith

ou
t

Q1 3 3
Mdn 4 4
Q3 4,75 4
M 3,82 3,59
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Figure 5.10: Distribution of answers for "I felt like I was in the body of the Main
Character".

Table 5.12: 1st quartile (Q1), median (Mdn),
3rd quartile (Q3) and mean (M) statistics for
statement "I felt like I was in the body of the
Main Character".

W
ith

W
ith

ou
t

Q1 3,25 3
Mdn 4 4
Q3 5 4,75
M 4,05 3,68

Figure 5.11: Distribution of answers for "I felt empathy towards the Main Char-
acter".

Table 5.13: 1st quartile (Q1), median (Mdn),
3rd quartile (Q3) and mean (M) statistics for
statement "I felt empathy towards the Main
Character".

W
ith

W
ith

ou
t

Q1 4 3
Mdn 5 4
Q3 5 5
M 4,41 3,95

Figure 5.12: Distribution of answers for "I enjoyed the experience".

Table 5.14: 1st quartile (Q1), median (Mdn),
3rd quartile (Q3) and mean (M) statistics for
statement "I enjoyed the experience".

W
ith

W
ith

ou
t

Q1 4 4
Mdn 5 4
Q3 5 5
M 4,64 4,18

We ran a Mann-Whitney test to try and prove a significant difference between the experience

with and without interaction, for all of the questions/aspects studied, as seen in table 5.15, con-

sidering a critical value of 127. However, for no question did we obtain a significant value. It
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is worth noting though that for both cases, with and without interaction, the results were positive

for all answers (only medians of 4 or 5 were registered to the exception of the awareness of real

surroundings). In fact, for the case “without interaction”, which we can consider the baseline for

comparison, the median was of 4 for all questions. Given that there was only one more point on

the likert scale above that 4, this means that the possible improvement added by the interaction

was of only one point in the likert scale, which heavily constraints the use of the Mann-Whitney

test.

Table 5.15: Mann-Whitney accessing difference between with vs without interaction.

U Significance

The scenario I experienced felt realistic. 214 no

I was aware of my real surroundings during the experience. 212 no

I felt immersed in the environment. 230 no

I felt like I was in the portrayed place. 209,5 no

I felt like I was living the portrayed situation. 211,5 no

I felt like I was in the body of the Main Character. 198 no

I felt empathy towards the Main Character. 194 no

I enjoyed the experience. 178 no

Given what was presented, we believe we can say that the results for the case with interaction

were overall better but that further tests should be conducted and that a larger likert scale should

be used in order to capture the particularities of the user experience.

5.3.3 Interaction Methods

When asked directly to rank the types of interaction, participants showed, in general, a clear

preference for the speech interaction. Between the hands and head interaction, the results are

less distinctive, but there seems to be a slight preference for hands interaction, as seen in figure

5.13.

Figure 5.13: Participant’s rating distribution of the 3 interaction methods.
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We asked the participants to rate their agreement with a series of statements for each of the

three interaction methods. We can now analyse the distribution of the answers in figures 5.14,

5.15, 5.16, 5.17, 5.18, 5.19, 5.20, 5.21, 5.22 and 5.23 and respective median, quartiles and average

values on tables 5.16, 5.17, 5.18, 5.19, 5.20, 5.21, 5.22, 5.23, 5.24 and 5.25. Going question

by question, we can also see clearly that the speech interaction performed better in all aspects,

from intuitiveness, naturalness, ease and clarity of instruction to contribution to the senses of

immersion, presence, empathy and enjoyment. As for the head and hands interaction, the results

are still positive, although with not so much distinction. An exception is the case of the hands

interaction, that participants have considered less natural given the scenario, as demonstrated in

figure 5.16 and table 5.18. This comes to show that the interaction might not have been well

contextualized in the narrative, which might explain the overall worse results for this method. It

is also worth noting that, for hands and head interaction, the results are particularly positive for

easiness and enjoyment.

Figure 5.14: Distribution of answers for "The interaction felt intuitive" for
speech, hands and head interaction.

Table 5.16: 1st quartile (Q1), median (Mdn),
3rd quartile (Q3) and mean (M) statistics for
statement "The interaction felt intuitive".

Sp
ee

ch

H
an

ds

H
ea

d

Q1 4 3 3,25
Mdn 5 4 4
Q3 5 5 5
M 4,45 3,73 3,91

Figure 5.15: Distribution of answers for "The interaction was easy to perform"
for speech, hands and head interaction.

Table 5.17: 1st quartile (Q1), median (Mdn),
3rd quartile (Q3) and mean (M) statistics for
statement "The interaction was easy to per-
form".

Sp
ee

ch

H
an

ds

H
ea

d

Q1 4,25 4 4
Mdn 5 5 5
Q3 5 5 5
M 4,68 4,32 4,36
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Figure 5.16: Distribution of answers for "The interaction felt natural given the
scenario" for speech, hands and head interaction.

Table 5.18: 1st quartile (Q1), median (Mdn),
3rd quartile (Q3) and mean (M) statistics for
statement "The interaction felt natural given
the scenario".

Sp
ee

ch

H
an

ds

H
ea

d

Q1 4 2,25 3,25
Mdn 5 3 5
Q3 5 4 5
M 4,59 3,18 4,18

Figure 5.17: Distribution of answers for "It was clear to me what I was expected
to do" for speech, hands and head interaction.

Table 5.19: 1st quartile (Q1), median (Mdn),
3rd quartile (Q3) and mean (M) statistics for
statement "It was clear to me what I was ex-
pected to do".
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H
ea

d

Q1 4 4 4
Mdn 5 4 4
Q3 5 5 5
M 4,45 4,23 4,05

Figure 5.18: Distribution of answers for "The interaction contributed to me feel-
ing immersed in the environment" for speech, hands and head interaction.

Table 5.20: 1st quartile (Q1), median (Mdn),
3rd quartile (Q3) and mean (M) statistics for
statement "The interaction contributed to me
feeling immersed in the environment".

Sp
ee

ch

H
an

ds

H
ea

d

Q1 4 3 3,25
Mdn 5 4 4,5
Q3 5 4,75 5
M 4,59 3,64 4,09



50 Evaluation

Figure 5.19: Distribution of answers for "The interaction contributed to me feel-
ing like I was in the portrayed place" for speech, hands and head interaction.

Table 5.21: 1st quartile (Q1), median (Mdn),
3rd quartile (Q3) and mean (M) statistics for
statement "The interaction contributed to me
feeling like I was in the portrayed place".
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d

Q1 4,25 3 3
Mdn 5 4 5
Q3 5 5 5
M 4,64 3,73 4,09

Figure 5.20: Distribution of answers for "The interaction contributed to me feel-
ing like I was living the portrayed situation" for speech, hands and head interac-
tion.

Table 5.22: 1st quartile (Q1), median (Mdn),
3rd quartile (Q3) and mean (M) statistics for
statement "The interaction contributed to me
feeling like I was living the portrayed situa-
tion".

Sp
ee

ch

H
an

ds

H
ea

d

Q1 5 3 3
Mdn 5 4 4,5
Q3 5 5 45
M 4,68 3,91 4,18

Figure 5.21: Distribution of answers for "The interaction contributed to me feel-
ing like I was in the body of the Main Character" for speech, hands and head
interaction.

Table 5.23: 1st quartile (Q1), median (Mdn),
3rd quartile (Q3) and mean (M) statistics for
statement "The interaction contributed to me
feeling like I was in the body of the Main Char-
acter".

Sp
ee

ch

H
an

ds

H
ea

d

Q1 4 4 4
Mdn 5 4 4
Q3 5 5 5
M 4,41 4,09 4,18
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Figure 5.22: Distribution of Answers for "The interaction contributed to me
feeling empathy towards the Main Character" for speech, hands and head inter-
action.

Table 5.24: 1st quartile (Q1), median (Mdn),
3rd quartile (Q3) and mean (M) statistics for
statement "The interaction contributed to me
feeling empathy towards the Main Character".

Sp
ee

ch

H
an

ds

H
ea

d

Q1 4 3 4
Mdn 4 4 4
Q3 5 5 5
M 4,45 3,86 4,09

Figure 5.23: Distribution of answers for "The interaction contributed to me en-
joying the experience" for speech, hands and head interaction.

Table 5.25: 1st quartile (Q1), median (Mdn),
3rd quartile (Q3) and mean (M) statistics for
statement "The interaction contributed to me
enjoying the experience".

Sp
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H
an
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H
ea

d

Q1 4 3,25 4
Mdn 5 5 5
Q3 5 5 5
M 4,68 4,14 4,41

Aggregating the data from the data logs with the manually written notes taken during the user

tests, tables 5.26 and 5.27 present the results of each participant for each of the interactions/tasks

they had to perform in scenarios Presentation and Office, correspondingly. We consider a success

(S), when the participant did the correct interaction without any intervention from us and the

system correctly identifies that interaction. It also seemed relevant to consider an almost-success

for the cases where the system correctly identified the interaction but we needed to have a minor

voice intervention to help the user do the interaction correctly. This includes the times where

we had to repeat or translate a part of the scenario (RT), where the participant first performed a

different type of interaction and had to be warned (WI) or where we had to ask the participant

to do a stronger nod (SN) or correct the nod’s direction (CN). Finally, we consider failures all

the times the system failed to correctly identify the interaction. This includes false positives (FP)

and false negatives (FN), as well as trouble identifying hand interaction, either because the camera

initialization failed (CF) or because the brightness did not lower enough with the interaction (HF).
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Table 5.26: Results of the user tests interactions for the presentation scenario. Each row represents a participant and each column an
interaction. On the title/first row, Ix means the xth interaction in the scenario. S stands for Speech interaction, H for Hands interaction,
L for Look (head) interaction and N for Nod (head) interaction.

Participant I1 S I2 L I3 S I4 H I5 N I6 H

1 S S S RT FP S

2 S S S S S HF

5 FN FN S HF SN S

6 FN S S S RT S

9 S FN S HF S HF

10 S S FN HF SN S

13 RT S S S S S

14 S WI S S FP S

17 S FN S HF S S

18 S RT S S RT HF

21 FN FN S HF RT HF

Table 5.27: Results of the user tests interactions for the office scenario. Each row represents a participant and each column an
interaction. On the title/first row, Ix means the xth interaction in the scenario. S stands for Speech interaction, H for Hands interaction,
L for Look (head) interaction and N for Nod (head) interaction.

Participant I1 S I2 L I3 H I4 N I5 S I6 H

3 S S S S S HF

4 S S HF S S HF

7 S S HF CN S HF

8 S S CF S S CF

11 FN S HF S S HF

12 S S S S WI HF

15 S S HF S S HF

16 S S S S S S

19 RT S RT S S S

20 FN S S S FN S

22 S S HF CN S HF

Table 5.28 presents the success and almost-success rates of the system. In total, the system

had a full success in 62.12% of the interactions and an almost-success 72.73%. Going into each

type of interaction, we can see a clear problem in the detection of the hands interaction, where the

system was only almost-successful 47.73% of the times. The almost-success rates of the speech

and head interaction are, correspondingly, of 84.09% and 86.36%. Within the head interaction is

worth differentiating between “nod” and “look” interactions, since their implementation is sepa-

rate. The “look” interaction got an almost-success rate of 81.82%. On the other hand, the “nod”

interaction had an almost-success rate of 90.91% but a success rate of only 59.09%. This differ-

ence corresponds to situations where participants were asked for stronger nods or to correct the
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nod direction, which indicates the system might not be sensible enough.

Table 5.28: Distribution of successful, almost-succesful and failed recongition of interaction, in user test.

Success Almost-Success Failure Total
Success

Rate
Almost-Success

Rate
speech 34 3 7 44 77,27% 84,09%

hands 19 2 23 44 43,18% 47,73%

head 29 9 6 44 65,91% 86,36%

Total 82 14 36 132 62,12% 72,73%

look 16 2 4 22 72,73% 81,82%

nod 13 7 2 22 59,09% 90,91%

As seen in table 5.29, we applied the Pearson’s correlation coefficient to the data obtained from

the successful interactions (S), using a critical value of 0,195. It showed a correlation (r=-0,3989)

between the “time until completion of interaction” and the type of interaction, which was expected

since some types of interaction are faster to execute than others. It was also observed a correlation

(r=0,3636) between “time until completion of interaction” and the scenario experienced (presenta-

tion or office). This might be related with the observation made by a large amount of participants

that the sound quality in the presentation scenario was worse, making it harder to understand what

was being said. Furthermore, a correlation was identified (r=-0,2151) between the “time until

completion of interaction” and the number of the interaction (1st to 6th), where time decreases

as the number of interaction increases. This can be justified by the fact that the participants get

more familiar with the interactions as the scenario goes. We were expecting a correlation between

the time and the order in which the participants experienced the scenarios (first with or without

interaction) since we expected that experiencing the interaction in the second part would make the

participants more familiarized with the scenario format and take less time to complete the tasks.

However, such correlation was not found. No further correlations were found to be significant.

Table 5.29: Pearson’s correlation of the time until completion of interaction tasks with different parameters.

Pearson’s Correlation
Interaction 1st vs 2nd 0,0502

Scenario 0,3636

Gender -0,1003

Age 0,0789

Smartphone VR Experience 0,1301

Other VR Experience 0,0705

Interaction Number (1 to 6) -0,2151

Type of Interaction -0,3289



54 Evaluation

5.3.4 Other Results

During the user test, the state of nausea of the participants was also registered, with three check-

points: before the start of the experience, after the first scenario and after the second scenario. No

relevant connection was found between the existence of the interaction and participant’s nausea.

The participants were also asked, by the end of the user test, to give any comments or sug-

gestions they might feel relevant. One of the most pointed aspects was the quality of the sound,

which was particularly lacking in the Presentation scenario. For the future, we suggest recording

the sound of the videos using a separate microphone and not the one included in the 360º video

camera. Some participants also brought up that, during the hands interaction, it felt unnatural not

seeing their own hands in the virtual environment. This of course shows a limitation of this type

of interaction in a smartphone VR context since a real-time full tracking of the hands might be

too complex and computational consuming for a smartphone application. However, it is definitely

something worth exploring in the future. When running the application in the smartphone, there

was a small waiting period in the switch between sections. This was indicated by the participants

as something that should be improved upon since it caused a break in the sense of presence. Fur-

thermore, some participants showed their interest in the possibility of walking around the scene.

Last but not least, some participants complained about the headset being slightly too heavy and

not well adaptable to the head.

5.4 Summary

Analysing the results in a full picture, we see overall good results, which indicate that the use of

interaction has a positive impact on the user experience. In the next chapter, we withdraw relevant

conclusions from these results, as well as from the whole research. We also come to a full circle,

as we connect these results and conclusions with the research questions that motivated the study.



Chapter 6

Conclusions

Although Smartphone VR presents itself as a more accessible alternative to other more complex

types of VR, it still has great limitations in terms of the user’s interaction with the virtual environ-

ment. This means that there is an under-explored potential in this technology that could potentially

lead to a better user experience, and, more specifically, a higher sense of immersion, presence, em-

pathy and enjoyment. Observing this gap in the literature and industry, we proposed to explore

different types of natural interaction methods that can be applied to smartphone VR and assess if

these have a positive impact on the user’s experience.

Through chapter 2, we first investigated the concepts of immersion, presence and perspective-

taking as a way to enhance user experience, but also to educate, foment self-improvement, change

behaviours and biases, inform and create emotional responses. We then explored how we can

achieve these concepts in practical terms with interaction methods and it has been shown that nat-

ural interaction outperforms unnatural interaction. Afterwards, we focused on how to apply natural

interaction in smartphone VR considering the hardware’s limitations. Regarding the smartphone’s

inputs as means for interaction, we mostly observed research focused on the use of cameras, mo-

tion sensors and microphones. Yet, not all of said solutions were implemented in smartphone VR,

and some of them used unnatural interaction. Furthermore, the studies found focus mostly on the

performance of the system on a technological level, and not so much on the user experience level.

We also did not find in the literature studies compiling or comparing different types of natural

interaction in the context of smartphone VR, which presented as an interesting gap to explore.

Considering the opportunities found in the literature review, we then proposed a solution in

Chapter 3. Analysing all possible input devices and how they can be used for natural interaction, as

found in previous research, we made a choice regarding which methods of interaction to explore

for this project. We excluded several types of input hardware due to their great limitations and

made strategic decisions based on our constraints, coming to the final decision of implementing

three different methods: speech interaction with the microphone, head gestures interaction with

the motion sensors and hand gestures with the back camera.

Proceeding with the development of the proposed solution, we developed an application that

allows playing a 360º scenario, composed of several videos, interacting with the scene with the
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three defined natural interaction methods. Although the final implemented system presents some

limitations, it represents a simple prototype that can be further improved upon, as shown in the

next sections of this chapter.

We finally proceeded to evaluate the solution, keeping in mind the goals set at the beginning of

the project. Through a use case and the execution of user tests, we extracted and analysed results

that help us to answer the research questions.

6.1 Goal Achievement and Research Answers

In Chapter 1, we have set ourselves to give answers to two main research questions that motivated

the development of this project, as well as to fulfil two main goals. Now, we return to those goals

and questions and analyse our achievements.

For our first goal, we wanted to “explore different natural interaction methods, taking into

consideration the smartphone input limitations.” On a theoretical level, we explored several natural

interaction methods during the literature review, having later analysed them and their feasibility

in the smartphone VR context. We later explored three methods on a practical and deeper level

having implemented them and evaluated their performance.

With this goal accomplished and analysing our results, we are now able to give an answer to

our first research question: “What methods of natural interaction can be used in smartphone VR?”.

Our research shows that, in theory, we can use head gestures (with the motion sensors), hands

and/or arm gestures (with the back camera), facial expressions (with the back camera and very

simple extra hardware), eye movement (with the front camera), as well as speech and breathing

or other user-produced sounds (with the microphone). For a practical answer, given our results

during the evaluation phase of our research, we consider that our almost-success rates of 84,09%

and 86,36% for our simplistic approach for the speech and head interaction, respectively, show the

feasibility of the use of these methods in smartphone VR. As for the hand gestures, given our low

result of only 47,73% of almost-success, we were not able to prove the possibility of its successful

use. Having assessed the possibility of the interaction’s use on a technical level, it is also worth

mentioning that the interactions were, in general, considered intuitive, natural, easy to perform

and clear by the users, which shows their usability from the user’s perspective.

Our second goal stated the will to “evaluate and compare the effects of the implemented natural

interaction methods on the user’s experience”. Correlated with this goal was our second research

question: “Does natural interaction in smartphone VR contribute to the user’s experience, in terms

of immersion, presence, empathy and enjoyment?” With the results obtained in the evaluation

phase of our research, we fulfilled our goal and now try to provide the answers. In general, our

results seem to indicate that yes, the natural interaction contributed to the user’s experience in all

four parameters. Although we were not able, by comparison, to fully prove a correlation between

the use of natural interaction and the four parameters, we believe our results from the direct ques-

tions (”The interaction contributed to me. . . ”) are proof of the positive impact of the interaction in

the user’s experience. Comparing the three different types of interaction, we conclude that speech
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interaction has a stronger impact, while hands interaction, although still positive, has a smaller

impact. Contradictory results, however, show that the users tend to prefer hands interaction to

head interaction, with speech interaction being more distinctively the top preference. We note

nevertheless that these results, especially for the hand and head interaction, might be correlated

with the specific gestures performed. Two gestures were implemented for the head interaction and

only one for the hands interaction. This allied to the their particular use in the scenarios might be

the cause of less positive results. As so, we state the necessity to further evaluate other types of

gestures, in order to obtain a conclusive judgement.

6.2 Future Work

When first considering what further work can be done in terms of natural interaction in smart-

phone virtual reality experience, it is important to discuss our first main decision that impacted the

research: the choice of which methods were to be explored. And so, we highlight that although

only speech, hands gestures and head gestures were studied on a deeper level during this project,

the other methods remain to be given the full attention: facial expressions, eye movement and

breathing or other user-produced sounds.

In terms of implementation, as mentioned before, we opted for a simplified version of the

interaction recognisers, due to the project constraints. For this reason, it would be relevant to

further improve and develop all three methods.

For speech recognition, other voice parameters can possibly be used as natural interaction, like

tone and/or volume. The system can also be further developed to better cover other languages and

become more accessible. The input matching can also be improved, using, for example, Natural

Language Processing techniques, to better solve cases of synonyms and false positives.

In regards to head gestures interaction, there is the potential to implement the recognition of

other types of gestures that can be incorporated in different scenarios. It could also be interesting

to use the amplitude or speed of movements for example as a natural interaction parameter in

itself. Our solution for head gestures recognition also suffers from the limitations in reading the

motion sensors input, which could be further explored and improved upon.

Similarly to head gestures, hand gestures could also be improved by implementing the recog-

nition of other types of gestures (using, for example, computer vision techniques) as well as the

recognition of amplitude and speed of movement. More important than that, the hand gestures

recognition failed more than half the times during our user tests, which might indicate that an

altogether different solution might be needed for a successful approach.

Furthermore, it was pointed out by some participants that not seeing their hands during the

hands interaction felt unnatural. In a future version, a virtual (and real-time) representation of

the hands should be shown to the user. Additionally regarding the implementation, it was noted

that between different scenario sections, there was, sometimes, too big of a waiting period, that

caused the user to disengage with the scenario. This problem should be further solved, possibly

by improving the video loading process.
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Regarding the use case, some further work should also be considered. For one, other varied

scenarios, including different gestures and amounts of interaction, should be designed and imple-

mented, in order to fully study their impact on the user experience. In specific to the videos, it was

noted by the user tests’ participants that the sound quality was not good and that that had a negative

impact on the experience. For the further recording of 360º videos to be used in this context, we

suggest the use of external recording microphones and later syncing with the video image.

Regarding the user tests execution, we believe that further tests should be executed. We think

that studying the effects of each interaction independently could be beneficial and bring more

insights into their impact on the user experience. As so, we could compare the different methods

in a more impartial format but also understand if the amount of different types of interaction also

has an impact on the user experience. For example, if using all three methods is more positive

(and how much) than just using one or two methods. In addition, tests should be executed with

longer scenarios, in order to fully study if the interaction has an impact on the feelings of nausea

and/or fatigue of the user.

As our research comes to an end, we believe to have shown that there is still much unexplored

potential in smartphone VR. Namely, the application of natural interaction can enhance the user’s

experience, without the need for extra hardware or complex headsets. With further developments,

we trust that smartphone Virtual Reality can be elevated and bring interactive experiences to a

much wider set of users.
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Appendix A

Input JSON File Example

1 [

2 {

3 "type": "interaction",

4 "interaction":{

5 "interaction_type": "key"

6 },

7 "video_src": "office/0_.mp4"

8 },

9 {

10 "type": "video",

11 "video_src": "office/female/1_.mp4"

12 },

13 {

14 "type": "interaction",

15 "interaction":{

16 "interaction_type": "speech",

17 "expected_inputs": ["hello", "anyone", "hi", "hey"]

18 },

19 "video_src": "office/2_.mp4"

20 },

21 {

22 "type": "video",

23 "video_src": "office/female/3_.mp4"

24 },

25 {

26 "type": "interaction",

27 "interaction":{

28 "interaction_type": "head",

29 "head_interaction_type": "look",

30 "value": {

31 "alpha": 45,

32 "gamma": 0,

33 "beta": 0
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34 }

35 },

36 "video_src": "office/4_.mp4"

37 },

38 {

39 "type": "video",

40 "video_src": "office/female/5_.mp4"

41 },

42 {

43 "type": "interaction",

44 "interaction":{

45 "interaction_type": "hands"

46 },

47 "video_src": "office/6_.mp4"

48 },

49 {

50 "type": "video",

51 "video_src": "office/female/7_.mp4"

52 },

53 {

54 "type": "interaction",

55 "interaction":{

56 "interaction_type": "head",

57 "head_interaction_type": "nod_no"

58 },

59 "video_src": "office/8_.mp4"

60 },

61 {

62 "type": "video",

63 "video_src": "office/female/9_.mp4"

64 },

65 {

66 "type": "interaction",

67 "interaction":{

68 "interaction_type": "speech",

69 "expected_inputs": ["goodbye", "bye", "tomorrow", "later", "soon"]

70 },

71 "video_src": "office/10_.mp4"

72

73 },

74 {

75 "type": "video",

76 "video_src": "office/female/11_.mp4"

77 },

78 {

79 "type": "interaction",

80 "interaction":{

81 "interaction_type": "hands"

82 },
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83 "video_src": "office/12_.mp4"

84 },

85 {

86 "type": "video",

87 "video_src": "office/13_.mp4"

88 }

89 ]
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Appendix B

Output JSON File Example

1 [

2 {

3 "type": "speech",

4 "duration": 4126,

5 "normalTermination": true,

6 "numberOfTries": 1,

7 "register": [

8 {

9 "input": "hello",

10 "confidence": 0.9680845141410828

11 }

12 ],

13 "finalInput": "hello",

14 "finalConfidence": 0.9680845141410828,

15 "inputMatch": "hello"

16 },

17 {

18 "type": "head",

19 "head_type": "look",

20 "duration": 1074,

21 "normalTermination": true,

22 "target": "(0.43128746351189523, 0.36652575112823826, 0.5587996217924666,

0.6061295078297646)",

23 "finalQuaternion": "(0.3388961670987477, 0.42685473360536696,

0.4736585296116213, 0.691803455940071)",

24 "finalAngle": 0.3275648257487108,

25 "register": [

26 {

27 "quaternion": {

28 "isQuaternion": true,

29 "_x": 0.3557244312537605,

30 "_y": 0.43846905028051725,

31 "_z": 0.4718318406081871,
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32 "_w": 0.6771851557318576

33 },

34 "angle": 0.3068815247312919

35 },

36 (...)

37 {

38 "quaternion": {

39 "isQuaternion": true,

40 "_x": 0.3388961670987477,

41 "_y": 0.42685473360536696,

42 "_z": 0.4736585296116213,

43 "_w": 0.691803455940071

44 },

45 "angle": 0.3275648257487108

46 }

47 ]

48 },

49 {

50 "type": "hands",

51 "duration": 2393,

52 "normalTermination": true,

53 "finalValue": 48.666666666666664,

54 "register": [

55 139.66666666666666,

56 149.33333333333334,

57 (\dots)

58 96.33333333333333,

59 48.666666666666664

60 ]

61 },

62 {

63 "type": "head",

64 "head_type": "nod_no",

65 "duration": 1519,

66 "normalTermination": true,

67 "register": [

68 "up",

69 "left",

70 "up",

71 "right"

72 ],

73 "registerMotion": [

74 {

75 "alpha": 5.500000000000001,

76 "beta": -1,

77 "gamma": -3

78 },

79 (...)

80 {
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81 "alpha": -8.4,

82 "beta": -0.9000000000000001,

83 "gamma": -7.300000000000001

84 }

85 ]

86 },

87 {

88 "type": "speech",

89 "duration": 2482,

90 "normalTermination": true,

91 "numberOfTries": 1,

92 "register": [

93 {

94 "input": "goodbye",

95 "confidence": 0.9473445415496826

96 }

97 ],

98 "finalInput": "goodbye",

99 "finalConfidence": 0.9473445415496826,

100 "inputMatch": "goodbye"

101 },

102 {

103 "type": "hands",

104 "duration": 4972,

105 "normalTermination": false,

106 "finalValue": 151,

107 "register": [

108 101.66666666666667,

109 153.33333333333334,

110 (...)

111 171,

112 151

113 ]

114 }

115 ]
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Appendix C

Scenarios Scripts

C.1 Presentation Scenario Script

Actors: STUDENT (POV) and TEACHER (Mr. White).

Surroundings: Classroom or presentation room. The STUDENT (user) is standing in

front/side of a television on which a presentation is being shown. The TEACHER

is sitting, facing the presentation and the STUDENT. THE STUDENT is also

facing the TEACHER.

Context: The STUDENT just finished their presentation and they’re now entering a Q&

A with the TEACHER.

Note: The STUDENT’s THOUGHTs will be heard with a voice-over as a way to guide

their actions (interactions).

THOUGHT: Well... This could have gone better. But let’s take a deep breath. Just

the Q&A left... I can do this! Let me just tell Mr White I’m ready to start.

SPEECH INTERACTION: "(i’m/ i am) ready."

TEACHER: I must say I’m not impressed with your presentation. You don’t seem like

you prepared yourself that much for it. For example, tell me again, when did

the war really start? What month precisely?

THOUGHT: What is the date again? I can’t really remember... I had it in the

presentation though, a peek couldn’t hurt.

HEAD INTERACTION: look at the screen

THOUGHT: There it is. October ’39. Now, let me answer it confidently.

SPEECH INTERACTION: "october"

TEACHER: Exactly, just as I thought. You should already know by now that the war

started in September and not in October! These mistakes are unforgivable at

your level!

THOUGHT: Oh no... I can’t believe I messed up the dates! I’m so embarrassed, I wish

I could disappear from here. I want to cover my eyes so I don’t have to see

this disaster happening.

HANDS INTERACTION: cover camera

VIDEO: cover the screen with hands

TEACHER: No point in hiding yourself now...

VIDEO: uncover screen
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TEACHER: Right now, I cannot give you more than the bare minimum passing grade. But

I’m willing to give you a second opportunity. I will let you review the

presentation and tomorrow we can meet again for a new try. But as it is a

second chance, I will not tolerate any mistakes at all. So... do you want to

try again tomorrow?

THOUGHT: I know I have it in me to do better! I’ll work hard and tomorrow I’ll be

more confident! Right now though, I’m just too shaky to even talk... I’ll

answer with a nod.

HEAD INTERACTION: nod yes

TEACHER: Very well then. I will email you later with the details. You may leave now

.

TEACHER: *opens the door of the room and a very bright light shines in*

VIDEO: same view but with brightness almost to 100\% to imitate bright light coming

in

THOUGHT: So much light! Got to protect my eyes!

HANDS INTERACTION: cover camera

VIDEO: cover the screen with arm

C.2 Office Scenario Script

Actors: SAM (POV) and KYLE (SAM’s work colleague).

Surroundings: An office. There’s a door on one of the sides of the room (from SAM’s

perspective).

Context: SAM went to their office at night to prepare for their big presentation

the next day.

Note: SAM’s THOUGHTs will be heard with a voice-over as a way to guide their

actions (interactions).

THOUGHT: I think I’m feeling ready. Already have everything memorized. As long as I

can manage my stress, I’m gonna do well in my presentation.

VIDEO: footsteps sounds

THOUGHT: What is this? There isn’t supposed to be anyone else in the building.

Maybe I should call out hello to see if someone replies.

SPEECH INTERACTION: "hello"

THOUGHT: Hmmm, nothing... I’m so tired I must be starting to hear things...

VIDEO: the lights go off and more footsteps are heard, closer

THOUGHT: Who could be there? Whatever it is, it seems to be heading this way... Did

I close the door? I can’t remember...

HEAD INTERACTION: look at the door

THOUGHT: Oh no! I left it open. And they seem to be getting closer and closer. No

time to go close the door now.

VIDEO: A shadow enters through the door and approaches SAM.

THOUGHT: I’m so afraid. Are they gonna attack me? I need to protect myself. My face

first!

HANDS INTERACTION: Cover camera

VIDEO: cover the screen with arm
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KYLE: Sam... Is that you?

THOUGHT: This voice sounds familiar. But I can’t quite place it...

VIDEO: uncover screen

KYLE: It’s me, Kyle. You seem frightened, Sam. Are you okay?

THOUGHT: Of course I’m not okay, Kyle. I can’t stop shaking. I can’t even speak.

All I can do is shake my head to answer you.

HEAD INTERACTION: nod no.

KYLE: I’m so sorry, I didn’t mean to scare you. I just forgot my computer and came

to pick it up. I wasn’t expecting anybody else to be in the building. I saw the

lights on but I just thought someone had forgotten to turn them off before

going home earlier. Anyway, I’m so sorry again, Sam! I need to get going now.

See you tomorrow!

THOUGHT: *takes deep breath* Am I calm enough to at least say some words? Let’s

just try to say goodbye to Kyle.

SPEECH INTERACTION: "goodbye" OR "bye" OR "(see you/until) tomorrow" OR "(see you/

until/talk to you) later" OR "(see you/until) soon"

VIDEO: Kyle goes out

THOUGHT: I swear to god I cannot understand this guy... Only him to scare me like

this and get me even more anxious than I already am. Ok, let’s calm down now.

Remember what the therapist told you: cover your eyes, take a deep breath and

everything will be fine.

HANDS INTERACTION: cover camera

VIDEO: cover the screen with hands
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Declarations of Informed Consent

Figure D.1: Informed consent statement.
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Figure D.2: Informed consent statement for image rights.



Appendix E

User Test Script

- Welcome

- I’m doing this experiment for my thesis which explores Natural Interaction in

Smartphone VR Experiences

- During this user test, you are going to experience two different scenarios, from

the point of view of a main character. In one of those scenarios you will only

be able to observe what’s happening, while in the other one, you will have to

interact with the scene, using 3 different types of interaction (which I will

explain later).

- Before we begin, I will ask you to sign this informed consent form and then to

fill a short questionnaire with demographic questions, as well as about your

experience with VR. After each one of the scenarios, I will also ask you to

fill out a questionnaire about your experience. All of this data will only be

used for statistical purposes, and you will not be identified.

- During the experiences, I will also record you. These recordings will not be

published. They will only be used for me to recheck some data I’ve collected

automatically during the experience.

- In regard to the experiment, it is also possible, although not likely, that you

experience some nausea.

- Is this okay with you?

- Let’s start then. Here is the informed consent.

- Here is the first part of the questionnaire.

- Before we begin, do you identify most with a female or male voice?

- Now, let’s start with the first scenario.

(1ST SCENARIO PART)

- I’m going to start recording and give you the headset now.

- Warning: there is some lagging between some videos.

- *start recording*

- *give headset to participant*

- *warn for camera location and adjust lensis distance*

- Before the scenario itself starts I will give you some time to look around the

scene and get used to it and once you’re ready to begin, just say the word

- *begin*

- *once scenario is over: end recording*
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- *fill questionnaire*

- let’s go on to the second scenario

(2ST SCENARIO PART)

- Warning: there is some lagging between some videos.

- I’m going to start recording and give you the headset now.

- *start recording*

- *give headset to participant*

- Before the scenario itself starts I will give you some time to look around the

scene and get used to it and once you’re ready to begin, just say the word

- *begin*

- *once scenario is over: end recording*

- *fill questionnaire*

- Thank you so much for participating!

OFFICE SCENARIO:

- In this scenario, you will impersonate Sam, which works in an office. Sam decided

to come to the office at night when nobody else is in the building. They have

an important presentation the next morning, and they wanted to prepare.

- During the scene, you will be able to look all around you, but you will not be

able to move.

- You will be able to hear your own thoughts.

(INTERACTION PART)

PRESENTATION SCENARIO

- In this scenario, you will impersonate a student that is doing a presentation to

their teacher. You just finished doing the presentation and the teacher is

going to ask you some questions and do some comments on your presentation.

- During the scene, you will be able to look all around you, but you will not be

able to move.

- You will be able to hear your own thoughts.

(INTERACTION PART)

WITH INTERACTION:

- for this part of the experiment, you will be able to interact with the scene.

- the interaction will be done in 6 specific moments.

- for each of the interaction moments, you will have to use 1 of 3 types of

interaction

- you can use your voice to say some words

- you can use your head to do some movements

- or you can use your hands or arms to do some very simple movements

- you should be able to understand when and how to interact based on the thoughts,

so it’s very important that you pay close attention to them

- if after a few tries you are not able to perform the interaction correctly, I

will advance the scene myself so you don’t get stuck on a part of the

experiment.

WITHOUT INTERACTION:

- for this part of the experiment, you will not have the possibility to interact

with the scene. You will only observe what’s happening and hear your thoughts.
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User Experience Questionnaire
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1.

2.

Marcar apenas uma oval por linha.

3.

Marcar apenas uma oval.

Outra:

Female

Male

Non binary

4.

Marcar apenas uma oval.

19 years or less

20-24 years

25-29 years

30-34 years

35-39 years

40-44 years

45-49 years

50-54 years

55-59 years

60 years or more

User Information

User Study Questionnaire
* Indica uma pergunta obrigatória

Participant's ID *

Scenario Order *

Presentation O�ce

1st
Scenario

2nd
Scenario

1st
Scenario

2nd
Scenario

What gender do you identify yourself as? *

What is your age? *



5.

Marcar apenas uma oval.

0

1-2

3-5

5-10

10+

6.

Marcar apenas uma oval.

0

1-2

3-5

5-10

10+

7.

Marcar apenas uma oval.

not nauseated

1 2 3 4 5

very nauseated

8.

Marcar apenas uma oval.

with interaction. Avançar para a pergunta 11

without interaction. Avançar para a pergunta 22

PART 1

How many times have you experienced smartphone Virtual Reality in the

past?

*

How many times have you experienced other types of Virtual Reality in the

past?

*

On a scale of 1 to 5, how nauseated do you feel now (before initiating the

experiment)?

*

Did you experience this part of the experiment: *



9.

Marcar apenas uma oval por linha.

On a scale of 1 to 5, rate your agreement with the following statements: *

1
(strongly
disagree)

2
(disagree)

3
(neither
agree

nor
disagree)

4
(agree)

5
(strongly

agree)

The scenario
I
experienced
felt realistic.

I was aware
of my real
surroundings
during the
experience.

I felt
immersed in
the
environment.

I felt like I
was in the
portrayed
place.

I felt like I
was living
the
portrayed
situation.

I felt like I
was in the
body of the
Main
Character.

I felt
empathy
towards the
Main
Character.

I enjoyed the
experience.

The scenario
I
experienced
felt realistic.

I was aware
of my real
surroundings
during the
experience.

I felt
immersed in
the
environment.

I felt like I
was in the
portrayed
place.

I felt like I
was living
the
portrayed
situation.

I felt like I
was in the
body of the
Main
Character.

I felt
empathy
towards the
Main
Character.

I enjoyed the
experience.



10.

Marcar apenas uma oval.

not nauseated

1 2 3 4 5

very nauseated

11.

Marcar apenas uma oval por linha.

For the rest of this section, rate on a scale of 1 to 5 your agreement with each of the

statements, for each type of interaction.

12.

Marcar apenas uma oval por linha.

Part 1 - Interaction Questions

Speech interaction corresponds to the moments where you had to say aloud one or 
more words.

Hands interaction corresponds to the moments where you had to cover your eyes with 
your hands and/or arms.
Head interaction corresponds to the moments where you had to move your head to look 
somewhere speci�c or to nod (yes or no).

On a scale of 1 to 5, how nauseated do you feel after completing this part of

the experiment?

*

Rate the types of interaction experienced, according to your preference. *

1º 2º 3º

Speech

Hands

Head

Speech

Hands

Head

The interaction felt intuitive. *

1
(strongly
disagree)

2
(disagree)

3
(neither
agree

nor
disagree)

4
(agree)

5
(strongly

agree)

Speech

Hands

Head

Speech

Hands

Head



13.

Marcar apenas uma oval por linha.

14.

Marcar apenas uma oval por linha.

15.

Marcar apenas uma oval por linha.

The interaction was easy to perform. *

1
(strongly
disagree)

2
(disagree)

3
(neither
agree

nor
disagree)

4
(agree)

5
(strongly

agree)

Speech

Hands

Head

The interaction felt natural given the scenario. *

1
(strongly
disagree)

2
(disagree)

3
(neither
agree

nor
disagree)

4
(agree)

5
(strongly

agree)

Speech

Hands

Head

Speech

Hands

Head

It was clear to me what I was expected to do. *

1
(strongly
disagree)

2
(disagree)

3
(neither
agree

nor
disagree)

4
(agree)

5
(strongly

agree)

Speech

Hands

Head

Speech

Hands

Head



16.

Marcar apenas uma oval por linha.

17.

Marcar apenas uma oval por linha.

18.

Marcar apenas uma oval por linha.

The interaction contributed to me feeling immersed in the environment. *

1
(strongly
disagree)

2
(disagree)

3
(neither
agree

nor
disagree)

4
(agree)

5
(strongly

agree)

Speech

Hands

Head

Speech

Hands

Head

The interaction contributed to me feeling like I was in the portrayed place. *

1
(strongly
disagree)

2
(disagree)

3
(neither
agree

nor
disagree)

4
(agree)

5
(strongly

agree)

Speech

Hands

Head

Speech

Hands

Head

The interaction contributed to me feeling like I was living the portrayed

situation.

*

1
(strongly
disagree)

2
(disagree)

3
(neither
agree

nor
disagree)

4
(agree)

5
(strongly

agree)

Speech

Hands

Head

Speech

Hands

Head



19.

Marcar apenas uma oval por linha.

20.

Marcar apenas uma oval por linha.

21.

Marcar apenas uma oval por linha.

Avançar para a pergunta 22

PART 2

The interaction contributed to me feeling like I was in the body of the Main

Character.

*

1
(strongly
disagree)

2
(disagree)

3
(neither
agree

nor
disagree)

4
(agree)

5
(strongly

agree)

Speech

Hands

Head

Speech

Hands

Head

The interaction contributed to me feeling empathy towards the Main

Character.

*

1
(strongly
disagree)

2
(disagree)

3
(neither
agree

nor
disagree)

4
(agree)

5
(strongly

agree)

Speech

Hands

Head

Speech

Hands

Head

The interaction contributed to me enjoying the experience. *

1
(strongly
disagree)

2
(disagree)

3
(neither
agree

nor
disagree)

4
(agree)

5
(strongly

agree)

Speech

Hands

Head

Speech

Hands

Head



22.

Marcar apenas uma oval.

with interaction. Avançar para a pergunta 25

without interaction. Avançar para a pergunta 36

23.

Marcar apenas uma oval por linha.

Did you experience this part of the experiment: *

On a scale of 1 to 5, rate your agreement with the following statements: *

1
(strongly
disagree)

2
(disagree)

3
(neither
agree

nor
disagree)

4
(agree)

5
(strongly

agree)

The scenario
I
experienced
felt realistic.

I was aware
of my real
surroundings
during the
experience.

I felt
immersed in
the
environment.

I felt like I
was in the
portrayed
place.

I felt like I
was living
the
portrayed
situation.

I felt like I
was in the
body of the
Main
Character.

I felt
empathy
towards the
Main
Character.

I enjoyed the
experience.

The scenario
I
experienced
felt realistic.

I was aware
of my real
surroundings
during the
experience.

I felt
immersed in
the
environment.

I felt like I
was in the
portrayed
place.

I felt like I
was living
the
portrayed
situation.

I felt like I
was in the
body of the
Main
Character.

I felt
empathy
towards the
Main
Character.

I enjoyed the
experience.



24.

Marcar apenas uma oval.

not nauseated

1 2 3 4 5

very nauseated

25.

Marcar apenas uma oval por linha.

For the rest of this section, rate on a scale of 1 to 5 your agreement with each of the

statements, for each type of interaction.

26.

Marcar apenas uma oval por linha.

Part 2 - Interaction Questions

Speech interaction corresponds to the moments where you had to say aloud one or 
more words.

Hands interaction corresponds to the moments where you had to cover your eyes with 
your hands and/or arms.
Head interaction corresponds to the moments where you had to move your head to look 
somewhere speci�c or to nod (yes or no).

On a scale of 1 to 5, how nauseated do you feel after completing this part of

the experiment?

*

Rate the types of interaction experienced, according to your preference. *

1º 2º 3º

Speech

Hands

Head

Speech

Hands

Head

 The interaction felt intuitive. *

1
(strongly
disagree)

2
(disagree)

3
(neither
agree

nor
disagree)

4
(agree)

5
(strongly

agree)

Speech

Hands

Head

Speech

Hands

Head



27.

Marcar apenas uma oval por linha.

28.

Marcar apenas uma oval por linha.

29.

Marcar apenas uma oval por linha.

The interaction was easy to perform. *

1
(strongly
disagree)

2
(disagree)

3
(neither
agree

nor
disagree)

4
(agree)

5
(strongly

agree)

Speech

Hands

Head

The interaction felt natural given the scenario. *

1
(strongly
disagree)

2
(disagree)

3
(neither
agree

nor
disagree)

4
(agree)

5
(strongly

agree)

Speech

Hands

Head

Speech

Hands

Head

It was clear to me what I was expected to do. *

1
(strongly
disagree)

2
(disagree)

3
(neither
agree

nor
disagree)

4
(agree)

5
(strongly

agree)

Speech

Hands

Head

Speech

Hands

Head



30.

Marcar apenas uma oval por linha.

31.

Marcar apenas uma oval por linha.

32.

Marcar apenas uma oval por linha.

The interaction contributed to me feeling immersed in the environment. *

1
(strongly
disagree)

2
(disagree)

3
(neither
agree

nor
disagree)

4
(agree)

5
(strongly

agree)

Speech

Hands

Head

Speech

Hands

Head

The interaction contributed to me feeling like I was in the portrayed place. *

1
(strongly
disagree)

2
(disagree)

3
(neither
agree

nor
disagree)

4
(agree)

5
(strongly

agree)

Speech

Hands

Head

Speech

Hands

Head

The interaction contributed to me feeling like I was living the portrayed

situation.

*

1
(strongly
disagree)

2
(disagree)

3
(neither
agree

nor
disagree)

4
(agree)

5
(strongly

agree)

Speech

Hands

Head

Speech

Hands

Head



33.

Marcar apenas uma oval por linha.

34.

Marcar apenas uma oval por linha.

35.

Marcar apenas uma oval por linha.

Thank You for Participating!

The interaction contributed to me feeling like I was in the body of the Main

Character.

*

1
(strongly
disagree)

2
(disagree)

3
(neither
agree

nor
disagree)

4
(agree)

5
(strongly

agree)

Speech

Hands

Head

Speech

Hands

Head

The interaction contributed to me feeling empathy towards the Main

Character.

*

1
(strongly
disagree)

2
(disagree)

3
(neither
agree

nor
disagree)

4
(agree)

5
(strongly

agree)

Speech

Hands

Head

Speech

Hands

Head

The interaction contributed to me enjoying the experience. *

1
(strongly
disagree)

2
(disagree)

3
(neither
agree

nor
disagree)

4
(agree)

5
(strongly

agree)

Speech

Hands

Head

Speech

Hands

Head



36.

Este conteúdo não foi criado nem aprovado pela Google.

Any observations, comments or suggestions?

 Formulários
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