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Abstract

This dissertation project proposes the design of a Silicon Photonics Optical Beamformer for
Broadband Phased Array Antennas operating in the Ka band (26 - 40 GHz). The beam-
former circuit implements a True Time Delay device, that enables seamless tuning of a flat
time delay for each radiating element, which produces a phase shift that varies linearly with
frequency over the entire signal bandwidth. The linear frequency dependence of the gener-
ated phase shifts eliminates a recurring phenomenon on PAA systems known as beamsquint,
which consists in deformation of the array radiation pattern that deteriorates the quality
of the transmitted signal. Therefore this technology allows PAA based systems to be used
in broadband communications, which are becoming evermore pervasive, due to modern day
demands for high-speed data transfer.
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Chapter 1

Introduction

1.1 Objectives

The aim of this project is to design and simulate a Photonic Integrated Circuit (or PIC) opti-
cal beamformer for broadband phased array antennas operating in the Ka band (26 - 40 GHz).
The beamformer circuit should implement seamless tunable true time delay for each Antenna
Element (AE). The optical beamformer to be designed is intended for satellite communication
applications.

1.2 Background and Motivation

Phased Array Antennas (PAA) consist of multiple stationary radiating elements, commonly
referred to as antenna elements (AEs), which are capable of steering the maximum radiation,
by controlling the progressive phase difference between the AEs [1]. This feature, called beam
steering, is of great interest, because it means the antenna beam can be controlled electron-
ically, without requiring the AEs to physically move. It is also possible to provide variable
amplitude control for radiation pattern shaping, for example to minimise side lobes [16][13].
PAA were introduced in the early 20th century and developed extensively during World War
II, mainly for radar systems [16]. Nowadays, PAA based systems have countless applications,
such as radar, satellite communication, space probe communications [17] and weather moni-
toring.
A PAA system also requires a beamformer, that is responsible for the shaping of the beam,
which is achieved by controlling the amplitude and phase of the excitation current in the AEs.
Classical PAA beamformers use phase shifters in order to induce a tunable phase to the signal
of the AEs, hence controlling the direction of maximum radiation of the antenna array beam.
The phase shift introduced by phase shifters at a sub-array level is not linearly frequency
dependent. This means that for different frequencies correspond different time delays, which
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2 Introduction

results in distortion of the beam over frequency, known as beam squinting, thus severely re-
ducing the bandwidth of the PAA [18]. As a consequence, this conventional approach works
well for narrow band applications, but it does not constitute a viable solution for broadband
communications.
It is therefore increasingly more relevant to develop PAA beamformers for broadband com-
munications, in order to meet current and future needs in data transfer. This is especially
important in satellite communication systems, which involve fast moving transmission/recep-
tion targets (namely in low orbits) used for broadband communication, such as those providing
broadband internet service, like Star Link [19]. Beam squinting, which is the biggest impedi-
ment to broadband PAA beamforming, can be eliminated by replacing the phase shifters with
TTD devices. However, TTD devices require continuous delay tuning in order to achieve high
beam angle resolution [13], which is not feasible to implement electronically. Thus, an optical
beamformer based in Optical Ring Resonators (ORR) is proposed in this work as a solution
to address this issue.
Traditional approaches of beamformers based on electronics be it analogue in nature or digi-
tal have various limitations, especially if the signal bandwidth is large. Hence, the proposed
solution based on photonic circuits, a technology which is evolving quite rapidly, presents a
very attractive solution to solve the present needs of high data rates [4]. This technology has
applications on 5G wireless communications as well as high data rate satellite communications
for internet service provision.

1.3 Project Contributions

The general structure of the proposed optical beamformer can be described as a network of
tunable delay lines based on ORR. It is largely based on the solutions proposed by [13] [14].
However, some of the details and components regarding the design and implementation of the
device were adapted from other sources or entirely developed from scratch:

• The variable coupler design (see section 3.4.1), which is based on a Mach-Zender Inter-
ferometer tunable coupler implementation proposed by [20] [15] and adapted to optical
beamforming applications.

• The development of modular delay units, which constitute a highly scalable design
for larger phased arrays, requiring only the incorporation of more delay units and the
respective calibration.

• The group delay response resonance frequency tuning via a thermo-optic phase shifter.

• Numerical simulations and validation of the delay unit operation.

• The overall beamformer architecture development. The beamformer proposed in this
dissertation constitutes a device that enables high precision beamsteering for broadband
signals, which is not limited by beamsquint.
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In short, the proposed solution is based on a concept that has already been studied in detail
by many authors, nevertheless, the specific architecture proposed constitutes a novel approach
for optical beamformers based on tunable delay lines.

1.4 Document Structure

This document is divided into 6 chapters. Chapter 1 presents the objectives for this project,
the background and motivation and the project contributions, which contextualise the project
within the state-of-the-art of optical beamforming. Chapter 2 contains an overview of the
state-of-the-art in photonic integrated technology, the associated optical components as well
as some of the theoretical fundamentals in those said components and Phased Array An-
tennas. Chapter 3 presents a detailed description of the design process for the Delay Unit,
which constitutes the most important component in the beamformer architecture. Chapter 4
describes the numerical simulations performed, and the corresponding results, in order to val-
idate the Delay Unit and present a detailed characterisation of the device response. Chapter
5 presents the beamformer architecture and the relevant topics concerning the system overall
design, i.e., from the array antenna model to the final PIC layout. Finally, Chapter 6 contains
the final remarks regarding the project’s overall success. Additionally, a list of suggestions for
future development are outlined.
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Chapter 2

State of the Art

2.1 Introduction

In this Chapter, a State of the Art review on Phased Array Antennas (PAA), integrated
photonics technology and the most relevant optical components concerning this project is
presented. Section 2.2 presents and overview of the fundamentals in Phased Array Antennas,
as well as some implementations for beam scanning systems. Subsequently, in Section 2.3 a
state-of-the-art review in Silicon Photonics technologies and the most relevant optical com-
ponents was outlined. Finally, Section 2.4 is dedicated to Optical Ring Resonators, as they
constitute the most important aspect for the beamformer design.

2.2 Phased Array Antennas

Since the optical circuit designed will function as a delay scanning device for beam direction
control of a Phased Array Antenna, it is relevant to present an overview of the fundamentals
of these devices.

2.2.1 Antenna Array Theory

Considering an N-element linear array, i.e. an antenna made up of N discrete elements with a
geometry as described in Figure 2.1, let us assume that all elements have identical amplitudes
and a constant β progressive phase lead current excitation relative to the preceding one (β
represents the phase by which the current in each element leads the current of the preceding
element). An array with these conditions is named a uniform array. If we sum the electric
fields of all elements, we obtain a total field that is equal to the field of a single element
positioned at the origin multiplied by a factor referred to as Array Factor. The array factor is
a function of the number of elements, their geometry, relative phase, magnitude and spacing
[1]. Since the array factor is independent of the directional characteristics of the elements’
fields, it can be obtained by considering the elements as isotropic point sources. The array
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6 State of the Art

factor is given by [1]:

AF =
N∑
n=1

ej(n−1)ψ where ψ = kd cos θ + β (2.1)

If the actual elements are not isotropic sources, the total field can be calculated by multiplying

Figure 2.1: Far field geometry of N-element array of isotropic sources [1]

the array factor by the field of a single element, referred to as element factor. From Equation
5.1, it is possible to write the array factor as a function of ψ, as follows (see [1] for detailed
explanation):

AF =
sin(N2 ψ)

sin(1
2ψ)

(2.2)

which, for small values of ψ can be approximated to:

AF =
sin(N2 ψ)

ψ
2

(2.3)

From this relation, it follows that the array factor function has a period of 2π and the maxi-
mum and nulls of the array factor are dependent on the distance d between the array elements
and the progressive phase shift β. Thus, by controlling the phase excitation between the ele-
ments, it is possible to direct the maximum radiation of on array in any desired direction to
form a scanning array. This is the principle of electronic scanning phased array operation [1].
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2.2.2 Beam Scanning systems

In order to have a continuous scanning of the array radiation beam, the system should be
capable of varying the progressive phase between the elements. In practice this is accomplished
electronically by the use of ferrite or diode phase shifters. An example of a diode phase shifter
is an incremental switch-line, as shown in Figure 2.2. This device works by switching on an
off the lines of lengths l1 and l2. The differential phase shift (in degrees) is given by:

∆φ = k(l2 − l1) (2.4)

Figure 2.2: Incremental switched line [2]

As mentioned in section 1.2, the phase shifts implemented by these circuits to not follow a
linear variation with frequency, which will cause the beam to widen in broadband applications,
known as beamsquinting. This is one of the main issues the proposed solution of this project
intends to overcome.
Another implementation of an electronic beam scanning system is known as a rotman lens.
The Rotman lens consists of two geometric contours where excitation of a feed at a beam
port along contour 1 will produce a linear phase front at the element ports, corresponding
to a given direction. Reciprocally, in receive, a wavefront which arrives with proper phase at
the element ports will be focused at the corresponding beam-port [18]. Figure 2.3 depicts the
original architecture for a Rotman Lens. Antenna elements are connected to the right side as
depicted in Figure 2.3, with beam ports connected to the left. The lens can be thought of as
a quasi-microstrip (or quasi-stripline) circuit where the beam ports are positioned such that
constant phase shifts are achieved at the antenna ports. When antenna elements are fed at
phases that vary linearly across a row, it behaves just like a phased array.
Other, more advanced, techniques have been used in order to implement True Time Delay

Devices, namely in electronic integrated circuits for microwave applications, such as MMIC
(Monolithic Microwave Integrated Circuit). A full review of these implementations is beyond
the scope of this dissertation and, thus, will not be included in the present document.
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Figure 2.3: Original Rotman Lens Architecture Diagram [3]

2.3 Photonic Integrated Circuits

Photonic Integrated Circuits (PIC) are a fast growing field, both academically and in industry
development. The ability to integrate optical components such as waveguides, ring resonators,
lasers and photodiodes in a single chip will likely make this technology ubiquitous worldwide
within the near future [4]. PIC can be of use in various fields from high-speed communica-
tions, to sensor systems and medical applications. This is especially true for Silicon Photonics.
Furthermore, there has been a great effort in order to repurpose process steps, materials and
techniques used and developed over the past 50 years in the fabrication of silicon microelec-
tronics to build silicon photonic devices and circuits [4].
This section contains an overview of the state of art of the most relevant optical devices
related to this project as well as an explanation on their working principles and applications.

2.3.1 Modelling and Simulation Tools

Regarding Silicon Photonics, it is important for this project to grasp how the design process
of PIC is conducted. The design workflow for a photonic system is presented in Figure 2.4.
Firstly, mathematical models and techniques must be employed in order to calculate im-

portant parameters that characterise the behaviour of photonic systems. An example is the
eigenmode solver, which determines time-harmonic solutions to Maxwell’s equations in the
frequency domain. There are numerous approaches to solving this problem, including the
Finite Element Method, Finite Difference and various approximations, such as the Effective
Index Method. The design of photonic devices also requires an understanding of how light
propagates in a waveguide. The most general and rigorous time-domain approach is the finite
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Figure 2.4: Overview of a silicon photonic system design workflow [4]

difference time domain method (FDTD).
With these models, simulation software (like Lumerical) can be developed and used to simu-
late the response of various devices to predict the system behaviour in the presence of external
stimulus, namely electrical and optical signals. Once a circuit is designed, a designer uses the
schematic to lay out the components in a physical mask layout, using a variety of design aids
and component libraries, such as Process Design Kits (PDK). This is followed by verification,
including manufacturing design rule checking, layout versus schematic (LVS), lithography
simulation and parasitic extraction. In this step, fabrication processes and environmental
variations are also taken into consideration [4].

2.3.2 Waveguides

Optical waveguides are devices designed to confine and guide light through a well defined
path. Before considering waveguide behaviour, it is relevant to analyse what materials are
used for implementing waveguides in photonic circuits, namely silicon photonics, which is the
technology that will be used for this project.

2.3.2.1 Silicon-on-insulator

The wafers commonly used for silicon photonics are called ’silicon-on-insulator’ (SOI), which
are also commonly used in the electronics industry for high-performance circuits. They consist
of overlapping layers of silicon and silicon oxide. The typical 200 mm (8”) wafer consists of
a 725 µm silicon substrate, 2 µm of oxide (buried oxide, or BOX), and 220 nm of crystalline
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silicon [4], as described in Figure 2.5. The refractive index in Silicon is temperature depen-

Figure 2.5: Cross-section of SOI wafer[4]

dant. This dependence is caused by the modification in the distribution function of carriers
and photons, and the temperature induced shrinkage of the band gap [4]. The direction of the
temperature change can be sensed by exploiting variations in wafer thickness [21]. The tem-
perature dependence can be approximated by β(T ) = 1

n
dn
dT , which for silicon is 5.2 · 10−5K−1

and dn
dT = 1.87 · 10−4K−1 at 1500 nm. This behaviour of silicon based waveguides will be

very useful for thermally tuned devices, see section 2.4.2.

2.3.2.2 Waveguides

There are two common types of waveguides used in silicon photonics: strip waveguides, typi-
cally used for routing and the rib waveguides used for electro-optic devices such as modulators,
since it enables electrical connections to be made to the waveguide [4]. These are represented
in Figure 2.6. In order to properly design an optical waveguide, one must take into consider-

Figure 2.6: Strip waveguide (left); rib waveguide (right)[4]

ation mode propagation. This aspect is the most relevant when designing waveguides, thus
simulations are performed in order to determine the proper dimensions, namely the silicon
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layer width and height, based on certain requirements e.g., the waveguide should only sup-
port a single TM and TE mode. The waveguide height (which corresponds to the silicon layer
thickness) is typically constrained by the foundry. To determine the mode field configuration,
one must find the eigenvalue for each mode. Analysing the mode structure of a dielectric
involves extensive calculations (see [5] for more details), but, for a rectangular waveguide, it
can be shown that the critical cut-off condition will be determined by the smaller of the two
dimensions (a and b) of the waveguide (see Figure 2.7). The normalised frequency corre-
sponds to an upper limit, hence only modes that occur at lower normalised frequency values
can propagate in the waveguide. This is defined as [5]:

V = k0
a

2

√
n2

1 − n2
2 (2.5)

Where a is the smaller dimension, k0 is the free space wavenumber, n1 is the core refractive
index and n2 is the index of the surrounding material. As an example, it is shown in fig 2.8 the

Figure 2.7: Cross section of rectangular waveguide [5]

results of a mode profile simulation, for the first TE mode profile of a 500 nm× 220 nm strip
waveguide at 1550 nm. Similarly to circular waveguides, in rectangular waveguides, modes

Figure 2.8: E-field intensity of 2D mode profile simulation on a strip waveguide [4]

will decay exponentially in the cladding, proportionally to distance. The decay of the field
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profile can be approximated by:

E ∝ e−
2πd
λ

√
neff − n2

c (2.6)

where E is the field amplitude at a distance d from the core-cladding interface, neff is the
effective index of the mode, and nc is the refractive index of the cladding. The mode effective
index can be calculated as neff = β

k0
, where β is the propagation coefficient [5].

Optical waveguides, like all passive components, are subjected to losses and this aspect should
also be taken into consideration while designing an optical circuit. Losses in waveguides can
stem from several factors, such as:

• Absorption due to metal proximity;

• Sidewall roughness can cause optical scattering loss, resulting from roughness of the
waveguide surface, which is one of the main sources of optical propagation loss [22].
Consequently, there has been much research in this area in order to better model the
relation between propagation losses and sidewall roughness;

• Material Loss;

• Bend losses, which are introduced by the use of bent waveguides.

2.3.3 Directional Couplers

Directional couplers are the most common method for combining and splitting light in pho-
tonic systems. This component is used for various purposes, such as splitting a portion of
light into ring resonators or for coupling two inputs in fibre interferometers. The directional
coupler consists of two parallel waveguides, where the coupling coefficient is controlled by the
length of the coupler and the spacing between the two waveguides [4], see Figure 2.9.
The behaviour of directional couplers can be derived from coupled mode theory [6]. Consid-

Figure 2.9: Conventional directional coupler [6]
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ering the conventional configuration of directional couplers (Figure 2.9), the fraction of the
power coupled from one waveguide to the other, k, can be expressed as:

k2 =
Pcross
P0

= sin2 (CL) (2.7)

Where P0 is the input optical power, Pcross is the power coupled across the coupler into
the other waveguide, L is the length of the coupler and C is the coupling coefficient. The
remaining fraction of power in the original waveguide is:

t2 =
Pthru
P0

= cos2 (CL) (2.8)

It should be noted that for a lossless coupler, the following relation must be satisfied t2 +k2 =

1. By decomposing the propagation light field into the modes at that position (known as
’supermodes’, see Eigenmode Expansion Method), the coupling coefficient can be obtained
based on a numerical calculation of the effective indices n1 and n2, which correspond to the
first two eigenmodes of the coupled waveguides. From these two supermodes, the coupling
coefficient is described by the following expression:

C =
π∆n

λ
(2.9)

where ∆n is the difference between the effective indices, n1 − n2.
In Silicon Photonics, directional couplers can be implemented using either strip or rib waveg-
uides [4].

2.3.4 Mach–Zehnder interferometer

Before explaining what it is and how a Mach-Zender interferometer works, it is important
to consider the operation of Y-branches. Y-branches are devices used to split light from one
waveguide equally into two output branches or to combine light from two input branches into
one waveguide, as represented in Figures 2.10 and 2.11. The splitting functionality analysis is

Figure 2.10: Y-branch splitter Figure 2.11: Y-branch combiner

quite straightforward, as for an input field intensity Iin, the intensity in each output branch
will be I1 = I2 = Iin/2, and consequently the electric field E1 = E2 = Ein/

√
2. For the

combiner, the analysis is not as simple, as the y-branch cannot be considered as a three-port
device.
According to [7], the Y-junction will be treated as three single mode waveguides. A symmetric
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structure of three identical waveguides is assumed, where three sections can be identified Fig-
ure 2.12. The branching section smoothly terminates two waveguides into one. The tapered
section consists of a waveguide with varying width along the propagation direction. The two
incident light waves are assumed to be completely coherent and monochromatic, thus having
the same frequency and a constant phase difference.
When the input modes are in phase, the output power will result in the sum of the input
powers, because the even mode will be excited, which is converted into the fundamental mode
and successfully confined in the output waveguide. On the other hand, if the two incoming
waves are opposite in phase, no guided mode will be confined in the output waveguide, be-
cause the odd mode will be excited, which is converted into the evanescent mode, decreasing
exponentially as it passes through the tapered section. If a light beam is only incident from
one waveguide, even and odd modes will be equally excited, which will result in a 3 dB inser-
tion loss, since the power of the odd mode is lost in the tapered section. The transmission

Figure 2.12: Single-mode Y-branch diagram [7]

matrix for the Y-branch splitter and combiner are, respectively, as follows:(
Eout,1

Eout,2

)
=

(√
2

2 e
−jθ

√
2

2 e
−jθ

)
Ein (2.10)

Eout =
(√

2
2 e
−jθ

√
2

2 e
−jθ
)(Ein,1

Ein,2

)
(2.11)

A Mach–Zehnder interferometer consists of a device that splits an input light wave into
two beams that are recombined at the output. Simply put, it consists of two symmetrical
single-mode Y-branches connected to arms with different optical lengths, represented in Figure
2.13. In optical fibre communications, these devices can be used, among other applications,
to modulate the power or phase of a laser beam. Considering Y-branch splitter and combiner
transmission matrices 2.10 and 2.11 and considering that the two propagating lines introduce
a phase delay of e−jφi , where φi = βiLi and Li is the line length, it is possible to relate the
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Figure 2.13: Mach-Zender diagram

input and output field waves as described:

Eout =
(√

2
2 e
−jθ

√
2

2 e
−jθ
)(e−jφ1 0

0 e−jφ2

)(√
2

2 e
−jθ

√
2

2 e
−jθ

)
Ein (2.12)

From 2.12, it follows that:

Pout = cos2(
∆φ

2
)Pin = cos2(

β2L2 − β1L1

2
)Pin (2.13)

Consequently, the output power of the interferometer is a sinusoidally varying function of
wavelength (via β1 and β2) for an imbalanced interferometer (L1 6= L2).

2.3.5 Multi-mode Interference Couplers

Multi-mode interference (MMI) couplers consists essentially of a broad multimode waveguide,
which supports a large number of modes. This section has several access waveguides con-
nected, as shown in Figure 2.14. MMI based devices enable optical signal routing, as they can
perform splitting and combining functions. Multi-mode interference couplers are based on the

Figure 2.14: Multi-mode interferometer diagram [8]

self-imaging property of multi-mode propagation in a slab waveguide [8]. This phenomenon,
also known as the Talbot effect, describes the lens-less self-imaging of a grating by diffraction
in the optical near-field, as exemplified in Figure 2.15. When a monochromatic wave falls onto
a grating it generates self-images of the grating pattern at regular intervals of nLT , where LT
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is known as the Talbot Distance [9]. The Talbot Length LT depends on the wavelength λ and
the grating period Λ, defined by Lord Raleigh as follows:

LT =
λ

1−
√

1− ( λΛ)2
(2.14)

He also suggested a simplified version of 2.14, valid when the wavelength λ is considered to
be small compared to Λ. In this approximation, the Talbot Length can be described as[23]:

LT =
2Λ2

λ
(2.15)

It is also worth mentioning that the self-images that occur in even n multiples of the Talbot
Length are shifted by half a period compared to the images with odd n, as shown in Figure
2.15. Based on this property, MMI couplers are able to couple light to multiple output ports

Figure 2.15: The optical Talbot effect for a monochromatic light, known as ’Talbot Carpet’
[9]

and function as splitter or combiner, by specifying a given width W and length L for the
central section, as shown in Figure 2.14. This phenomenon is a result of interactions inside
the multimode waveguide between the multiple modes excited by the input field, which is
described with greater rigour in the following paragraphs.
The central section of an MMI device is a waveguide designed to support a large number of
modes (typically ≥ 3). In order to launch and recover light from that waveguide, a number
of access waveguides (usually single-mode) are placed at its input and output. Hence, such
devices can be referred as NxM MMI couplers, where N and M are the number of input and
output waveguides, respectively [10]. The effective index method may be applied to reduce
the description of the modes from two to one dimension. The input field Φ(x, 0), is written
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as a sum of the slab modes, φ(x), as follows:

Φ(x, 0) ≈
M−1∑
m=0

Cmφm(x) (2.16)

where Cm represents the amplitude of the mth waveguide, which is defined in terms of the
overlap integral1:

Cm =

∫
Φ(x)φm(x)dx√∫

φm(x)2dx
(2.17)

This is known as eigenmode decomposition, where the φm(x)’s are the eigenmodes of the slab
waveguide. The field as it propagates along z is hence described as follows:

Φ(x, z) =

M−1∑
m=0

Cmφm(x)e−jβmz (2.18)

where the βm’s are the propagation constants of each mode and M the modes supported by
the slab. For each mode m, the transverse wavevector is given by kxm = (m+ 1)π/We, where
We is an effective width which accounts for the lateral penetration of the evanescent mode
into the cladding region and the polarisation dependence [8]. The longitudinal propagation
constant is β2

m = n2
sk

2
0 − k2

xm where k0 = 2π/λ and ns is the slab index. Using the binomial
expansion with k2

xm � k2
0n

2
s, the propagation constants can be derived as:

βm ≈ nsk0 −
(m+ 1)2λπ

4W 2
e ns

(2.19)

Therefore, the propagation constants show a nearly quadratic dependence with respect to the
mode number m. By defining Lπ as the beat length between the fundamental and first order
modes:

Lπ =
π

β0 − β1
≈ 4nsW

2
e

3λ
(2.20)

The propagation constants spacing can then be written as follows:

(β0 − βm) ≈ m(m+ 2)π

3Lπ
(2.21)

It can be derived from equations 2.21 and 2.18 that, when considering general interference 2,
single replicas will occur at L = 0, 2× 3Lπ, 4× 3Lπ, 6× 3LC , ... = p× 3Lπ for p even, i.e,
that all guided modes will interfere with the same relative phases as in z=0. Single replicas
will also occur at L = 3× 3Lπ, 5× 3Lπ, 7× 3LC , ... = p× 3Lπ for p odd, however, in this
case the replicas will be mirrored with respect to the plane y = 0, as described in Figure 2.16.
Furthermore, at half-way distance between the direct and mirrored replicas, a pair of images

1The Overlap Integral is a quantitative measure of the overlap of atomic orbitals situated on different
atoms.

2In general interference, the self-imaging mechanisms are independent of modal excitation
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Figure 2.16: Input field Φ(y, 0) replicas in multimode waveguide [10]

will occur in quadrature and with amplitudes 1/
√

2. This two-fold imaging is useful to realise
2x2 3-dB couplers. The detailed deduction of these results can found in [10].

2.3.6 Grating Couplers

A grating coupler is a periodic structure that can diffract light from propagation in the
waveguide to free-space. It is normally used as an I/O device to couple light between fibre
and sub-micrometer Silicon-on-insulator (SOI) waveguides. Figure 2.17 shows a schematic of
a cross section of a grating coupler, where Λ is the grating period, W is the width of the

Figure 2.17: schematic of a cross section of a grating couple [11]

grading teeth (assuming uniform grating) and ed is the etch depth of the grating.
The behaviour of this component can be understood in terms of the Huygens-Fresnel principle,
namely the constructive and destructive interference arising from the wavefronts created by
the diffraction of light from the grating teeth. One dimensional grating couplers are well
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described by the Bragg Law. The general form of the Bragg condition can be expressed as:

β − kx = m ·K (2.22)

where β is the propagation constant of the waveguide β =
2πneff
λ0

(where neff is the effective
index of the slab waveguide), kx is the wave vector of the diffracted wave in the direction of
the incident wave, and K is the periodicity of the grating described as K = 2π/Λ. From the
Bragg condition, it is possible to derive an expression for the grating period (see [11] for a
detailed derivation):

Λ =
λ

neff − sin (θair)
(2.23)

where θair is the angle between surface normal and the propagation direction of the diffracted
light, in the air.

2.4 Optical Ring Resonators

Since Optical Ring Resonators are the main component in the proposed implementation of
an optical beamformer, an entire section of this chapter was dedicated to this topic, in order
to present an overview of the fundamental properties and main applications of this device.

2.4.1 Fundamental properties of ring resonators

A generic optical ring resonator (ORR) consists of an optical waveguide which is looped back
on itself, such that a resonance occurs when the optical path length of the resonator is exactly
a whole number of wavelengths [24]. The term ring resonators can refer to any kind of looped
resonator, not strictly circular rings. When the ring cavity is elongated, consisting of two
180° circular waveguides and two straight waveguides (along the coupling section) the term
racetrack resonator is also used [4]. This device is only useful when coupled to the outside
world, such that an optical signal can be fed into the ring cavity through a bus waveguide.
The coupling mechanism typically consists of one or two directional couplers. Thus, there are
two main types of ORR: All-pass and Add-Drop, as shown in Figure 2.18

Figure 2.18: Diagram of racetrack resonators: All-pass (left) and Add-drop (right) [4]
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2.4.1.1 All-Pass ring resonators

A simple ring resonator can be constructed by feeding the output of a directional coupler back
into its input, known as an all-pass or notch configuration, Figure 2.18 (left). This leads to a
two-port device, which acts as an all-pass filter and introduces a wavelength dependent phase
shift [12]. Assuming the reflections back into the bus waveguide are negligible, the ratio of
transmitted and incident field in the bus waveguide can be described as3:

Ethru
Einput

= ei(π+φ)a− te−iφ

1− taeiφ
(2.24)

Where t is the transmission coefficient through the coupler, or self-coupling coefficient ; φ = βL

is the round trip optical phase shift, with L the round trip length and β the propagation
constant of the mode circulating in the waveguide. a is the single-pass amplitude transmission,
which relates to the power attenuation coefficient α [cm−1] as a2 = e−αL. The intensity
transmission Tn (n as in notch) is obtained by squaring Eq. 2.24:

Tn =
Ithru
Iinput

=
a2 − 2ta cosφ+ t2

1− 2at cosφ+ (ta)2
(2.25)

It is also worth mentioning that resonance occurs when φ is equal to multiples of 2π, i.e,
when the light wavelength fits a whole number of times inside the length of the loop, hence
the resonance wavelength follows:

λres =
neffL

m
, m = 1, 2, 3, ... (2.26)

2.4.1.2 Coupling in ring resonators

As mentioned above, the linear waveguides are coupled into the ring waveguides via directional
couplers. When the light beam crosses the linear waveguide, part of the light will be coupled
into the ring due to the evanescent field outside the waveguide, which decays exponentially
with distance [26]. Similarly to the transmission coefficient t, one can define a cross-over
coupling coefficient k, so that t2 and k2 are the power splitting ratios of the coupler and for
lossless coupling to occur, the following equation must be satisfied:

t2 + k2 = 1 (2.27)

Another fundamental property of waveguides coupled to resonators is the condition of critical
coupling. It refers to the condition in which internal resonator loss and waveguide coupling loss
are equal for a matched resonator-waveguide system, at which point the resulting transmission
at the output of the waveguide goes to zero on resonance [27].

3These properties were derived assuming light is operated in continuous wave CW mode, i.e, not pulsed
[25]
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2.4.1.3 Add-drop ring resonators

The add-drop ring resonator, Figure 2.18 (right), consists of a ring resonator that is coupled
to two waveguides, resulting that the incident field is partly transmitted to the drop port.
The transmission intensity equations for the drop and through ports are presented below [24].

Tthru =
Ithru
Iinput

=
t22a

2 − 2t1t2a cosφ+ t21
1− 2t1t2a cosφ+ (t1t2a)2

(2.28)

Tdrop =
Idrop
Iinput

=
(1− t21)(1− t22)a

1− 2t1t2a cosφ+ (t1t2a)2
(2.29)

2.4.1.4 Spectral characteristics

As referred in section 2.4.1.1, when the effective wavelength of the optical signal is a multiple
of the ring loop length, a resonance occurs and light interferes constructively and ’builds up’
inside the ring. Hence, the ring response as a function of wavelength at the output ports will
be periodic, with peaks at resonant wavelengths, as shown in Figure 2.19. In the through port,
the ring exhibits a minimum at resonance. The difference in position between two consecutive
resonant peaks, see Figure 2.19, is called Free Spectral Range (FSR) and can be defined either
in frequency or wavelength domain: [12]

FSRf =
c

ngL
, FSRλ = ∆λ ≈ λ2

ngL
(2.30)

Where ng is the wavelength group index and L is the round-trip length of the resonator. ng
is defined as: [8]

ng = neff (fo) + fo
dneff
df

∣∣∣∣
λo

(2.31)

With neff as the effective refractive index and fo defined as f1,2 = fo±∆f/2, with f1 and f2

as two consecutive resonant frequencies. From Equation 2.24, 2.28 and 2.29, the Full Width at
Half Maximum (FWHM) of the resonance spectrum can be derived for all-pass and add-drop
ring resonator configurations respectively:

FWHM =
(1− ra)λ2

res

πngL
√
ra

(2.32)

FWHM =
(1− r1r2a)λ2

res

πngL
√
r1r2a

(2.33)

It is also worth mentioning the quality factor (Q-factor) of an ORR, which is a measure for
the sharpness of the resonance relative to its central frequency.

Q− factor =
λres

FWHM
(2.34)
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Figure 2.19: Simulated response of a Add-drop ring resonator for the through- (black) and
drop port (grey). Also shown is the Free Spectral Range, the distance between two consecutive
fringes. At the right simulated fields of the MR are given; top: ON resonance, Bottom: OFF
resonance [12]

2.4.1.5 Sensitivity

ORR resonance is dependent on the round trip length of the ring as well as in the losses (both
in the coupler and due to waveguide propagation). Hence, this makes ring resonators highly
sensitive to numerous effects. The high sensitivity of ORR is an attractive feature for sensing
applications and it is generally quantified by the amount of wavelength shift ∆λres caused by
a certain varying amount or effect one is interested in studying, be it temperature, physical
deformation or changes in the waveguide composition. From eq. 2.26 it is easy to conclude
that a shift in wavelength essentially is a result of a shift in the effective index of the resonant
mode [24]:

∆λres =
∆neffL

m
, m = 1, 2, 3, ... (2.35)

2.4.2 Resonance wavelength tuning

So far ring resonators have been assumed to be totally passive, i.e it has been assumed
that all geometrical and material parameters are constant in time. However, either to add
functionality or to overcome fabrication errors, it may be necessary to vary some of the
parameters and the resulting wavelength response [12].
The most widely form of tuning used is thermal tuning, by applying heat to the ring, resulting
in a variation of the ring refractive index. This is especially the case in silicon based circuits,
due to the large thermo-optic response of silicon [24] [4].
Other tuning methods include Electro-optic effect: where an electrical field is applied to cause
change in the refractive index; Carrier injection: optical pumping that creates free carriers



2.4 Optical Ring Resonators 23

(single photon or two-photon absorption), which changes the loss parameter and the refractive
index of the material; or even Opto-optical effect: where light itself causes change in index
via nonlinear effects [12].

2.4.3 Applications of ring resonators

Ring resonators, albeit a simple concept, are useful in numerous applications. Due to its
frequency selective behaviour, described in previous sections, ring resonators can be used as
optical filters. These are quite useful in communication applications, such as Wavelength
Division Multiplex systems to multiplex and demultiplex signals.
As mentioned in section 2.4.1.5, due to its sensitivity, ORR ideal components for a variety of
sensing applications, such as temperature sensing, chemical, biological or medical: for exam-
ple in drug compound analysis or antibodies detection in fluids [24].
ORR can also be actively tuned, see 2.4.2, to be used as electrically actuated devices, like
modulators [4].

2.4.3.1 Optical Delay Lines

Near resonance, ORR will have a strong dispersion and, therefore, a large group delay will be
introduced. Thus, these devices can be used as optical delay lines. This application constitutes
the basis of the optical beamforming design approach proposed in this project and is explored
in further detail in the following chapter 3.
Optical delay lines are commonly made up of all-pass filters ring resonators. All-pass ORR
have a large group delay at resonance and a unity magnitude of response (when the losses
in the waveguide and ring are negligible). Figure 2.20 shows a theoretical group delay of an
all-pass ring delay based element. The group delay of a single all-pass ORR can be obtained
by differentiating the phase response of the filter with respect to frequency. Just like the
phase response, the group delay response will be periodic with the same FSR:

τgi(f) =
kτr

2− k − 2
√

1− k cos 2πfτr + φ
(2.36)

Where τr is the round-trip time, which is equal to the inverse of FSR and k is the cross-over
coupling coefficient, and φ is the round-trip phase shift of the ring. In order to increase the
bandwidth of the group delay, several ORRs can be cascaded, as illustrated by Figure 2.21 .
It can be shown that the total group delay τg can be found by summing the individual group
delays τgi (assuming a lossless waveguide) and is given by:

τg(f) =

3∑
i=1

dΦi(f)

df
=

3∑
i=1

kτr

2− k − 2
√

1− k cos 2πfτr + φ
(2.37)
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Figure 2.20: Ring resonator group delay, for different values of cross-over coupling coefficient
[13]

Figure 2.21: Ring resonator group delay response of three cascaded ORR [13]

An example of an optical delay line is presented in [14]. It is composed of three All-pass
ORR cascaded and connected to the waveguide by variable couplers. Heaters are located on
the ring for tuning the resonance frequency, and on one of the branches of the channels of the
MZI ring coupler for adjusting the power coupling to the ring. The delay can thus be tuned
by varying the amount of power coupled to the ring. The ORRs used by this article have a
radius of 3.12 mm, but nowadays silicon ORR can be manufactured with radius rounding the
tens of micrometers and integrated in an photonic circuit. Figure 2.22 contains a diagram of
the optical delay line structure.

2.5 PIC Beamformer Implementations

Although Optical Beamforming has been around since the 1990s [18], this area has only
reached fruition quite recently. Optical architectures are often associated with True-Time-
Delay. Among others, these solutions include active element switching [28], Optical Delay Line
switching or Bragg-grating based delay lines [29]. Furthermore, there are solutions for multi
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Figure 2.22: Diagram of the 3-stage ring resonator filter [14]

beam optical beamforming, such as the one proposed by [30], that is based on Wavelength
Division Multiplex and Dispersion Fibre.
Implementations for optical bemformers based on tunable delay lines [13] [14] present an
interesting solution with lower switching times compared to other implementations where, for
example, the optical signal is switched between different optical paths. On the other hand,
the range of frequencies affected by flat delay generated by this implementation increases
with the increase in complexity of the circuit, namely, the number of ORR in the system.
An alternative proposed by [31] eliminates this dependence by separating the optical carrier
from the sidebands and applying a phase shift to the carrier, which requires a lower delay
bandwidth.
As mentioned in section 1.3, this project proposes a design approach for a tunable delay unit
based on ORR.

2.6 Summary

In the present chapter, an overview of the State-of-the-art was provided. The relevant top-
ics concerning this project, from Phased Array Antennas, basic optical components to PIC
beamformer implementations were reviewed and a theoretical analysis was provided. Optical
Ring Resonators were given particular attention in this chapter, since they constitute the
most important aspect for the beamformer design.
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Chapter 3

Delay Unit Design

3.1 Introduction

The present chapter contains a detailed design description of the Delay Unit. This device is
responsible for inducing a fully controllable broadband time delay to an input optical signal.
The Delay Unit constitutes, therefore, the most fundamental component in the optical beam-
former architecture.
This chapter begins with a section containing the delay unit definition and its main specifica-
tions. Subsequently, some fundamental ring resonator characteristics are described, supported
by analytical and simulation results. This is followed by three sections dedicated to each func-
tional requirement for the proposed device, where the design decisions made in order to meet
said requirements are presented, as well as the results that justify them. The chapter concludes
with an overview of the device’s final architecture and a summary.

3.2 Device Specifications

Firstly, it is important to define the term Delay Unit. A Delay Unit should constitute a
device that takes a signal as input and is capable of applying a time delay to that signal.
Such time delay or phase shift should be tunable, i.e, the amount of delay applied to the
input signal should be controllable. Moreover, the applied delay should be constant over the
whole frequency range of the input signal, or, at least, its variation should be minimised as
much as possible. This aspect is crucial, in order to avoid beamsquint [16].
A list of specifications that the system must comply with is presented below:

• The delay unit must be tuned for a phased array antenna working in the Ka Band,
namely at 29.5 GHz− 30 GHz frequency range. This implies that the device must pro-
vide a flat time delay over the 500 MHz signal bandwidth. As referred in chapter 1, this
beamformer is intended for satellite communications, thus the phased array signal fre-
quency band was chosen taking into account recent technologies of broadband satellite
communications, such as those referred in [32][19][33].

27



28 Delay Unit Design

• The device must enable a tunable delay range that corresponds to a phase shift from 0°
to 360°. The phase span is determined based on the beam scanning range required and
the antenna array geometry intended for the application. These aspects are explained
in greater detail in chapter 5.

• The delay unit must enable a minimum delay step that provides a phase shift resolution
of 1°.

• The device must be realised in silicon photonic technology, thus allowing integration on
a photonic chip. The circuit must operate at the C-band (namely a 1550 nm optical
wavelength).

3.3 Ring Resonator Spectral Characteristics

Ring resonators have interesting properties, namely that they can be used to introduce time
delays, as optical delay lines, as described in 2.4. In this section, a set of ORRs are simu-
lated, using the PIC simulation software Interconnect (which is part of Lumerical simulation
package), in order to obtain a delay line suitable for the project’s application. The simulation
software Interconnect performs circuit level simulations of photonic components [34], which
is of great interest when defining the circuit’s overall architecture.

3.3.1 Transmission and Free Spectral Range

Firstly, a single all-pass ORR with 30 µm radius was simulated in Interconnect, using com-
ponents from the software library. The ring was divided into segments and the schematic
is depicted in Figure 3.1. The ORR is comprised of a straight waveguide and a 2x2 waveg-
uide directional coupler to perform the input/output coupling. The coupler is connected to
an ONA, or Optical Network Analyser, which performs scattering analysis to calculate the
overall circuit performance. The waveguide has a length of 2π × 30 µm = 188.495 µm, which
corresponds to the full length of a circular ring, because the coupler length can be ignored 1.
The coupler is set to a default coupling coefficient of 0.3. It should be noted that, although
a straight waveguide is being used to simulate a circular ring, this schematic is equivalent to
using a circular waveguide, since the simulation software takes care of the connections to the
coupler, as mentioned in [35].
From [24] [12], it is known that the transmission response has a frequency dependent response,
that is periodic and described by the following expression:

Tn =
Ithru
Iinput

=
a2 − 2ta cosφ+ t2

1− 2at cosφ+ (ta)2
(3.1)

1This is true for the ideal library component, which has “0m” length. This is not the case for the directional
coupler used from the PDK. See 3.4.1.
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Figure 3.1: Single All-pass ORR schematic

where t is the transmission coefficient through the coupler, or self-coupling coefficient ; φ = βL

is the round trip optical phase shift, with L the round trip length and β the propagation
constant of the mode circulating in the waveguide. a is the single-pass amplitude transmission,
which relates to the power attenuation coefficient α [cm−1] as a2 = e−αL.
The transmission response of this schematic has a magnitude of 1 for the whole ONA frequency
sweep range. This can explained by the configuration of an all-pass ring (see 2.4.1.1), which
guides all the incident light back to the bus waveguide (in this case, the ONA), acting as
an all-pass filter, and by the fact that both the coupler and the waveguide are ideal lossless
components, thus the attenuation coefficient of this circuit is α = 0 and the single-pass
amplitude transmission is equal to a = e0L = 1. Figure 3.5 depicts the transmission response
for the ideal case where a = 1 and a non-ideal schematic, where there are inherent losses and
a < 1. It should also be noted that all possible reflections were assumed negligible. This
aspect is dealt with in the layout design, with the integration of adiabatic bends, see 5.4.1.
The transmission phase response and a plot of the transmission response in the real domain
are depicted in Figures 3.2 and 3.3. To better understand the all-pass ring phase response,
one can derive from 2.24 the effective phase shift Φ induced by the all-pass ring:

Φ = π + φ+ arctan
r sinφ

a− r cosφ
+ arctan

ra sinφ

1− ra cosφ
(3.2)

As expected from equation 3.2, the results in Figure 3.2 show π phase shifts occurring
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Figure 3.2: Transmission Phase

Figure 3.3: Transmission response plot (Real part)

periodically at every resonant frequency, i.e, when the light wavelength is equal to λ =
neffL
m with m = 1, 2, 3, .... From theses results, it is possible to measure the Free Spectral

Range, by taking the difference in frequency between two notches in the real part of the
transmission response or between two phase shifts in the phase response plot, which results
in a FSR = 408 GHz. This value can validated by calculating the FSR using the analytical
expression, and the waveguide group index imposed by the simulation software ng = 3.9:

FSRf =
c

ngL
=

299792458

3, 9× 2π × 30× 10−6
= 407.8 GHz (3.3)

Once the Process Design Kit, or PDK, was made available by the foundry IMEC, the ideal
components were replaced by the PDK corresponding components. The previous simulations
were replicated with the PDK components (see Figures 3.4 and 3.5). Note that in this case
the length of the waveguide coupler can not be neglected and must be subtracted from the
ring length, which was set to 183.1455 µm. Moreover, the FSR is not identical to the former
circuit (FSR = 347 GHz), since the PDK waveguide group index is different (approximately
4.58). In addition, the transmission magnitude is not unity for all frequencies, as illustrated
in Figure 3.5. This is due to the losses inherent to the PDK coupler and waveguide. As
expressed in equation 3.3, the FSR is inversely proportional to the round trip length of the
ring, and can be a determining factor for some ring designs, especially ring-based optical filters
[12]. However, in this project, the FSR was not so relevant for the design, compared to other
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Figure 3.4: All-pass ORR with PDK components

Figure 3.5: Transmission magnitude response (blue: ideal components/ green: PDK compo-
nents)

more important factors discussed in the subsequent sections, which have conditioned the ring
dimensions.
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3.3.2 Group Delay Response

As explained in detail in section 2.4.3, the group delay response of an ORR, will be a periodic
function, with FSR as the period, according to the following expression [13]:

τgi(f) =
kτr

2− k − 2
√

1− k cos 2πfτr + φ
(3.4)

Where τr is the round-trip time, which is equal to the inverse of FSR and k is the cross-over
coupling coefficient, and φ is the round-trip phase shift of the ring. Therefore, the group
delay response is dependent on the ring dimensions, the coupling coefficient of the bus-to-ring
coupler and the phase shift induced by the ring.
Considering the PDK schematic referred in the previous section (Figure 3.4), the group delay
response of a single All-pass ORR is depicted in Figure 3.6.

Figure 3.6: All-pass ORR group delay response

Figure 3.7: Theoretical delay model plot

The simulation results are consistent with the analytic delay equation, with an FSR equal
to 347 GHz and a peak amplitude of 16.961 ps. Figure 3.7 depicts a plot of equation 3.4 as a
function of frequency, using MATLAB. It can be observed that the FSR and delay amplitude
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are almost identical, except for a shift in frequency, because φ was set to 0 in the theoretical
model.
In order to observe the group delay response as a function of the coupling coefficient, the
circuit was simulated for 3 values of the coupling coefficient (0.5;0.7;0.9). The same was
done for the theoretical model, so as to validate the simulation results. Figures 3.8 and 3.9
show the ring simulation group delay response and the theoretical model, respectively. The
results demonstrate that the group delay amplitude decreases with the increase of the coupling
coefficient. Therefore, by changing the coupling coefficient, one can control the amplitude of
the group delay induced by the ORR. This will be expanded in section 3.4.

Figure 3.8: ORR Group delay response as a function of coupling coefficient (blue: 0.5; green:
0.7; red: 0.9)

Figure 3.9: Theoretical model as a function of coupling coefficient (blue: 0.5; orange: 0.7;
yellow: 0.9)

For the purpose of observing the group delay response as a function of the ring round-trip
phase shift, a thermo-optic phase shifter was added to the ring loop, as illustrated in Figure
3.10. The circuit was simulated for different phase shift values, namely 0, π4 ,

π
2 ,

3π
4 and the

results are presented in Figure 3.11 As expected from the analytical model 3.4 (see also model
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Figure 3.10: All-pass ORR with phase shifter

plot in Figure 3.12) the resonant frequency, i.e, the frequency where the delay peak occurs,
decreases when the ring round trip phase shift (φ) is increased.

Figure 3.11: ORR Group delay as a function of round trip phase (blue: 0; green:π4 ; red:
π
2 ;

purple: 3π
4 )

Two more 30 µm radius rings were added in series, in order to simulate and verify if it is
possible to obtain a wider group delay bandwidth [13][31]. The resulting schematic is described
in Figure 3.13, and contains three rings cascaded, each with an incremental round-trip phase,
tuned with a phase shifter, as shown in table 3.1: The simulation results are depicted in
Figure 3.14, and it can be concluded that the resulting group delay response of a series of
cascaded rings is equivalent to the sum of the individual ring delay responses, as expected from
2.37. Moreover, by cascading rings it is possible to apply a group delay over a wider range
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Figure 3.12: Theoretical model of the group delay as a function of round trip phase (blue: 0;
orange:π4 ; yellow:

π
2 ; purple:

3π
4 )

Figure 3.13: 3 cascaded ORR, with incremental round-trip phases

Ring phase shift (radians)
1 0
2 π

4

3 π
2

Table 3.1: Round-trip phase shifts of cascaded rings

of frequencies. Considering a group delay amplitude of 16 ps, it is demonstrated in Figure
3.14 that the bandwidth is approximately 109 GHz, with a total variation, or ripple, of 5.2 ps.
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Although the ripple is quite large relative to the total delay (which, in turn, deteriorates
the beam scanning resolution), the delay bandwidth is considerably larger than for a single
ORR, which is approximately 12 GHz, for the same delay amplitude and a maximum ripple of
1.736 ps. Both the maximum acceptable ripple and delay bandwidth are important constraints
for a delay line. These aspects are explored in greater detail in sections 3.4.2 and 3.5.2,
respectively.

Figure 3.14: 3 cascaded ORR group delay response

3.4 Group Delay Amplitude Control

In the previous section, it was stated that the group delay response of an ORR is determined
by three factors: the ring dimensions, the bus-to-ring coupling coefficient and the round-trip
phase shift. If it is required to tune the delay amplitude in real-time, naturally, the first option
is not feasible, since the ring dimensions will not be altered once the chip is fabricated. From
3.3.2, it was shown that the group delay amplitude is directly affected by the magnitude of the
coupling coefficient. Therefore, it follows that in order to tune the group delay amplitude, it
is necessary to somehow tune the cross-over coupling coefficient, i.e., how much optical power
is coupled from the bus waveguide to the ring. This problem will be discussed in the present
section as well as a possible solution for this problem.

3.4.1 Variable Coupler

3.4.1.1 Variable Coupler Model

Since a directional coupler was used to couple light in and out of the ring for the previous
simulations, let us first exam the behaviour of this device. Directional coupling is defined
as the power transfer between two neighbouring waveguides. As explained in sections 2.3.3
and 2.4.1.2, conventional directional couplers, consist of two parallel waveguides, which are
placed close to each other, so that light is coupled from one waveguide to the other via the
evanescent field outside the waveguide. Figure 3.15 shows a GDS file of a directional coupler
designed for this project. The cross-over coupling coefficient, k, which describes the fraction
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of power coupled from one waveguide to the other, can be expressed as [4]:

k2 =
Pcross
P0

= sin2 (CL) (3.5)

Where P0 is the input optical power, Pcross is the power coupled across the coupler into the
other waveguide, L is the length of the coupler and C is the coupling strength. The coupling
strength is controlled by both the length of the coupler and the spacing between the two
waveguides, often referred as gap. Once again, the same problem mentioned at the beginning of
this section arises, because, the only apparent way to control the cross-over coupling coefficient
is by changing the physical dimensions of the circuit, namely the dimensions of the coupling
coefficient. A solution proposed by [15][20] is the implementation of a variable coupler, that

Figure 3.15: GDS layout of directional coupler developed for this project

enables one to control the cross-over coupling coefficient, via thermal tuning. The variable
coupler consists of a Mach-Zender Interferometer (MZI) with phase shifters in one or both
arms, as depicted in Figure 3.16. Connected at the input and output of the MZI structure
are 2×2 3 dB directional couplers, i.e., approximately half of the power is coupled through to
the other waveguide. The solution implemented in the project is based on the “type A” model
proposed by [20], which consists of an MZI with equal length arms and a phase shifter in
the upper arm, connected by 2×2 3 dB couplers, making it a 4-port device. By supplying an
electric current to heat the waveguide, a desired phase shift is induced, which, in turn, controls
the fraction of cross-coupled power. The device has two main working modes: it can work as
a cross/bar switch, i.e., where all the power is coupled from In1 to Out2 2, referred to as cross
mode, and when none of the power is cross coupled, so that all the power is carried from In1
to Out1, referred to as bar mode, see Figure 3.16; or it can work as a tunable power divider.
This component can be modelled by a transfer matrix, with parameters cij = Outi/Inj and

2and vice versa, from In2 to Out1.
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Figure 3.16: Variable coupler diagram and working modes [15]

the following expressions, according to [15]:

c11 = −c22 = −j exp (jφA) · sin (φD) exp (j2π∆τ ) (bar port) (3.6)

c12 = −c21 = −j exp (jφA) · cos (φD) exp (j2π∆τ ) (cross port) (3.7)

Where φA = (φU + φL)/2 and φD = (φU − φL)/2 3, govern the phase and cross-coupling
coefficient of its output ports, respectively. Thus, by controlling φD, the component will func-
tion as a tunable coupler when sin (φD) > 0 and cos (φD) < 1; a switch in bar mode when
sin (φD) = 1and cos (φD) = 0 or in cross mode when sin (φD) = 0and cos (φD) = 1. The term
exp (j2π∆τ ) represents the phase shift caused by the propagation delay ∆τ of the coupler.

3.4.1.2 Variable Coupler Implementation and Validation

For the circuit implementation of the variable coupler, the first step was to design the 3 dB

directional couplers. There are two main design constraints in a directional coupler: the
waveguide gap g and the coupling length L. The IMEC foundry’s PDK directional coupler
has a fixed gap equal to g = 150 nm. Thus, only the coupling length L has to be defined. In
order to obtain the appropriate L for a −3 dB cross-over coupling ratio, a sweep of cross-over
coupling gain as a function of the coupling length was conducted, with the results depicted
in Figure 3.17. From these results, the coupling length was set to 5.35 µm and the cross-over
coupling power gain (from the ONA output to input 2, in the schematic of Figure 3.19) was
measured, so as to verify if the coupling length defined was yielding the expected cross-over
coupling coefficient. As illustrated in Figure 3.18, the cross-over coupling coefficient is −3 dB,

3for the implemented component φL is constant, as there is no phase shifter.
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Figure 3.17: cross-over coupling power gain as function of coupling length

for the operational optical wavelength of 1550 nm, thus validating the chosen coupling length.
For the MZI implementation, the main control factor considered was the thermo-optic phase

Figure 3.18: cross-over coupling power gain for L = 5.35 µm
and operation wavelength λ = 1550 nm Figure 3.19: PDK Directional Cou-

pler analysis schematic

shifter length. The thermo-optic phase shifters supplied by the IMEC PDK are made of strip
waveguides with sections of n-type doped silicon on each side. They are available in chainable
sections of 100 µm. The phase shifter length was set to the minimum length of 100 µm, in
order to minimise the chip area and because longer lengths yielded no improvements, in terms
of phase shift range. It should be noted that the phase shifter has two heater sections on each
side of the waveguide, and each heater contains two electrical contacts, for the bias voltages
that control the phase shift induced by the waveguide, as described in Figure 3.20. The
phase shifter accepts bias voltages from 0 to 30 V. With all sub-components set, the variable
coupler was assembled in the schematic depicted in Figure 3.21 and simulated. As a means
to validate the functionality of the variable coupler, a sweep of the cross-over coupling power
gain was conducted as a function of the phase shifter bias voltage. The results are given in
Figure 3.22. It can be observed that the designed variable coupler has a maximum cross-over
coupling gain excursion of 28.42 dB, with a power gain on the cross port of approximately
0 dB in cross mode and −28.42 dB in bar mode. This means that in cross mode, almost all
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Figure 3.20: Phase shifter Interconnect block

Figure 3.21: Variable Coupler schematic

the incoming optical power is coupled through the cross-port (cross-over coupling coefficient
≈ 1) and the coupled power can be progressively reduced to almost 700 times less in bar
mode (cross-over coupling coefficient ≈ 0.001439). Furthermore, it is relevant to note that
not the entire bias voltage range is of use for controlling the cross-over coupling coefficient.
The usable bias voltage range is shown to be from 15 to 25 V.

3.4.2 Amplitude Range and Resolution

The previous sub-section 3.4.1 describes the analysis and design of a variable coupler that
is capable of tuning the cross-over coupling coefficient magnitude from 1 to 0.001439. This
component was designed, in order to enable a tuning of the group delay amplitude, which is
necessary for inducing varying phase delays in the RF signals that, in turn, enables scanning
the direction of maximum radiation in an antenna array.
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Figure 3.22: cross-over coupling power gain as a function of phase shifter bias

The variable coupler was connected to a 30 µm radius ORR, as a way of coupling the light
from the bus waveguide into the ring and vice versa. The resulting schematic was connected
to an ONA and is described in Figure 3.23. It should be noted that the length of the loop
waveguide (WG_5 ) is equal to the round-trip length minus the MZI waveguide length and 2×
the coupling length (for each directional coupler) L = 1 88.1455−100−2 ·5.35 = 77.4455 µm.
This group delay response of this circuit was simulated for a set of bias voltages of the variable
coupler and the results are shown in Table 3.2 and plotted in Figure 3.24.

Bias Voltage (V ) group delay (ps)
15 6.47
17 9.01
18 11.08
20 19.01
21 27.22
22 43.56
22.5 58.04
23 81.84
23.5 120.71
24 194.64

Table 3.2: ORR + Variable Coupler Group Delay response (peak group delay as a function
of Bias Voltage)

The results in 3.2 demonstrate that the circuit is working as expected, as it is capable of
modulating the amplitude group delay. The variation of the full usable bias voltage range
results in a group delay amplitude tuning from 6.47 ps to 194.64 ps and, therefore, a maximum
amplitude range of ∆g_delay = 194, 64 − 647 = 188.17 ps. Considering that for an RF signal
centred at 29.75 GHz, a 2π phase shift corresponds to a time delay equal to a period, or
T = 1/f = 1/29.75 GHz = 33.613 ps, this circuit is capable of introducing a maximum phase
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Figure 3.23: ORR connected to Variable Coupler

Figure 3.24: Group Delay Response Plot

delay larger than 10π, which greatly surpasses the requirement regarding range. However, as
it is shown in 3.24, the peak width is more or less inversely proportional to the peak value,
which can be a problem if the flat delay bandwidth is lower than the requirement. This is
because the area underneath the group delay curve is constant and equal to 1 [13].
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As stated in section 3.2, the delay unit should provide a minimum resolution of 1°. Thus,
the maximum amplitude variation (or ripple) tolerated can be obtained by dividing one time
period of the RF signal by 360, maxripple = 33.613/360 = 0.093 ps.
From Figure 3.24, it appears that the delay amplitude as function of bias voltage follows a
non-linear curve. It can also be concluded from Figure 3.24 that the increase in the bias
voltage not only increases the delay amplitude, but also results in a decrease of the resonant
frequency, which is inconvenient, since it shifts the frequency range affected by the delay.
These aspect are further discussed in chapter 4.

3.5 Resonance Wavelength Tuning

The group delay response of an ORR is dependent on the ring round-trip phase shift. Varia-
tions in the round-trip phase result in a shift of the resonant frequency, as referred in 3.3.2. It
is therefore essential to be able to tune the resonant frequency of the Delay Unit, since it is a
means of calibrating the group delay response to operate in the input signal over the desired
bandwidth, which can vary, depending on the application. Furthermore, it is also useful for
compensating inconvenient frequency shifts that may occur, e.g., from amplitude tuning, as
described in the previous section.

3.5.1 Design and Validation

A 100 µm thermo-optic phase shifter section was added to the ring loop, which induces a
varying phase shift, governed by the electric current supplied to heat the waveguide. In order
to improve the circuit symmetry and to avoid the use of 180° bend waveguides to connect
the phase shifter to the variable coupler in the final layout, which would render higher bend
losses, two 100 µm waveguide sections were added, as is shown in Figure 3.26. From this stage
on, the circuit device will be described as a Delay Unit, since it should already perform the
basic functions specified in 3.2. In order to validate the frequency tuning behaviour, a set of
bias voltage points were simulated and the respective group delay resonance frequencies were
measured. It should be noted that for each bias point simulated, there are multiple resonant
frequencies, due to the periodic delay response. The results presented in Table 3.3 correspond
to the resonant frequency closest to the operational optical wavelength λ = 1550 nm. For
this set of simulations the voltage bias of the variable coupler’s phase shifter (which governs
the delay amplitude) was kept at vbias1 = 20 V and only the bias voltage of the ring loop
phase shifter was varied vbias2 ∈ [0; 30]V . The group delay response was also plotted, as
illustrated in Figure 3.26. According to the results in Table 3.3, the delay unit is capable of
a maximum frequency shift of ∆f = 193.414− 193.13THz = 401GHz, which greatly exceeds
the requirements for this project. Furthermore, because the maximum frequency shift range
is larger than the FSR, this means that the group delay curve can be tuned to virtually any
frequency (due to the delay’s periodic response, there is always another peak within an FSR
frequency shift).
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Figure 3.25: Delay unit with resonance frequency tuning

Figure 3.26: Plot of group delay response as a function of ring phase shifter bias voltage

It should be noted that there is a slight variation in amplitude that results from the bias
voltage variation, which is ∆delay = 19.1696− 19.035 = 0.1346ps for a maximum bias voltage
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Bias Voltage (V ) Resonance freq. (THz) delay (ps)
0 193.414 19.035
2 193.413 19.036
4 193.409 19.038
6 193.403 19.041
8 193.395 19.045
10 193.383 19.051
12 193.370 19.057
14 193.353 19.064
16 193.333 19.074
18 193.312 19.081
20 193.289 19.091
22 193.261 19.106
24 193.232 19.121
26 193.200 19.130
28 193.166 19.147
30 193.130 19.170

Table 3.3: Resonant frequency as a function of ring phase shifter bias voltage

variation. Although not ideal, this factor can be neglected as the application envisaged
requires frequency shifts that are considerably smaller and, thus, the amplitude variation
that may result is inferior to the maximum acceptable ripple of 0.093 ps.

3.5.2 Delay Bandwidth

The input RF signal has a 500 MHz bandwidth. As a consequence, the delay unit should
induce a flat delay over the signal bandwidth, in order to apply a true time delay, that is
independent of frequency and thus, eliminates beamsquint in broadband signals [18].
It is, therefore, important to provide a definition for the delay bandwidth. For a delay unit,
the delay bandwidth will be defined as: the range of frequencies for which the induced delay
(in a specific biasing point) has a ripple lower than 0.093 ps. As stated in 3.4.2, the peak
width decreases for higher peak values, which means that the delay bandwidth decreases for
higher delay peak amplitudes. The group delay bandwidth was calculated for a set of delay
amplitudes, by varying the coupler bias voltage 4, as shown in table 3.4. The delay amplitudes
are actually higher for the same bias voltages than the results of section 3.4.2, because the
ring length is higher in this schematic, namely L = 400+2·5, 35 = 410.7 µm. As expected, the
delay bandwidth decreases with the increase in delay amplitude. The results indicate that a
delay unit made up of one ORR can induce a delay with the minimum required bandwidth of

4For this set of simulations, the bias voltage of the ring phase shifter was set to 0V and the coupler bias
voltage was varied.
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Bias Voltage (V ) Delay Bandwidth (GHz) Group Delay (ps)
15 13 10.011
17 6 14.728
19 3 24.257
20 2 33.169
20.5 1.8 39.705
21 0.75 48.486
22 0.36 78.482

Table 3.4: Delay Bandwidth

500 MHz for a maximum5 delay peak amplitude of 48.4886 ps. It follows that the device can
supply a delay amplitude range (for the specified bandwidth) of ∆delay = 48.486 − 10.011 =

38.475 ps, which corresponds to a maximum phase delay of 2.29π for a 29.75 GHz RF signal,
which is higher than the minimum 2π delay span required, see 3.2.

3.6 Bend Waveguide

In order to improve the simulation accuracy of the delay unit circuit schematic designed and
tested in Interconnect, the bends required for the connections between the straight waveguide
sections in the ring and between the ring and the directional couplers were designed and
properly simulated. Since there is no bend waveguide component block available in the PDK
library for Interconnect, a new component had to be designed from scratch. Firstly, the bend
3D model was designed in FDTD, which is a simulation program that enables design and
simulation of 3D components using the Finite Difference Time Domain method [36]. The
bend 3D model is depicted in Figure 3.27. It consists of a 90° bend silicon layer, with a
10 µm radius, 480 nm width and 220 nm height and a silicon oxide cladding layer6. Figure
3.28 depicts FDTD simulation results of the intensity of the E-field as it travels through the
bend. It can be observed that the optical power is well contained over the bend waveguide.

3.6.1 Bend Losses

The bend model was simulated for the two main sources that contribute to losses of a waveg-
uide,i.e., the propagation losses of the fundamental TE mode and the overlap mismatch losses,
which occur at the transition between a straight and bend waveguide [37]. The results ob-
tained are listed below:

• Propagation loss of fundamental TE mode: 4.4906 · 10−7 dB/cm
5Actually it is not the maximum amplitude, it depends on the bias voltage precision. For a bias voltage of

21V, the delay bandwidth has an extra margin of 250MHz, or 50%, so slightly higher biasing points are still
acceptable, e.g, 21.2V

6The actual model has a silicon oxide layer above the silicon layer (red layer), but, in order to capture the
silicon layer bend, this top layer was disabled.
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Figure 3.27: Bend 3D model

Figure 3.28: E-field intensity

• The overlap between the straight and bend modes (for fundamental TE): 99.9%

Due to the large bend radius, the propagation losses are considerably small. The total loss
of the structure can be obtained by adding the contributions of the propagation loss over the
bend waveguide length and the mode overlap mismatch at the two interfaces between the
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curved and the two straight waveguide sections as follows [37]:

Loss = −2× 10 log (0.999) [dB] + (10−3[cm]× π

2
)(4.4906 · 10−7) [dB/cm] = 0.0087 dB (3.8)

3.6.2 Validation

The 3D model S-matrix was imported as an Interconnect block and added to the delay unit
schematic, as illustrated in Figure 3.29. The schematic was simulated for group delay response,
as described in the two previous sections, which rendered similar results, with a slight decrease
in delay amplitude and shift in frequency for the respective biasing points. The schematic in
Figure 3.29 constitutes the final design of the delay unit.

Figure 3.29: Delay Unit schematic with bends

3.7 Summary

In this chapter, a detailed description of the Delay Unit design process was provided. Firstly,
the device specifications were outlined. Furthermore, the design approaches executed in order
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to meet the specified requirements were characterised, both with theoretical models as well
as with simulation results.
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Chapter 4

Numerical Simulations

4.1 Introduction

The present chapter contains a detailed account of all relevant numerical simulations per-
formed to the Delay Unit. Section 4.2 presents a full characterisation of the group delay
response of the Delay Unit as a function of the input bias voltages and other device con-
straints. Furthermore, it contains a description of the calibration process of the device, i.e.,
the process that a Delay Unit controller should execute, in order to calibrate the group delay
response to operate in the input signal over the desired bandwidth.
Finally, Section 4.3 describes the set of simulations realised, as a means to validate the Delay
Unit performance in a scenario that best approximates an experimental setting.

4.2 Delay Unit Simulation Results

The present section contains an analysis of simulation results concerning the Delay Unit and
further characterisation of this device.
The Delay Unit enables the tuning of two main parameters: the group delay amplitude
(peak amplitude) and the group delay response resonance frequency. The former parameter
is controlled by the bias voltage applied to the phase shifter in the variable coupler and the
latter is governed by the bias voltage applied to the ring loop phase shifter. For more details
concerning the circuit design and analysis, see chapter 3. As a result, the Delay Unit can be
modelled as a function that takes two inputs, i.e., the biasing voltages, and returns an output,
i.e, the group delay response, which can be defined by two variables, namely, the group delay
peak amplitude and the frequency where that peak occurs 1.
For simplicity of notation, the bias voltage of the variable coupler will be referred to as Bias
Voltage 1 or simply V1 and the bias voltage of the loop phase shifter will be referred as
Bias Voltage 2 or V2. Table 4.1 contains the results of a set of simulations where V2 was

1It should be noted that there are multiple resonant frequencies and multiple peaks, but the analysis is
identical for all peaks, due to the periodicity of the group delay response.
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set to 0 V and V1 was tuned at different biasing points. It can be observed in Figure 4.1
that the expected amplitude variation occurs for a variation of V1, which appears to follow
an exponential curve. Furthermore, Figure 4.2 shows the inconvenient variation in resonance
frequency, which needs to be compensated by tuning V2.

Bias Voltage 1 (V) peak delay amplitude (ps) Resonance Frequency (THz)
15 10.197 193.402
16 12.155 193.400
17 14.881 193.397
18 18.631 193.393
19 24.270 193.391
20 33.165 193.387
21 48.478 193.383
22 78.645 193.380
23 151.961 193.376
23.5 237.917 193.373
24 438.152 193.372

Table 4.1: Group Delay response as function of V1

Figure 4.1: Amplitude as a function of V1

Figure 4.2: Resonance Frequency as a func-
tion of V1

Likewise, Table 4.2 contains the simulation results of the Delay Unit group response when
only V2 is tuned and V1 is set to 18.2 V. As illustrated in Figure 4.3, the resonance frequency
is controlled by the variation in V2, following a curve which appears to be polynomial with
negative slope. The variation in amplitude, although negligible, as explained in section 3.5,
is depicted in Figure 4.4.
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Bias Voltage 2 (V ) Resonance freq. (THz) peak delay (ps)
0 193.414 19.035
2 193.413 19.036
4 193.409 19.038
6 193.403 19.041
8 193.395 19.045
10 193.383 19.051
12 193.370 19.057
14 193.353 19.064
16 193.333 19.074
18 193.312 19.081
20 193.289 19.091
22 193.261 19.106
24 193.232 19.121
26 193.200 19.130
28 193.166 19.147
30 193.130 19.170

Table 4.2: Resonant frequency and delay amplitude as a function of V2

Figure 4.3: Resonance Frequency as a func-
tion of V2

Figure 4.4: Amplitude as a function of V2

According to the Delay Unit response as a function of the two inputs V1 and V2 just
described, a calibration process was devised that should be followed by the Delay Unit con-
troller:

1. Define a delay amplitude τ to apply to the input optical signal.

2. Define a frequency f for which the delay peak should be applied, i.e., define where the
resonance frequency should occur fresonance = f .
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3. Apply theV1 value that outputs the delay amplitude defined, τ .

4. Apply the V2 value that aligns the resonance frequency.

Let us consider an example, where the input optical signal is centred at f = 193.444 THz and
has a Bandwidth of 500 MHz. Table 4.3 contains a set of Delay Unit simulations for different
delays, which were obtained by following the proposed calibration process. Thus, the Delay
Unit was calibrated for generating a series of incremental delays and apply them to a signal
centred at f = 193.444 THz. This table contains the biasing points (control input voltages
V1 and V2 ), the delay response parameters (amplitude and resonance frequency) and the
phase shift for f = 193.444 THz, that results from a variation in delay amplitude, relative to
a reference delay, e.g., a relative delay variation of ∆τ = 33.6 ps corresponds to a 2π phase
shift.

V1 (V) V2 (V) peak delay amplitude (ps) Phase delay (radians)
16 25.3 10.9567 0 (reference)
17.6 24.8 15.1755 π/4

18 24.6 16.6599 1.066
18.6 24.3 19.3751 π/2

19.3 24.1 23.5567 3π/4

19.8 23.9 27.4863 π

20.57 23.53 35.8684 3π/2

21 23.35 42.3623 5.87
21.1 23.3 44.4807 2π

Table 4.3: Use Case example for input signal centred at f = 193.444 THz

It should be noted that all delay levels presented in Table 4.3 have a delay bandwidth higher
than 500 MHz. The biasing points of V1 and V2 were obtained by trial and error simulations.
In order to facilitate the calibration process, the curves of delay amplitude as a function of
V1 and V2 were approximated by a polynomial function. Figures 4.5 and 4.6 depict the
delay amplitude centred at f = 193.444 THz as a function of V1 and V2, respectively, and
the polynomial function used to interpolated the points obtained from simulations.



4.3 Modulation and Demodulation 55

Figure 4.5: Amplitude as a function of V1
+ polynomial approximation

Figure 4.6: Amplitude as a function of V2
+ polynomial approximation

The approximations have a correlation of determination higher than (square of the corre-
lation coefficient) R2 > 0.9989. The approximation polynomials provide analytical functions
that allow the computation of the delay amplitude (τ) as a function of the bias voltages (v1

and v2), without having to resort to trial and error simulations. The polynomial functions
obtained are described by the following expressions:

τ = 0.4 · v3
1 − 24 · v2

1 − 4 · 102 · v1 + 2 · 103 (4.1)

τ = −5 · v3
2 + 4 · 102 · v2

2 − 1 · 104 · v2 + 8 · 104 (4.2)

Finally, it should be noted that for a minimum delay amplitude resolution of 0.093 ps, the
bias voltage supplier must have a resolution of at least 4 mV.

4.3 Modulation and Demodulation

With the Delay Unit’s response properly simulated and characterised, the device was tested in
a simulation environment that was intended to replicate the conditions of a real application.
Accordingly, an optical carrier was generated and modulated by an RF signal, which was fed
into the Delay Unit and subsequently converted back to the electric domain by means of a
photodetector. Thus, the aim of this testing stage was to check the final electric signal and
validate whether the time delays were being correctly applied and, otherwise, to understand
what improvements or corrections were necessary.

4.3.1 Intensity Modulation

The modulation technique used in the validation simulations was based on a Mach-Zender
Modulator, which consists of an MZI with a phase shifter in one of the arms. The MZM
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modulates the optical signal intensity, by means of a voltage applied to a phase shifter that
induces phase delays in the signal propagating in one of the arms of the MZM which interferes
destructively or constructively, when coupled with the signal in the other arm. The output
intensity as a function of the induced phase shift follows a cosine squared relation, as explained
in section 2.3.4 .
Thus, it is firstly necessary to find the proper biasing point of the MZM, such that a modula-
tion can occur, as linearly as possible. A sweep in the phase shifter bias voltage was performed
and the output signal power was measured, in order to determine the optimal biasing point.
Figure 4.7 depicts the results of the bias voltage sweep. It is important to mention that these
results were obtained for an optical signal operating at a wavelength of λ = 1550 nm or a fre-
quency of f = 193.414 THz, because the MZM response will vary with the signal frequency, as
demonstrated in the next section 4.3.2. It can be observed from Figure 4.7 that the optimal
biasing point should be around vbias = −2.5 V, for which the modulation signal can have a
maximum amplitude of approximately ±1.5 V. The MZM was validated by applying a sine

Figure 4.7: MZM response to bias voltage sweep

wave at the phase shifter bias input as shown in Figure 4.8, which yielded, as expected, a sine
wave optical signal as illustrated in Figure 4.9. Since the optical intensity is proportional
to the square of the optical field, even perfectly linear Intensity Modulation would result in
an optical field that has a square-root dependence on the modulating signal. As a conse-
quence, the optical spectrum at the output of the MZM would consist of the optical carrier
frequency line and an infinite number of sidebands, with a number of significant sidebands
that increase with the increase in modulation depth [13]. Therefore, the modulation depth
should be minimised such that only the first order sidebands are relevant, which means that
the Delay Unit should be designed in order to apply a flat delay to the optical carrier and the
first two sidebands, as illustrated in Figure 4.10. Due to this requirement, a test signal with a
frequency of 2 GHz was used, so as to minimise the delay bandwidth required (which is equal
to 4 GHz) and thus minimising the Delay Unit complexity. Moreover, the modulating signal
has a low amplitude of 0.75 V, so as to minimise the modulation depth. In order to meet
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Figure 4.8: MZM schematic

Figure 4.9: MZM output signal

Figure 4.10: Spectrum of modulated signal. The dotted line describes the necessary delay
bandwidth [13].

the bandwidth requirements, the Delay Unit was made up of two rings connected in series,
as depicted in Figure 4.11, which increase the flat delay bandwidth as evidenced by Figure
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4.12. A set of bias points were determined with trial-and-error simulation by calibrating the

Figure 4.11: Delay Unit with two cascaded rings

Figure 4.12: Delay Unit response

Delay Unit for increasing delay amplitudes centred at 193.414 THz as illustrated in Table 4.4.
It should be noted that, in this case there are 4 input variables, because there are two ORR
in the Delay Unit.

V1 ORR1 (V) V2 ORR1 (V) V1 ORR2 (V) V2 ORR2 (V) Delay Ampl. (ps)
16 30 16 25.3 17.8
20 27.5 20 26 42.3
22 26.3 22 25.6 92.6
23 25.9 23 25.4 147
23.5 25.6 23.5 25.2 202.5

Table 4.4: Biasing points for a 2 ORR Delay Unit with increasing delays centred at
193.414 THz
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The MZM was connected to the Delay Unit, which was connected to a photodetector,
with a spectrum analyser and an electric oscilloscope at the photodetector output. Despite
the good results in the MZM and Delay Unit Response, the electric signal obtained after the
photodetector did not yield the expected delay results. Not only the relative delays between
the electric signals did not match the expected delays induced by the Delay Unit, but the
signal suffered considerable distortion, as evidenced by Figure 4.13, which depicts the electric
signals for the different delay levels.
These inconsistencies may be a consequence of the distortion caused by the higher order

Figure 4.13: Electric signals after photodetector demodulation

sidebands which are not affected by the Delay Unit. The photodetector response can also
be responsible for this phenomenon. Furthermore, the spectrum of the intensity-modulated
signal is highly dependent on the modulation method and modulation parameters, such as
the modulation depth. In chapter 6, the realisation of tests using coherent optical modulation
is suggested as future work, which might overcome some of the issues outlined in this section.

4.3.2 Single-Sideband Suppressed Carrier Modulation

An alternative to simple Intensity Modulation is suggested by [13], in which the optical carrier
is suppressed, along with the lower sideband. This method is referred to as Single-Sideband
Suppressed Carrier Modulation, or SSB-SC. An advantage of this method is that it requires a
lower delay bandwidth and, thus, a less complex Delay Unit circuit. Figure 4.3.2 depicts the
optical signal spectrum at the output of the MZM and the required flat delay bandwidth.
Because the delay only needs to be applied to one sideband, the Delay Unit requires only

one ORR. Furthermore, an RF signal with frequency 29.75 GHz was used, in order to better
replicate the application intended for this project. It should be noted that the modulating
signal used consists of a simple sine wave, because it is easier to observe the phase shifts on
the oscilloscope. However, for the real application, an RF signal with 500 MHz would be used
to modulate the optical carrier.
The carrier and sideband suppression is performed by means of an optical band-pass filter,
with a pass band configured to the upper sideband of the modulated signal, as illustrated
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Figure 4.14: Spectrum of modulated signal after carrier and sideband suppression. The dotted
line describes the necessary delay bandwidth [13].

in Figure 4.15, which is fSB = 193.414 THz + 30 GHz = 193.444 THz. After the SSB-SC
modulation, the single sideband optical signal is connected to the Delay Unit. The output
signal of the Delay Unit is combined with the optical carrier and subsequently connected the
photodetector. It should be noted that the optical carrier is split in two beams after the laser:
one is fed into the MZM and the other is combined with the output signal of the Delay Unit,
as shown in Figure 4.16.

Figure 4.15: MZM based Intensity Modula-
tion with SSB-SC

Figure 4.16: Before the photodetector, the
Delay Unit output is combined with the op-
tical carrier

The Delay Unit was calibrated to centre the group delay response at 193.444 THz. The
delay amplitude levels tested are depicted in Table 4.5. The schematic was simulated for each
delay level and the electric signals after the detection were plotted with the oscilloscope, in
order to observe the relative phase shifts between the resulting signals for each delay level
described in Table 4.5. Some promising results were obtained, however the Bias Voltage 2 had
to be modified. Furthermore, the phase shifts only matched the expected results from 0 to π,
for higher delays the results were not conclusive. Figure 4.17 depicts the relative phase shifts
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V1 (V) V2 (V) peak delay amplitude (ps) Phase delay (radians)
16 25.3 10.9567 0 (reference)
17.6 24.8 15.1755 π/4

18.6 24.3 19.3751 π/2

19.3 24.1 23.5567 3π/4

19.8 23.9 27.4863 π

20.57 23.53 35.8684 3π/2

21.1 23.3 44.4807 2π

Table 4.5: Group Delay levels simulated and corresponding biasing points for f = 193.444 THz

between the electric signals, for induced delay levels corresponding to 0, π/4, π/2, 3π/4, π.
Although SSB-SC modulation yielded some improvements over simple Intensity Modulation,

Figure 4.17: Electric signals after the photodetector detected by the oscilloscope

the results were not fully consistent with the Delay Unit response. These inconsistencies may
be a consequence of a phase shift mismatch between the carrier and the sideband, which can
lead to distortions generated by the photodetector. Furthermore, changing the modulation
method, e.g., by using coherent modulation, might eliminate some of the inconsistencies in
the simulation results.

4.4 Summary

In this chapter the Delay Unit was subjected to multiple numerical simulations, in order to
characterise with detail the group delay response, as well as to validate the device performance
in a scenario that best approximates an experimental setting. The Delay Unit response was
properly characterised and some analytical models were developed, as a means of extrapolating
the complete device response from a set of finite simulation results. The validation set of
simulations described in section 4.3 yielded promising results, but also some inconsistencies
between the simulation results and the expected Delay Unit response were observed.
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Chapter 5

Beamformer

5.1 Introduction

This chapter presents the overall optical beamformer architecture. Section 5.2 provides a de-
scription of the Phased Array Antenna model envisaged for the proposed application, which
determines the beamformer architecture specifications. Section 5.3 outlines the system archi-
tecture and Section 5.4 describes the implementation of the optical beamformer in a Silicon
Photonic Chip Layout.

5.2 Array Antenna

5.2.1 Linear Array Model

The proposed PIC beamformer was developed for a 1 × 4 linear broadside array antenna.
The array should be designed to operate at f = 29.75 GHz, for a broadband RF signal with
a 500 MHz bandwidth. The array is made up of four stationary antenna elements, equally
distanced by d = λ/4, where λ = c

29.75 GHz ≈ 1 cm is the operation wavelength. Figure 5.1
depicts a diagram of the array antenna. This element separation value was chosen so that
there would be no principal maxima (main lobes) in other directions, which are referred to as
grating lobes [1].
It should be noted that a beamformer usually controls the amplitude ai and phase ϕi of an
Antenna Element. Tuning the AE signal amplitude can affect the beam shape, by changing the
beam pattern lobes amplitude and position; whereas the change in phase can affect the beam
direction [16] [31]. For this project, a particular case of sheer beam steering was considered,
where ai = a1 ∀ 1 ≤ i ≥ N and only the AE phase is variable and set by the beamformer.

5.2.2 Progressive phase shift

The proposed beamformer should be capable of scanning the beam maximum radiation for
a total of 60°, i.e., it should allow scanning of ±30° from the default maximum radiation
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Figure 5.1: Phased Antenna Array Diagram

direction. In this section, the progressive phase shift interval necessary for this beam scanning
range will be calculated.
A Broadside Phased Array Antenna was considered for this project. This means that the
maximum radiation of the array is directed normal to the axis of the array [1], as illustrated
in Figure 5.2.

Figure 5.2: Broadside Antenna Array Diagram

As explained in section 2.2.1, the array factor can be described as follows:

AF =
sin(N2 ψ)

sin(1
2ψ)

(5.1)
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which is a 2π periodic function of ψ = kd cos θ + β, where d is the element separation, k is the
propagation constant and β is the progressive phase shift, which is defined as the difference
in phase on each consecutive pair of AEs: β = ϕ2 − ϕ1 = ϕ3 − ϕ2 = ... = ϕN − ϕN−1. From
Equation 5.1, it follows that the first maximum of the array factor occurs when:

ψ = kd cos θ + β = 0 (5.2)

For a broadside array, the default maximum direction should be normal to the axis of the array
[θmax = 90 degree]. Therefore, a 60° scanning range implies scanning the maximum radiation
direction from θmax = 60° to θmax = 120°. The progressive phase shifts for a maximum
radiation set to θmax = 60° and θmax = 120° are obtained in 5.3 and 5.4, respectively.

ψ = kd cos θ + β|θ=60° = 0⇔ kd
1

2
+ β = 0⇔ β =

−πd
λ

(5.3)

ψ = kd cos θ + β|θ=120° = 0⇔ −kd1

2
+ β = 0⇔ β =

πd

λ
(5.4)

Thus, for a scanning range from θmax = 60° to θmax = 120°, the beamformer must generate
progressive phase shifts within the interval:

−πd
λ
≤ β ≤ πd

λ
⇔ −π

4
≤ β ≤ π

4
(5.5)

For a progressive phase shift β = −π
4 , a possible set of AE phase delays could be: ϕ1 = 3π

4 ;
ϕ2 = π

2 ; ϕ3 = π
4 ; ϕ4 = 0. It can be concluded from these results, that the minimum required

phase shift range in each AE necessary to meet the beam direction scanning requirements is
[0; 3π

4 ]. Thus, the Delay Unit developed and characterised in Chapters 3 and 4 is suitable for
this application, as it is has a total phase shift range of [0; 2π].

5.3 System Architecture

From the example in the previous section, it is clear that the phase delay induced for each
AE will always be different (except for β = 0). Thus, the proposed beamformer architecture
includes four delay units, one for each AE, as depicted in Figure 5.3. On the left side, an
optical carrier is modulated by the input RF signal, which is then split into 4 beams, one
for each Delay Unit. The delay units are controlled by two electric signals, which are set
by a controller, which calculates the required voltage inputs for a specific delay, referred to
as Control Unit 1. After passing through the delay unit, the optical signal is subsequently
demodulated using a Photo-Detection System and the resulting RF signal is fed into the AE.
The dotted line denotes the section of the beamformer which was integrated into a Silicon
Photonic Chip.

1The design of the control unit is out of the scope of this project.
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Figure 5.3: Beamformer Architecture Diagram

5.4 Layout Development

The present section presents the layout developed for the proposed Beamformer Photonic
Chip. The layout technology PDK was supplied by the IMEC foundry and the layout was
designed using the Klayout software. Figure 5.4 depicts the overall layout. The chip has a
size of 5150 µm× 5150 µm.

5.4.1 Input/Output Coupling

The light is coupled to and from the chip by means of a fibre array made up of 8 grating
couplers. The grating couplers on the edges are connected together, in order to measure the
coupling efficiency and calibrate the optimal position of the I/O fibre array in the chip. This
component is depicted in Figure 5.5. In order to eliminate reflections at the I/O coupling
section, adiabatic bends are connected to the grating couplers, which redirect possible re-
flections away from the grating coupler. This is relevant for I/O connections, namely when
cavity lasers are used to generate light, which are especially sensitive to reflections [26]. The
adiabatic bends used are either a single or double bend, as illustrated in Figures 5.6 and 5.7,
respectively. It should be noted that the bends were designed according to the specifications
outlined in section 3.6.

5.4.2 Delay Unit

There are 4 delay units, one for each Antenna Element. A single beam of light is coupled into
the chip, which is split into 4 beams, with a set of Multi-Mode Interferometers, as depicted
in Figure 5.8. This process is necessary, in order to preserve coherence at the input of every
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Figure 5.4: Beamformer Photonic Chip Layout

Figure 5.5: Grating Coupler Fibre Array

Figure 5.6: Single Adiabatic Bend Layout

Figure 5.7: Double Adiabatic Bend Lay-
out
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delay unit, as opposed to, e.g, generating 4 different input optical signals.
The layout of a delay unit is depicted in Figure 5.9, with the MZI based variable coupler on
top that is connected with directional couplers to the ring loop at the bottom. The green
layers constitute the electrical connections that feed the electrical current to the phase shifter
heaters.

Figure 5.8: MMI 1× 4 splitter

Figure 5.9: Delay Unit Layout
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5.4.3 Electric contacts

The IMEC PDK phase shifter is comprised of a silicon waveguide and two heaters, one on each
side. Each heater has two electric contacts: a positive and a ground connection. Thus, each
phase shifter has a total of 4 electrical connections. There are 2 phase shifters per delay unit
and 4 delay units in total in the chip, adding up to a total of 32 electrical connections. Since
both heaters in each phase shifter have the same applied voltage, the electrical connections
are shunt in pairs, near the bondpads, as depicted in Figure 5.10.
Naturally, given the symmetry in the phase shifter structure, the number of bondpads could
have been reduced by half, by shunting both “positives” and “grounds”, respectively, near the
phase shifter and eliminating one of the electrical paths. However, this would increase the
total resistance of the electrical connections and, therefore, increase the power consumption
of the chip. For the same reason, the electrical layers have a larger width than the electric
contacts in the phase shifter, which are connected to the layers with larger width by means
of a taper, as illustrated in Figure 5.11.

Figure 5.10: Delay Unit Electrical Connec-
tions and Bondpads

Figure 5.11: Taper Example Layout

5.5 Summary

In this chapter the optical beamformer architecture was outlined. Firstly, the Phased Ar-
ray Antenna was characterised, which imposed the relevant requirements for the beamformer
architecture. Furthermore, the system architecture was defined and, finally, the optical beam-
former was properly implemented in a Photonic Integrated Chip layout.
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Chapter 6

Final Remarks

6.1 Goal Achievement

This dissertation project had the objective of designing and simulating a beamformer imple-
mented in a PIC that was based in true time delay and that could support broadband signals
in Phased Array Antennas.
In order to solve this problem, the beamformer device was decomposed into simpler compo-
nents, which were carefully studied and designed and then integrated in a photonic chip. The
most relevant component designed was the Delay Unit, which consists of an optical circuit
that induces flat group delay over a wide frequency range that is fully tunable, both in am-
plitude and frequency response. These functionalities were addressed by developing a device
based on an ORR connected with an MZI variable coupler. Every functional requirement was
achieved and validated in simulation, namely:

• A tunable delay range corresponding to a phase shift between 0 and 360°.

• A minimum delay step that provides a phase shift resolution of 1°.

• A flat delay response over a minimum frequency span of 500 MHz.

Subsequently, the Delay Unit was characterised in detail and this device underwent simulations
to best replicate a real experimental scenario. These simulations yielded promising results, as
well as some discrepancies from the expected behaviour. Nevertheless, these inconsistencies do
not stem from the Delay Unit response, which was carefully tested, but from some conditions
of the simulation environment developed, such as the modulation method used and phase
shift mismatches introduced by other circuit elements.
Finally, the individual components were integrated into a Silicon Photonic Chip in order to
form a functional beamformer for a 1 × 4 linear Phased Array Antenna that is capable of
scanning the beam direction over a range of 60°, i.e., ±30° from the normal direction to the
array axis.
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6.2 Future Work

The main goals proposed for this project were achieved and the work developed and described
in this dissertation constitutes a viable solution for the problem outlined in chapter 1. Never-
theless, there is always room for improvement. The following list contains a few suggestions
for work to be developed in the future:

• Integrate the Modulation and Demodulation blocks of the beamformer system into the
Photonic Chip.

• Investigate the feasibility of altering some of the design features in the variable coupler,
in order to shift the usable bias voltage range to lower voltages,and thus decreasing the
power consumption of the circuit.

• Implementation of coherent modulation for the Delay Unit simulations. Investigate
further into the discrepancies observed and alter the necessary simulation schematic
characteristics.

• Chip Fabrication and experimental validation.
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