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Abstract

One of the primary tasks in spatial audio mixing consists of setting an audio track’s position
relative to a listener in three-dimensional (3D) space. In today’s existing software, it is possible to
mix an audio signal’s spatialization parameters to make it sound like it is positioned in any position
around a listener. This process is usually done within a Digital Audio Workstation (DAW) with an
external tool or plug-in that provides an interface for manipulating the spatialization parameters
of one or multiple audio tracks. However, most of these interfaces rely on two-dimensional (2D)
representations of the 3D space (on a computer screen), with interactions limited to at most 2
degrees of freedom (2DoF) (mouse and keyboard). Still, the concepts embedded in these tools
are the same used for producing stereophonic audio. That said, there is a lack of exploration and
development opposing the traditional approaches for spatial audio mixing.

In this dissertation, we investigated the feasibility of bringing audio spatialization tasks to
Virtual Reality (VR) by exploring existing tools and designing and developing the SpatialVRmix
prototype for subsequent evaluation. We aimed to develop a system with an immersive interface
where the user would have a set of interactable elements for manipulating audio spatialization
parameters through VR controllers. The system would communicate with the DAW or audio spa-
tialization plug-in to synchronize parameters between them. Additionally, it should be compatible
with as many DAWs and as many audio spatialization tools as possible. By developing the de-
scribed system, we hope to improve the workflow of audio Ambisonics mixing by providing an
alternative immersive interface for spatial audio mixing.

To evaluate the SpatialVRmix prototype and the concepts of this investigation, we recruited
users with at least some understanding of spatial audio mixing to perform user-oriented tests. The
evaluation process allowed users to experiment with the developed prototype through a series of
tasks and provide feedback and other information through 2 surveys (one survey before experi-
menting with the prototype and one after).

Our user-oriented tests produced generally positive results regarding both the investigation
concepts and the prototype’s feasibility. Studying and developing an alternative immersive inter-
face for spatial audio mixing was concluded to be feasible. Users also expressed a greater liking
for the developed prototype over the commonly used audio spatialization tools.
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Resumo

Uma das tarefas principais da mistura de áudio espacial consiste em definir a posição de uma faixa
de áudio em relação a um ouvinte no espaço tridimensional (3D). Nos programas que existem
atualmente, é possível misturar os parâmetros de espacialização de um sinal de áudio para fazer
com que ele pareça estar posicionado em qualquer lugar ao redor do ouvinte. Esse processo
é geralmente realizado numa Digital Audio Workstation (DAW) com o uso de uma ferramenta
externa ou plug-in que fornece uma interface para manipular os parâmetros de espacialização de
uma ou várias faixas de áudio. No entanto, a maioria dessas interfaces baseia-se em representações
bidimensionais (2D) do espaço 3D (em uma tela de computador), com interações limitadas a,
no máximo, 2 graus de liberdade (rato e teclado). Além disso, os conceitos embutidos nessas
ferramentas são os mesmos usados para produzir áudio estereofônico. Dito isso, há uma falta de
exploração e desenvolvimento em oposição às abordagens tradicionais para a mistura de áudio
espacial.

Nesta dissertação, nós investigamos a viabilidade de levar tarefas de espacialização de áudio
para a Realidade Virtual (RV) explorando ferramentas atuais e desenhando e desenvolvendo o
protótipo SpatialVRmix para fins de avaliação. O nosso objetivo era desenvolver um sistema com
uma interface imersiva em que o usuário teria um conjunto de elementos interativos para manipular
os parâmetros de espacialização de áudio por meio de controladores de RV. O sistema comunicaria
com a DAW ou plug-in de espacialização de áudio para sincronizar os parâmetros entre eles.
Além disso, ele deveria ser compatível com o maior número possível de DAWs e ferramentas
de espacialização de áudio. Ao desenvolver o sistema descrito, esperamos melhorar o fluxo de
trabalho da mistura de áudio Ambisonics, fornecendo uma interface imersiva alternativa para a
mistura de áudio espacial.

Para avaliar o protótipo SpatialVRmix e os conceitos desta investigação, recrutamos usuários
com pelo menos alguma compreensão sobre mistura de áudio espacial para participarem em testes.
O processo de avaliação permitiu que os usuários experimentassem o protótipo desenvolvido por
meio de uma série de tarefas e fornecessem feedback e outras informações por meio de 2 ques-
tionários (uma questionário antes de experimentar o protótipo e outra após).

Os testes produziram resultados geralmente positivos em relação aos conceitos da investigação
e à viabilidade do protótipo. Concluiu-se que estudar e desenvolver uma interface imersiva alter-
nativa para a mistura de áudio espacial é viável. Os usuários também expressaram uma preferência
maior pelo protótipo desenvolvido em comparação com as ferramentas comumente usadas de es-
pacialização de áudio.

Keywords: Espacialização de áudio, Mistura de Áudio, Digital Audio Workstation, Realidade
Virtual
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Chapter 1

Introduction

In the realm of 3D Virtual Environments (VR, Video Games, 360 Videos, etc.), various techniques

are employed to create immersive audio experiences. One widely recognized technique in this

domain is Ambisonics, which serves as both a sound format and a methodology for producing and

reproducing 3D audio. It enables a rich soundstage and precise spatial audio rendering, enhanc-

ing the sense of immersion for listeners. Other popular approaches include binaural audio, which

simulates 3D sound through headphones, and object-based audio, which allows sound objects to

be placed and moved freely in a 3D space. Although there are a lot of new tools to produce this

kind of content, the concepts embedded in most of them seem to be the same used to produce 2D

(stereophonic) audio. Nevertheless, we chose Ambisonics in this dissertation due to its compre-

hensive spatial representation and compatibility with a wide range of listening environments.

1.1 Context and Motivation

The use of spatial or 3D audio appears to be advantageous when creating quality immersive ex-

periences, especially in the entertainment industry. The standard tools for creating and mixing

spatial audio are usually integrated into a DAW. Furthermore, they are typically comprised of 2D

interfaces, which may limit the perception of 3D space. That said, the interaction designs for these

interfaces are normally limited to 2DoF through a mouse and keyboard.

When it comes to audio spatialization tasks, there seems to be a lack of studies around alter-

native immersive interfaces apart from a few that we will analyze further in the document. This

suggests that this topic remains wildly unexplored and underdeveloped. Some of the few stud-

ies regarding alternative interfaces for these tasks involve VR, Haptic devices, or optical tracking

technology.

In recent years, VR popularity has been growing alongside the quality of their immersive

experiences and their affordability. With that, many studies have already been made regarding the
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2 Introduction

design and capabilities of 3D immersive interfaces and interactions of up to 6 degrees of freedom

(6DoF).

VR is a good candidate for 3D tasks such as positioning an audio source in 3D space. That

said, a few systems already exist that translate some of the functions in a DAW to a VR interface.

However, as we will discuss later in the document, these systems lack the proper interface and

interaction design for mixing spatial audio because they cannot simulate the end-user/listener at

all times.

The music industry and others who work with 3D audio would benefit from having a more

appropriate interface for spatial audio mixing. The emergence of a proper alternative interface

will hopefully motivate the exploration, development, and adaptation of more modern approaches

to the overall audio mixing process.

1.2 Objectives

This dissertation aims to explore, study and develop an alternative immersive system for spatial

audio mixing - SpatialVRmix. With that as the main objective, we defined the following list of

goals:

• The system should be able to manipulate parameters in a DAW using VR controllers and

create a set of interactive movements that easily represent the parameters being adjusted;

• We should reach a configuration for representing and adjusting spatialization parameters

that are efficient, effective, and pleasant for the user;

• The immersiveness and responsiveness of the system should be worked on to keep the user

from breaking their workflow.

1.3 Document Structure

Further in this document, there are five chapters.

First, we have the Related Work chapter 2, where we analyze and discuss similar works and

related tools within this project’s scope. We also point out the common characteristics within

the researched tools and list the concepts that we judged to be of interest for the context of this

dissertation.

Afterward, in chapter SpatialVRmix: Concept and Design of an Immersive Interface for Spa-

tial Audio Mixing 3, we describe our proposed solution regarding the main objectives of this study.

This includes a description of the high-level concept architecture and a full presentation of the in-

terface and interaction design plan.

Next, in the SpatialVRmix Prototype Development Process chapter 4, we outline the develop-

ment process along with the technologies used and the limitations encountered during develop-

ment. The prototype was divided into a preliminary and a final version. That said, we also provide

a simple evaluative analysis of the preliminary version and the refined design of the final version.
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After that, we follow up with the Evaluation chapter 5, where we describe the evaluation

process, including the methodology, setup used, the users’ recruitment procedure, the evaluation

results, and a complete analysis of all the evaluation data.

Finally, in the Conclusions chapter 6, we provide the main conclusions of this investigation

alongside a summary of all that was done to achieve such results. We also provide a list of potential

improvements and enhancements for the future development of the prototype.
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Chapter 2

Related Work

The rapid advancement of electronic technologies has paved the way for extensive research explor-

ing their applications in the entertainment industry. A key area of investigation revolves around

the significance and impact of immersion in creating exceptional user experiences. In line with

this focus, the article The Three Pillars of Virtual Reality? Investigating the Roles of Immersion,

Presence, and Interactivity [Mü18] delves into the exploration of immersion, presence, and inter-

activity as fundamental elements of VR.

The music and audio production industry has been actively engaged in exploring diverse

methodologies to produce and mix audio content, with a strong emphasis on crafting immer-

sive experiences. A prominent approach to achieving this goal involves the application of audio

spatialization techniques during the mixing stage. These techniques enable sound engineers and

producers to position audio elements within 3D space, resulting in a heightened sense of immer-

sion for the listeners. In support of this notion, the article The Effect of 3D Audio and Other Audio

Techniques on Virtual Reality Experience [WAvER15] provides a comprehensive examination of

the impact and efficacy of spatial audio and other audio techniques in the realm of VR.

As for the context of this dissertation, we will explore the feasibility of studying and devel-

oping a novel immersive approach to spatial audio mixing in contrast with some of today’s audio

spatialization tools and existing studies on this subject. We mainly focus on the tasks related to

setting an audio source’s position in 3D space to create the idea of having sound within 360 de-

grees around a listener. In other words, it is the idea of sound localization as a means to create

a more immersive experience for the listener. Typically, DAWs only possess features for stereo

panning, which consists of distributing the audio signal through 2 channels. These channels can

be referred to as the left and right loudspeakers or, when using headphones, the left and right ears.

Stereophonic audio can simulate 3D-like audio with different intensities distributed on its two

channels. For a 360 degrees approach, the typical solution is to use external tools such as plug-ins

to provide more practical interfaces for spatial audio mixing. A plug-in is a tool that adds extra

5
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functionalities to a program, and in this case, to a DAW. That said, today’s modern DAWs already

support the direct integration of a multitude of audio-related plug-ins.

In section 2.1, we will review current traditional tools used for audio production. This will

include an analysis of the primary interface and interaction designs in some of the most com-

monly used DAWs and the description of a set of standard extensibility tools available for today’s

DAWs. Next, in section 2.2, we will describe and analyze the interface and interaction designs

of a set of plug-ins consisting of audio Ambisonics functionalities focusing on audio spatializa-

tion components. Then, in section 2.3, we will analyze the interface and interaction designs of

a set of immersive tools containing audio spatialization features. Finally, in section 2.4, we will

summarize the main points discussed in this chapter.

2.1 Digital Audio Workstations

In the modern era, DAWs have undergone significant advancements, enabling them to emulate a

wide range of equipment typically found in professional music studios. This transformation has

made DAWs an accessible and cost-effective alternative for audio production. David Gibson’s

book, The Art Of Mixing [Gib19], provides an extensive overview of the standard features en-

compassed within contemporary DAWs. However, the primary focus of this dissertation revolves

around exploring the spatial audio capabilities within DAWs and their designs.

2.1.1 Traditional User Interfaces

The traditional mixing process structure and signal flow consists of mixing monophonic or stereo-

phonic audio signals. The typical first step for an individual audio track is to go through processes

like equalization or compression. This is then usually followed by panning for setting the audio

signal’s relative intensity in two channels (stereo). The two channels’ output is usually referred

to as the left and right ears or loudspeakers. Figure 2.1 represents the traditional audio mixing

structure and signal flow that was just described.

Figure 2.1: Traditional mixing structure and signal flow for mono or stereo audio adapted from
[BMB21].
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Even though DAWs are mainly used for music production, they may differ from each other

in their features and designs. The dissertation “Knowing is seeing”: The Digital Audio Worksta-

tion and the visualization of Sound by Ian Macchiusi [Mac17] discusses how the waveforms are

presented in a variety of DAWs and how these representations affect the workflow on the audio

mixing stage.

In this segment, we will explore modern popular DAWs and analyze their interface and inter-

action designs, focusing on their tracks, mixing, and timeline panels. We selected a few DAWs

based on their popularity because we believe that the quality of their designs would be a leading

cause for their high popularity. In the context of this dissertation, these analyses help us identify

essential characteristics of audio mixing software and its workflow.

REAPER Digital Audio Workstation

REAPER’s [Inc22] interface contains, by default, a track control panel on the left side and a time-

line/sequencer covering the rest of the interface. Additionally, the user may choose to display the

mixer panel at the bottom. The mixer’s features are the same as the ones from the track control

panel. Those include volume faders, pans, mute toggles, and solo toggles. However, due to the

increased size of the mixer’s panel elements, users may prefer it for heavy or more precise mixing.

The timeline panel follows the layout of the track control panel having the tracks next to their

waveforms in the timeline. The main User Interface (UI) elements are simple knobs, sliders, and

toggles. The audio buses are displayed as additional tracks (same design). These buses can be

used to share effects with other tracks. Users can also choose to change the color of each track

and their representation in the timeline. Figure 2.2 presents the described interface.

Figure 2.2: REAPER DAW interface [Inc22].
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Pro Tools

The Pro Tools [Tec22] DAW interface presents a list of the tracks on its left, followed by a track

control panel that contains additional features for each track. The UI elements are based on click-

able interactions. However, the volume and pan features may also be used as sliders, even though

they do not have the typical display for that type of interaction. The timeline is presented next

to the track control panel, following each track with its respective waveform representation. The

mixer panel is hidden by default and can be brought up to the interface as a separate window within

the program. This panel shows UI elements based on buttons, sliders, and knobs for basic audio

mixing tasks for each track. Furthermore, much like REAPER, the user can add additional tracks

as buses and change the color of each track representation. Figure 2.3 demonstrates the described

interface.

Figure 2.3: Pro Tools interface [Tec22].

Ableton Live

Ableton Live [Abl01] contains two types of views: the arrangement view (Figure 2.4) and the

session view (Figure 2.5. The arrangement view is mainly used for structuring the audio tracks in

a timeline, and the session view can be used for heavy mixing. Both have a bottom panel which

is used for organizing/customizing a workspace based on the users’ needs or preferences. Much

like the previously mentioned DAWs, Ableton Live’s interaction design mainly consists of sliders,

knobs, and toggles for the mixer interface. However, the audio tracks on the session view differ

the most as they are not represented through a timeline. In this mixing concept, tracks can be

played as single "shots" or on a loop. The use of buses and coloring functionalities is the same as

the previously discussed DAWs.
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Figure 2.4: Ableton Live Arrangement view [Abl01].

Figure 2.5: Ableton Live Session view [Abl01].

FL Studio

The default interface for the FL Studio DAW is very similar to REAPER’s interface as it has

the audio tracks and timeline side by side with the mixer panel at the bottom. The interface

is customizable and may vary greatly depending on the user’s needs and preferences. The UI

elements are very much the same as the ones already discussed. There are mainly knobs, sliders,

and toggles for the primary audio mixing features. The use of buses and coloring functionalities

are the same as the previously analyzed DAWs. However, selecting a track in the mixer’s panel

provides route representations from the selected track to their buses. Figure 2.6 presents a basic
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setup of the FL Studio interface.

Figure 2.6: FL Studio interface [IL97].

DAWs Summary

The analyzed DAWs offer highly customizable interfaces, empowering users to tailor their setup

according to their specific requirements and personal preferences. Their interfaces are primarily

designed for 2D interaction on computer screens, utilizing input devices such as a mouse and

keyboard. Consequently, sliders, knobs, and toggles emerged as the prevalent UI elements for

facilitating user interactions. Table 2.1 presents the UI elements used for the basic mixing features.

Elements Toggle Slider Knob Keyboard Input
Volume X X X

Pan X X
Mute X
Solo X

Table 2.1: UI elements for the basic mixing features.

Based on the provided table, the volume control is commonly depicted through a slider or knob

and is often accompanied by predefined keyboard shortcuts to adjust its value. The pan control is

typically represented by a knob element featuring preset keyboard shortcuts for its manipulation.

The mute and solo functions are predominantly displayed as toggle elements, allowing users to

activate or deactivate them as needed.
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Additionally, we identified several consistent characteristics pertaining to the interface and

interaction designs of the explored DAWs:

• There’s a functionality to change the color display of each track;

• Busses are represented as additional tracks;

• The mixer’s panel display can be optional;

• The interface can be customized and/or reorganized;

• The timeline/sequencer has a waveform representation for each track.

While our analysis focused on the aforementioned DAWs, it is important to acknowledge that

the audio production industry offers a wide array of DAWs with diverse functionalities and fea-

tures. Examples of other popular DAWs include Logic Pro [App], Cubase [Ste], Studio One [Pre],

and Reason [Rea]. Each DAW brings its unique strengths and user base, providing musicians,

sound engineers, and producers with various options to suit their creative needs.

2.1.2 Common Extensibility Tools

In the field of audio mixing, a wide range of equipment and tools are utilized to achieve profes-

sional sound production. DAWs serve as the primary platform for mixing, while mixing consoles,

also known as mixing desks or audio mixers, act as central hubs for adjusting the levels, panning,

and equalization of multiple audio sources. Additionally, hardware processors like compressors,

equalizers, and reverbs provide real-time audio signal processing to enhance sound quality and

add creative effects. Even though this dissertation explores novel approaches for spatial audio

mixing within the digital domain, it is essential to acknowledge the significance of these tradi-

tional tools, which continue to play a fundamental role in various audio production workflows and

studio setups.

Control surfaces are also valuable for audio mixing, offering features like motorized faders and

tactile interfaces that enable a hands-on approach to manipulating DAW parameters. For instance,

professional studios widely use the Avid S6 [Avi] and SSL AWS Series [Sol] for their modular and

customizable design, seamlessly integrating analog mixing and DAW control. While these control

surfaces offer powerful capabilities for professional audio production, they are not applicable in

the context of this dissertation, as our focus lies on exploring and enhancing spatial audio mix-

ing within the digital domain. Nonetheless, they remain significant tools for traditional studio

workflows and should be acknowledged for their role in the broader audio production landscape.

Currently, some tools can enhance the audio mixing processes by adding new functionalities

or improvements to the work environment of DAWs. Most of today’s common DAWs already

support the integration of external tools, such as plug-ins, and they also facilitate communication

with other applications through various communication protocols.

Continuing in this section, we will highlight our choice of tools that play a crucial role in ex-

panding the capabilities of DAWs within the specific context of this dissertation. In other words,
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we will focus on identifying and discussing the leading technologies that empower the develop-

ment of a separate interface for manipulating DAW and plug-in parameters.

Virtual Studio Technology

The Virtual Studio Technology (VST) [Tec96] is a system that was designed for the integration of

plug-ins into DAWs to extend them with new features and capabilities that were not originally built

into them. VST plug-ins can be used for audio processing effects, simulating virtual instruments

(software synthesizers), and processing MIDI messages instead of audio signals. The VST format

is widely adopted across the industry, and many popular DAWs such as Ableton Live, Reaper, Pro

Tools, and Logic Pro offer native support for VST plug-ins. The article Virtual studio technology

inside music production [TB14] provides an extended description of the VST specification.

There exist other tools that serve similar purposes as the VST system. One example is the

Audio Unit (AU) format [AU], which operates similarly on macOS and iOS platforms. However,

we picked the VST system due to its broad compatibility, vast plugin library, established standards,

robust development tools, active community, and cross-platform capability.

Open Sound Control protocol

The Open Sound Control (OSC) [RHL15] is a dynamic, open-ended peer-to-peer messaging pro-

tocol that is used to connect multimedia devices over the network. In the context of DAWs, this

protocol allows controlling and manipulating the parameters of a DAW or plug-in from other de-

vices. The OSC protocol is already integrated into many modern DAWs and audio production

tools, including popular software such as Ableton Live, Reaper, and Logic Pro.

Besides the OSC protocol, various other communication systems facilitate parameter control

in audio production. One notable example is the MIDI protocol [MID], which has been a long-

standing standard for transmitting musical information between devices. Each communication

system has its strengths and use cases, but the OSC stands out for its versatility and adaptability,

making it a popular choice for enabling seamless interactions between devices and applications in

audio mixing.

2.2 2D Spatialization Interfaces

The audio mixing process using Ambisonics follows a distinct structure and signal flow. The usual

initial step involves monophonic or stereophonic processing tasks, similar to traditional methods.

However, it is then normally followed by Ambisonics encoding and spatial positioning, which

takes into account a 3D sound environment. In this process, the audio signal’s intensity is dis-

tributed across multiple channels, which contributes to a more immersive spatial experience. It is

important to note that the number of channels can vary, impacting the overall spatial representa-

tion of the audio. Finally, Ambisonics decoding is performed, converting the audio to binaural or

a loudspeaker array format. Figure 2.7 illustrates the described audio mixing structure and signal
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flow. This definition was adapted from the article "Towards Best Practices in Spatial Audio Post

Production: A Case Study of Brazilian Popular Music" [BMB21].

Figure 2.7: Example audio Ambisonics mixing structure and signal flow [BMB21].

Currently, numerous tools can add audio Ambisonics features into the work environment of

DAWs. Most of these solutions consist of 2D interfaces interactable with a mouse and keyboard

on a computer screen. The paper Immersive Audio: Ambisonics and DAW Plugins [Par17] lists

today’s standard plug-ins used in DAWs for audio Ambisonics mixing and describes their different

functionalities and utilities.

In this section, we will introduce a curated collection of 2D interfaces for audio Ambisonics

mixing, chosen for their distinctiveness and relevance in the context of this dissertation. By includ-

ing these diverse perspectives and designs, we aim to comprehensively analyze the interface and

interaction designs within the scope of audio spatialization. This analysis will enable us to identify

and highlight key characteristics that will serve as points of comparison for the later examination

of immersive interface approaches.

2.2.1 DearVR PRO

The DearVR PRO plug-in [Rea22a] provides a set of functionalities for spatial audio through a

2D interface, as seen in Figure 2.8. The left panel displays the position of an audio source (small

circle) in reference to a listener depicted in the center of the display. As this is used for spatial audio

mixing, the user may swap between the top, side, and rear views by interacting with the bottom

left options of the display window. The user may drag the audio source within the display area or

interact with the sliders surrounding the display to manipulate its positional parameters. The gain

knobs represent the intensity of the audio for the corresponding panel’s parameters. Other knobs

apply different effects to the audio signal. The Virtual Acoustics drop-down in the reverb panel

presents a set of predefined reverb effects to simulate various types of predefined ambient/room

characteristics.

2.2.2 Spat Revolution

The Spat Revolution plug-in [FLU97] offers a distinct approach with its immersive 3D interface,

designed to provide a comprehensive view of audio positioning within a 3D space (Figure 2.9).

The interface displays the audio’s spatial location, represents the multichannel setup, and allows
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Figure 2.8: DearVR PRO plug-in interface [Rea22a].

users to dynamically change their point of view in any direction. In terms of layout, the plug-in

incorporates a side panel that presents a list of tracks, each accompanied by basic parameters for

volume control, mute, and solo functionalities. The bottom panel provides audio mixing param-

eters, enabling users to fine-tune the audio’s characteristics and spatial attributes. Similar to the

DearVR PRO plug-in, the Spat Revolution interface utilizes knobs for manipulating ranged param-

eters, offering precise control over various audio elements. Despite its immersive 3D interface, the

plug-in’s interactions are designed to be compatible with mouse and keyboard input on a computer

screen.

Figure 2.9: Spat Revolution plug-in interface [FLU97].

2.2.3 SoundField

The SoundField plug-in [RØ18] was developed to be used with the recordings of a specific Am-

bisonics microphone. With this plug-in, the user can affect the polarity and positioning of each
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channel through a set of UI elements that are distinguished by their color. The knobs are used for

positioning audio signals within a 3D audio field, the sliders represent the gain/volume of each

channel, and the center panel contains the audio spatialization visualization for each channel. Fur-

thermore, the center display shows a live histogram of the audio element’s location through a set

of colors representing its intensity and spread in those directions relative to the listener. Figure

2.10 presents the described interface.

Figure 2.10: SoundField plug-in interface [RØ18].

2.2.4 IEM Plug-in Suite

The IEM Plug-in Suite [oEMA21] is a collection of free and open-source audio plug-ins tailored

for audio production using Ambisonics. Figure 2.11 showcases three examples from this collec-

tion. Notably, these plug-ins exhibit similarities in their graphical layout and overall interface

structure. The left side of the interface predominantly features graphical representations, serving

as visual aids for audio spatialization. Despite focusing on creating a three-dimensional audio ex-

perience, the graphical representations are presented in a 2D format. On the other hand, the right

side of the interface is dedicated to various features, offering a range of parameter controls for

shaping the audio characteristics. The primary UI elements employed in these plug-ins are knobs,

occasionally accompanied by sliders and buttons. The consistent color schemes for the knobs and

other interface elements contribute to a cohesive visual identity.
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Figure 2.11: IEM Plug-in Suite plug-ins’ interface overview [oEMA21].

2.2.5 Tools Summary

While all the mentioned plug-ins are designed for audio spatialization, they exhibit distinct visual

styles. However, in terms of interaction design, they share a common focus on mouse and key-

board usage. The interfaces predominantly feature knobs, sliders, and toggles, with a noticeable

preference for knobs over sliders.

Based on the analysis of each plug-in, we have compiled a list of key characteristics typically

found in an audio spatialization tool:

• The interface is structured into panels containing specific sets of functionalities;

• Generally, all panels and UI elements are adequately labeled;

• One of the panels is used for displaying audio tracks’ positions in reference to the listener;

• An audio track’s position can be adjusted by manipulating the azimuth, elevation, and dis-

tance properties. This can be done through knobs, sliders, or directly in the display panel;

• When UI elements are connected to other specific elements, they usually have a shared color

identification;

• When the interface displays multiple tracks simultaneously, it typically includes features to

select which tracks or groups of tracks to show;

• Optional effects usually have an on/off toggle and, in some cases, have a knob for setting

the effects intensity/gain.
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2.3 Immersive User Interfaces

The article Survey and implications for the design of new 3D audio production and authoring

tools [MHK17] conducted a study comparing various audio spatialization interfaces. The findings

highlighted several critiques of these interfaces and emphasized the need for specialized solutions

for spatial audio mixing. This need is further reinforced by the article Towards Best Practices in

Spatial Audio Post Production: A Case Study of Brazilian Popular Music [BMB21], which em-

phasizes that no obstacles are preventing the study and development of such systems. However,

the current state of research and development in this area remains underdeveloped and lacking.

Additionally, the article A Morphological Analysis of Audio Objects and their Control Methods

for 3D Audio [MHB14] presents a study on how sound engineers manipulate audio spatialization

parameters, highlighting the need for more suitable input devices for controlling them. This exper-

iment also revealed limitations and challenges when using channel-based systems like traditional

DAWs for spatial audio mixing.

In this section, we explore different immersive approaches to spatial audio mixing. The se-

lected tools for analysis were chosen based on their uniqueness and relevance to this dissertation’s

context, allowing for a comprehensive examination and comparison of various perspectives on

spatial audio mixing.

2.3.1 ControlRoom

One notable approach to a different mixing interface is the ControlRoom [Per20], which leverages

VR technology to enhance the music production workflow. While it is currently available for only

a few DAWs, it offers a range of 3D interactions for various audio mixing features (Figure 2.12).

In the ControlRoom interface, users can manipulate parameters using a VR controller with 6DoF.

A particularly noteworthy interaction design is the representation and manipulation of curves, as

illustrated in Figure 2.13. Additionally, the interface includes a built-in VR computer monitor that

displays the original DAW interface it is connected to, ensuring seamless integration with existing

workflows.

2.3.2 DearVR Spatial Connect

Another notable tool from the creators of dearVR PRO is the dearVR Spatial Connect [Rea22b],

a high-end spatializer plug-in that enables users to connect a VR headset to their DAW, providing

a VR-based setup for audio mixing. The interface and interaction designs have been specifically

redesigned for interaction with VR controllers (Figure 2.14). In this interface, the audio tracks’

positions are represented by small circular shapes, with each having a label on top to identify

the corresponding track’s name. The interface includes a dedicated mixing panel that resembles

those found in common DAWs but with simplified functionality. There are toggles to mute and

solo tracks and a vertical slider to adjust each track’s volume. Notably, there are no knobs in

this particular interface. The system also features a mini-map of the scene, allowing users to
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Figure 2.12: General view of the ControlRoom interface [Per20].

Figure 2.13: ControlRoom curves design [Per20].

manipulate the spatial audio positioning directly in front of them (Figure 2.15). Furthermore, users

have the flexibility to drag and drop any of the interface’s panels to different positions, enabling

them to create a customized and comfortable setup while ensuring accessibility to all interface

elements.

2.3.3 Haptic Feedback Approach

From a different research perspective, the article Haptic and Visual feedback in 3D Audio Mixing

Interfaces [GO21] examines the significance of haptic and visual feedback in manipulating audio
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Figure 2.14: Audio mixing for a 360 video using dearVR Spatial Connect [Rea22b].

Figure 2.15: Reduced audio positioning interface in the dearVR Spatial Connect [Rea22b].

spatialization parameters (Figure 2.16). The interface in this study represents audio elements as

colored spheres within a virtual box in 3D space. Each sphere is uniquely colored and labeled

according to the corresponding track name. The study also includes a comparative test using Leap

Motion. The Fairlight 3DAW [Cor15] is highlighted as a relevant tool for interacting with audio

spatialization parameters using Leap Motion technology. Furthermore, the article describes the

interface and interaction design of their prototype. The investigation primarily focuses on haptic

feedback for "snappings" with varying intensities when users enter specific interaction ranges. The

results for the haptic feedback with snappings were somewhat underwhelming, as users expressed

frustration and a sense of restricted movement.
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Figure 2.16: Mixing Spatial Audio parameters with a haptic device [GO21].

2.3.4 Inviso

The article Cross-platform and Cross-reality Design of Immersive Sonic Environments [WGK+20]

introduces a comprehensive suite of tools designed for creating immersive sonic environments

across desktop, VR, and AR platforms. The VR and AR tools utilize VR controllers but have

distinct interface adaptations (Figure 2.17). The article also delves into the design decisions behind

each platform’s interface and interaction designs. Notably, these tools leverage open-source APIs

to capitalize on existing fundamental spatial audio implementations. Within the VR approach,

a noteworthy feature enables the creation and manipulation of animation curves to control the

positioning of audio elements. This capability adds an additional layer of flexibility and creativity

to the spatial audio design process.

2.3.5 Immersive Tools Summary

Based on our examination of the studies and tools discussed in this section, we have identified key

patterns and trends in the interface and interaction designs of immersive audio-mixing tools:

• Tracks are typically displayed in a 3D space with circular or spherical shapes;

• Tracks are usually distinguishable by their colors and labels inherited from the DAW;

• There can be features to choose which tracks or groups of tracks to display in the scene;

• Interactions in VR are usually done through virtual contact between a controller and a UI

element instead of aiming interactions;

• Panels presented in 3D space can be moved around and hidden through a toggle;

• In VR, the user can usually move around with 6DoF;
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(a) Inviso on desktop. (b) Inviso in AR.

(c) Inviso in VR.

Figure 2.17: Inviso interfaces across different platforms [WGK+20].

• The UI elements are typically comprised of sliders as opposed to knobs, as seen in the 2D

interfaces presented in a previous section;

• In some cases, there are additional views to compensate for any limitations that could be

present in the default view;

• VR interactions usually present clear feedback when entering virtual contact with a UI ele-

ment and when interacting with it.

The field related to drawing and manipulating animation curves to create and edit automation

data in 3D space is relatively unexplored, with limited studies and information available. However,

the ControlRoom tool offers a promising solution, which provides a means to represent and ma-

nipulate curves within VR. Additionally, the Inviso tools offer simplistic features that allow users

to hand-draw motion trajectories for audio elements, create sound zones, and define directional

audio. These tools open up new possibilities for intuitive and immersive control of parameter

automation in spatial environments.

2.4 Summary

Based on our previous discussions, it can be concluded that no technological barriers are pre-

venting us from exploring and developing innovative approaches to the spatial audio mixing pro-

cess. The integration of the VST specification in popular DAWs and the widespread use of the

OSC communication protocol in DAWs, plug-ins, and related applications ensure accessibility

and compatibility. Moreover, the OSC protocol is flexible and can be seamlessly integrated into
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modern software development technologies, allowing for its implementation in a wide range of

applications. This suggests that there are ample opportunities for the exploration and development

of novel spatial audio mixing solutions without being hindered by technological limitations.

While there exist various approaches to spatial audio mixing, there remains a noticeable gap

in the development and exploration of immersive tools specifically designed for 360º audio rep-

resentations and interactions. However, certain advancements have been made in utilizing head

tracking for audio monitoring with binaural encoding, as demonstrated by tools like dearVR Spa-

tial Connect. Nonetheless, there is still a dearth of research and experimentation in the domain of

creating and editing automation data in VR.
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SpatialVRmix: Concept and Design of
an Immersive Interface for Spatial
Audio Mixing

This dissertation aims to examine the feasibility of creating a system that can effectively repre-

sent interactive elements from audio spatialization plug-ins and allow for parameter manipulation

within a DAW using VR controllers. Our proposed solution seeks to enhance the workflow for

controlling audio spatialization parameters by providing an immersive and intuitive set of inter-

active movements. This research will hopefully contribute to the User Interface Design field in

conjunction with the Virtual Reality field.

Our proposed solution differs from today’s immersive tools in how the user views and interacts

with the UI elements. The visually immersive solutions we explored allowed users to move in the

environment with position and rotation tracking. However, this way of mixing 3D audio fails to

simulate the listener as it depends on and is affected by the user’s position within the environment.

In contrast, our solution focuses on tracking only the orientation of the VR headset, allowing users

to remain engaged in spatial audio mixing tasks while maintaining a listener’s perspective.

In section 3.1, we will describe the research process regarding the design of the SpatialVRmix

prototype. Next, in section 3.2, we will present and describe the proposed solution’s high-level

architecture. Finally, in section 3.3, we will discuss the high-level interface and interaction design

plan for the development of the SpatialVRmix prototype.

3.1 Investigation Methodology

The first stage of our research consisted of an extensive search and analysis of existing tools related

to spatial audio mixing. In the Related Work chapter, we present a simple analysis of interface and

interaction designs in some of today’s current DAWs, Ambisonics plug-ins, and other immersive
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audio mixing interfaces. We looked into design choices and identified those that tended to be

the most consistent within the analyzed tools. We also identified the features that seemed most

important to include in the development plan for the SpatialVRmix prototype.

After having defined a basic design plan for our proposed solution, we attempted to reach

out to users with at least some experience in spatial audio mixing, but we could only interview

2. In these interviews, we presented our development ideas while motivating the interviewees to

provide feedback and discuss their own ideas and expectations for the prototype. With that, we

gathered interface and interaction design data and defined feature requirements according to the

users’ needs and expectations.

Not all the gathered information on the Related Work and the interviews were consistent. In

those instances, we expanded our literature search to explore alternative approaches and determine

the most suitable solution. In cases where there was no specific approach or clear consensus on a

particular design or implementation, we considered the technologies and tools we were utilizing in

our system testing. For example, when faced with the design of an icon that varied across different

DAWs, we opted to align with the icon design used in the DAW we were testing with.

3.2 High-Level Concept and Architecture

Our proposed solution consists of a system for manipulating the audio mixing parameters of a

DAW externally using VR controllers. The architecture for this type of system is presented in

Figure 3.1.

Figure 3.1: High-Level Concept and Architecture Diagram.

The system connects to a DAW and gathers data such as the track names and their properties.

This data is vital to set up initial values within the system. The system uses a VR setup comprised

of a headset with orientation tracking and one or two VR controllers with both positional and

rotational tracking capabilities. The VR controllers serve as the primary means of interaction

with the system. Whenever a user manipulates an audio mixing parameter, the system sends the

updated values to the DAW or plug-in being used. This ensures that the parameter values remain

synchronized between the system and the DAW. The VR headset is used for exploring the interface

in a 360-degree view. The audio files are not imported to the system, meaning the audio output

should be configured by the user as they usually would directly in the DAW.
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3.3 SpatialVRmix Prototype Design Plan

The design plan outlines the objectives and requirements for the first phase of the development of

the SpatialVRmix prototype.

This section is divided into segments consisting of isolated design concepts. The order of these

segments is based on the concepts themselves and not on the order of the development tasks. The

figures used in this section were produced using the Unity engine [Uni23] and Blender [Ble23].

3.3.1 Virtual Environment

As previously discussed, we only assume the VR headset’s orientation tracking in our system so

the user stays in the perspective of the listener. That said, the user’s point of view should stay at

a fixed position relative to the virtual environment. Figure 3.2 demonstrates the design for this

concept in the context of the proposed solution.

Figure 3.2: Virtual Environment concept design.

The virtual environment design consists of a spherical grid with the user’s point of view in

its center. The lines in the grid provide some sense of spatialization angles. There are textual

indicators in certain positions relative to the user to give them a sense of orientation regarding the

azimuth angle. The design plan contains the front, back, left, and right direction indicators. There
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is no need for up and down indicators because these can be perceived naturally. The user is free to

look around in any direction.

3.3.2 Virtual Reality Controllers

The VR controllers in the system were designed with diverse functionalities to provide users with

a comprehensive and organized range of direct interactions. Furthermore, their representation in

the virtual environment should match their actual physical shape to help improve the user’s sense

of presence, immersion, and understanding of the available interactions.

The contents in this segment describe the primary purposes of each controller. A more de-

tailed description of the design considerations surrounding the VR controllers is presented in the

subsequent segments.

Right Controller - Aiming Controller

The right controller’s trackpad is designed for fine-tuning interactions with the available audio

mixing parameters in the surrounding interface. It should also have a pointing functionality to al-

low users to interact with the UI elements displayed in the surrounding interface. Those mechanics

should be accompanied by a colored line depicting the direction that the controller is pointing at.

That said, this controller will be referred to as the Aiming controller.

Left Controller - Menu Controller

The left controller is designed for menu interactions. We decided that the 2D menus should be at-

tached to the left controller instead of having them floating around in the virtual environment. This

way, we can avoid the eventual overflow of UI panels in the surrounding interface and maintain a

clean workflow for audio spatialization tasks. The trackpad for the left controller is designed for

menu interactions. Pressing the controller’s grip button cycles through the existing menus. With

that, this controller will be referred to as the Menu controller.

3.3.3 Track Properties Menu

The default menu on the Menu controller is defined as the track’s properties menu. Figure 3.3

presents its full design.

In the bottom row, the user can cycle through the list of tracks and toggle the visibility of the

selected track’s representation in the surrounding interface, granted it has an audio spatialization

plug-in attributed to it. The two arrows on the sides of this row serve only as visual cues for the

possibility of cycling through the tracks list. The user may want to see only certain tracks within

the system. Our plan allows users to choose which tracks to include in the system by adding "VR"

to the beginning of their names in the DAW.

In the top row, the user can toggle the mute and solo properties or change the automation mode

for the selected track. The previously mentioned figure demonstrates an instance where the track
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Figure 3.3: Menu controller’s track properties menu.

is muted, soloed, and in the Read automation mode. The mute and solo toggles design is consistent

with those in current DAWs. However, the automation mode has no standard design apart from

its color codes. We picked a design containing a clear textual indicator of the currently selected

mode with its corresponding color in the background. The design plan contains three automation

modes:

• The Default mode, represented by a gray color, makes it so that all automation data is

ignored/bypassed for that track;

• The Read mode, represented by a green color, reads the automation data. When this mode

is selected, the user cannot manipulate the track parameters affected by automation data;

• Lastly, the Write mode, represented by a red color, records automation data. When in "Play"

mode, manipulating the track’s parameters records the history of its values.

The trackpad has a center interaction to interact with the currently selected element and four

directional buttons to traverse the menu’s elements. The user can perceive the currently selected

element by noticing which has a lighter background color. The selected button depicted in the

previously mentioned figure is the solo toggle.

3.3.4 Timeline Menu

The timeline menu is used for fundamental timeline interactions. Figure 3.4 presents the design

for the timeline menu.
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Figure 3.4: Menu controller’s timeline menu.

This menu does not have selectable UI elements. Instead, it has a set of actions that can be

triggered through trackpad interactions:

• The up interaction is a "Repeat" toggle for setting the loop condition of the timeline;

• The center interaction toggles between "Play" and "Pause", updating its icon accordingly;

• The down interaction is used to "Stop" playing and revert to the last stopped time;

• The left interaction can be used to rewind time. To do so, the user can press and hold the

trackpad on the left side;

• The right interaction can be used to fast-forward time. To do so, the user can press and hold

the trackpad on the right side.

This design also contains a timeline representation to indicate the current time numerically

and through a slider. As we explored the importance of audio waveforms in the workflow of audio

mixing, the slider should contain a waveform representation of the currently selected track. The

numerical time is displayed in minutes, seconds, and milliseconds according to the selected time.

The slider’s left-most and right-most values correspond to the start and end times of the selected

region in the DAW’s interface.
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3.3.5 Track Spatialization Design

When a track has an audio spatialization plug-in and is set to visible, it is represented in a po-

sition in the virtual environment according to its spatialization parameters. The design for this

representation is as seen in figure 3.5.

Figure 3.5: Track representation design in the virtual environment.

The design plan presented in the previously mentioned figure corresponds to a circular-shaped

element for spatialization interactions and a surrounding partial ring for volume interactions.

These elements can be interacted with through the Aiming controller. Furthermore, their colors

are updated according to the track’s selected automation mode. The previously mentioned figure

presents a green circle for the spatialization element, meaning this track is set to the Read automa-

tion mode. The track’s name is displayed at the top of the representation to identify the track from

others that may also be represented in the interface. Additionally, there’s textual information about

some parameter values. The volume is displayed in decibels (dB), and the spatialization angles

are in degrees.

Only one track can be selected at a time. To select a track in the virtual environment, the user

must point to the track with the Aiming controller and click its trigger button. The selected track

is represented in opaque colors, while others are displayed in transparent colors.

When it comes to manipulating the azimuth and elevation parameters, the user needs to point

to the circular-shaped element and press and hold the trigger button. While holding the trigger

button, they can point to different locations in the surrounding interface, and the track will move

along the grid to follow their movements. The azimuth and elevation values are updated according

to the track’s position in the virtual environment.

Similarly to the spatialization interaction, selecting the surrounding partial ring allows the user

to manipulate the track’s volume. This element is similar to a knob, containing a handle that moves

through it. The angle of the handle is set by pointing to a spot around the element. Much like the

regular knobs, the angle of the handle defines the parameter’s value. However, as this is used for

volume manipulations, the angle is converted to dB accordingly.
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3.3.6 Spatialization Fine Adjustments

If the currently selected track has spatial properties, the user may use the Aiming controller’s

trackpad functionalities for fine-tuning its values. Figure 3.6 presents the Aiming controller’s

trackpad design for spatialization fine-tuning.

Figure 3.6: Aiming controller’s trackpad spatialization fine adjustments design.

Pressing and holding any of the trackpad’s directions will manipulate the spatialization pa-

rameters accordingly. The left and right interactions increase and decrease the azimuth’s angle,

respectively. Similarly, the up and down interactions increase and decrease the elevation’s angle,

respectively. As these are fine adjustments, the manipulated values change at a low rate. Addi-

tionally, these values are always displayed below the trackpad in text form. The interaction in the

center of the trackpad consists of a toggle used to lock the values for the spatialization parameters

for that selected track. The lock icon is transparent in the previous figure because it is toggled off.

3.3.7 Volume Fine Adjustments

Similarly to the previous segment, there is also a trackpad design for volume fine-tuning. Figure

3.7 demonstrates the Aiming controller’s trackpad design for volume fine-tuning.

In this case, we are using the up and down interactions of the trackpad to increase and decrease

the volume, respectively. The volume manipulation through these interactions also occurs at a low

rate. The updated value of the volume can be seen below the trackpad at all times. Much like the

spatialization fine-tuning trackpad design, the volume design also contains a lock interaction that

can be toggled on and off to lock the volume.
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Figure 3.7: Aiming controller’s trackpad volume fine adjustments design.

We also looked for any possible interactions to add to the left and right interactions of the

trackpad. Still, we did not identify any necessary functionalities to include in this design.

3.3.8 Design Plan Summary

The design plan includes all the functionalities that were identified as requirements for the system’s

workflow. But as per the context of this dissertation, the most important functionalities were those

related to manipulating audio spatialization parameters. Figure 3.8 demonstrates the designed

workflow for the manipulation of a track’s audio spatialization parameters,

The presented figure describes a possible instance where the user is aiming at a track named

"VR - My Track 01" and interacting with the audio spatialization element to drag the track through-

out the surrounding grid manipulating its azimuth and elevation parameters. The track is repre-

sented in red coloring because it is set to the Write automation mode. The textual info on the side

of the track displays the parameters that are being manipulated.

3.3.9 Experimental Design Ideas

Apart from the previously defined design plan, we proposed different approaches for the interac-

tion design. However, as these ideas do not add any new functionality to the system, they may

only serve as experimental features.

One of the ideas refers to manipulating the volume through the controller’s rotation tracking,

which seems to be the most intuitive approach for a knob interaction. However, It might be
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Figure 3.8: Design plan workflow.

impractical due to the required movement of the user’s wrist. That said, it must be tested before

adding it as a feature.

We also planned to test the Aiming controller’s interactions with a different approach. Fun-

damentally, we would add a cursor to the Aiming controller to interact with the surrounding UI

elements. This way, the user would not have to worry about aiming mechanics as they would only

have to move the controller to a spot where the cursor would intersect with an element from their

point of view. Figure 3.9 demonstrates the described idea.

Figure 3.9: Aiming controller cursor interactions.

In the previous figure, the cursor is depicted as a white ring. Since the cursor is visually on top

of the spatialization element (red circle), the user may interact with it. This approach allows the
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user to manipulate the track’s spatialization parameters in reference to their head without worrying

about their aim. For example, if the user wanted to place a track on their right, they would only

have to move the controller to their right.
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Chapter 4

SpatialVRmix Prototype Development
Process

Before embarking on the development of SpatialVRmix prototype, careful consideration was given

to selecting the appropriate technologies.

To assess our proposed solution’s viability, a first version of the SpatialVRmix prototype was

developed, aligning with the design defined in chapter 3. This version underwent a preliminary

evaluation process aimed at identifying potential refinements for a second phase of development.

The process involved conducting prototype experimentation sessions with the individuals involved

in this investigation. Subsequently, a refined version of the prototype was developed, incorporating

the refinements identified in the preliminary evaluation.

In section 4.1, we will identify the main technologies used in the development of SpatialVR-

mix. After that, in section 4.2, we will describe the first version of the prototype and the refinement

requirements identified in the preliminary evaluation. Next, in section 4.3, we will present the final

version of the SpatialVRmix prototype. Finally, in section 4.4, we will present the highlights of

this chapter regarding the prototype’s development.

4.1 Technologies

During the development process, we identified a few limitations regarding the VR integration with

the initial set of tools we had chosen. To address these issues, we decided to migrate to alternative

software solutions that better suited our needs. This section will provide a comprehensive overview

of the tools and technologies employed throughout the development process prior to and after the

tool migration.

35
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4.1.1 Low-Level Architecture

As we experimented with the available technology and specified essential approaches to develop-

ing the prototype, we identified the technologies that we found to be the most appropriate for this

context. Figure 4.1 presents the low-level architecture diagram of the technologies used before the

tool migration.

Figure 4.1: Initial Low-Level Architecture Diagram.

We used an HTC VIVE VR setup [wtbV] throughout the development process. We chose

this setup as it appeared to possess superior precision and high resolution compared to other VR

systems. These factors contribute to the experience’s immersiveness and accuracy, enhancing the

system’s overall usability and effectiveness.

As for the DAW, we picked REAPER due to our familiarity with it and its alignment with

our requirements. Specifically, REAPER offers seamless integration with the OSC protocol and

comprehensive support for VST plug-ins.

We decided that our system should be a webVR application for easy distribution and cross-

platform compatibility. With that in mind, we picked the A-Frame framework [Ran] to develop

our system, as it is a popular and powerful tool for building VR experiences in the web environ-

ment. A-Frame is also open-source, providing developers more flexibility, community support,

cost savings, and transparency.

We selected the OSC communication protocol to establish communication between the system

and the DAW due to its wide dissemination and extensive support across various DAWs. Addition-

ally, it holds notable advantages in terms of flexibility, low latency, and platform independence.

Current browsers’ security mechanisms limit access to User Datagram Protocol (UDP) con-

nections as measures to mitigate cross-site scripting attacks, clickjacking, and other forms of ma-

licious activity. As the OSC typically uses UDP as its underlying transport protocol, its integration

in a browser application is also limited for those same reasons. To overcome this limitation, we

decided to use the Electron framework [Fou], which is a tool that enables building desktop appli-

cations using web technologies. One of the notable advantages of utilizing Electron is its ability to
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create applications that run in a sandboxed environment. The sandbox feature ensures the applica-

tion operates within a secure and controlled context, mitigating potential security risks associated

with running web content or external applications. By leveraging Electron’s sandbox, our applica-

tion can safely communicate via the OSC protocol while running locally and within a browser-like

context. Additionally, it is also an open-source tool.

In summary, the webVR application is developed in A-Frame and integrated into an Electron

project. The Electron project is used to launch the system and communicate with REAPER through

OSC messages. The interface is displayed on a VR headset and is designed to be interacted with

through VR controllers.

4.1.2 Electron for webVR Applications

The selection of the Electron framework emerged as an appropriate choice for developing a web

application capable of communicating with a DAW through the OSC protocol. It offers several

advantages, one of which is the context bridge feature. This feature enables secure and reliable

communication between the local and browser environments, ensuring the application’s integrity

and protection against potential security threats or malicious attacks.

When we had already developed a basic application capable of communicating with REAPER,

we went to test it with the VR equipment. Unfortunately, the system was not detecting the VR

headset. Electron is built on top of the same engine as the one from the Google Chrome browser,

which led us to believe that this should have worked by default. We tried overcoming this issue

through various attempts but with no success. Even though there is next to no information about

this particular situation, we managed to find a blog post by James Baicoianu [Li21] promoting

the idea of bundling webXR applications with Electron. It turns out that, although it is possible to

work with webVR in Electron, the tasks to make it work are of great inconvenience as they require

messing around with Electron’s source code. We concluded that while Electron offers several

features and capabilities for desktop application development, it does not have robust built-in

support for VR development.

4.1.3 Migrating out of Electron

To get the VR equipment to be correctly detected by the application, we decided to try developing

our own NodeJS [Dah] server and have our A-Frame application running in an actual browser as

the client. Upon some development, we noticed a limitation on the client-to-server communication

regarding the Cross-Origin Resource Sharing (CORS) policy which is yet another security feature

implemented by web browsers. Fortunately, we overcame this problem by setting the required

CORS headers in response to the client’s preflight OPTIONS request, which enables cross-origin

requests from the client’s domain. After that and some additional preparations, we were able to

test this approach with the VR equipment. The tests were successful, as everything functioned

correctly and efficiently. Figure 4.2 presents the final low-level architecture diagram.
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Figure 4.2: Final Low-Level Architecture Diagram.

The server runs locally, making it possible to use the OSC protocol to communicate with a

DAW. The client is integrated into the web application and can send messages to the server through

HTTP requests with JSON data attached. The server interprets those messages accordingly and

responds to the client with any necessary data. So if, for example, the user pressed "Play" in the

webVR application, the client would send the corresponding HTTP request to the server, and the

server would interpret it and send the "Play" OSC message to the DAW.

4.1.4 Summary

Although we encountered some limitations during development, we were able to identify the rea-

soning behind them and figure out alternative approaches. As the Electron framework was only

being used to overcome the limitation of using the OSC protocol in a browser context, migrating

to a custom NodeJS server did not negatively impact the application’s structure. Additionally, it

allowed us to run the webVR application in a browser as initially planned.

4.2 Preliminary Design

This section will describe the preliminary implementation of the SpatialVRmix prototype. We will

also provide an evaluative analysis to identify new user requirements or ideas for the prototype’s

refinements.

4.2.1 OSC Protocol Integration

The OSC protocol was integrated into the NodeJS server through an existing implementation by

a user named adzialocha on GitHub [Adz21]. With that implementation, we can connect to the

REAPER DAW to communicate with it by sending messages through ports.

This segment will first describe the OSC protocol communications configurations on the DAW

and the developed system’s server. After that, we will define how the system interprets and re-

sponds to the OSC messages.
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OSC Communications Configuration

The OSC communications must be configured within REAPER and in the system’s server. Figure

4.3 presents our REAPER OSC configuration.

Figure 4.3: REAPER OSC configuration.

In the configuration presented, we have REAPER sending OSC messages through port 9000

and listening/receiving messages through port 8000. This means that our server’s OSC protocol

should be configured to send messages through port 8000 and receive any incoming messages

through port 9000. If the user wishes to use different ports, they must resort to our JSON config-

urations file, which contains a set of configurable settings on the system’s server side. Figure 4.4

presents the default settings in the mentioned file.

Figure 4.4: JSON configurations file default settings.

The user can define different port numbers for sending ("sendPort") and receiving ("listen-

Port") OSC messages in this file. There are also options for setting the number of tracks, number

of effects, and number of effect parameters. By default, REAPER only sends information about

the first eight tracks, the first eight effects on each track, and the first sixteen parameters on each

effect. Instead of assuming those values as a limitation to our system, we allow users to set them

through the configurations file.
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Interpreting OSC Messages

To gather all the information about a REAPER project, the server sends an OSC message that

requests REAPER to execute an action that retrieves all the project’s information through a long

sequence of OSC messages. This only happens when we first run the system’s server or launch

the REAPER project while the server is running. We gather info about each track’s number, name,

volume, mute property, solo property, automation mode, effect names, and effect parameters.

The plug-in we use for audio spatialization in our REAPER project is the Stereo Encoder

from the IEM Plug-in Suite 1. This plug-in has its own OSC protocol implementation, making it

possible for us to communicate directly with it through its custom OSC messages. However, one

of the goals of this dissertation is to create a system able to manipulate the parameters of any audio

spatialization plug-in. Luckily, the plug-in’s parameters can also be modified via REAPER’s effect

parameters because it complies with the VST standards. Changing a plug-in’s parameters via the

effect’s parameters is the most generalized approach.

We still needed to identify which effects were audio spatialization plug-ins and which of the

effects’ parameters were mapped to the spatialization parameters. To solve this, we created a

JSON file where the user can define an audio spatialization plug-in by indicating its effect name

and the mappings of the azimuth and elevation parameters. Figure 4.5 presents the definition of

the Stereo Encoder plug-in in the referred file.

Figure 4.5: Stereo Encoder plug-in defined in the JSON plug-ins file.

The name of the Stereo Encoder effect is "StereoEncoder (IEM) (64ch)". We can identify

this plug-in on a track once REAPER sends info of an effect with an equal name. Given that in

this plug-in, the azimuth is the 7th parameter and the elevation is the 8th parameter, we declare

those in the JSON file. It should be noted that these values might be different on other plug-ins.

With this approach, the user can set a variety of plug-ins, granted they comply with the VST

standards and use the spherical coordinate system (azimuth and elevation). Future integration of

other coordinate systems would require adding new elements to the plug-in definition in the JSON

file and implementing their functionality accordingly.

Besides the tracks’ info, we also store information about the time, the playing condition, the

loop property, the minimum selected time, and the maximum selected time. This information is

used for setting up the timeline on the client’s interface. The minimum and maximum time is

defined within REAPER by selecting the intended region in the timeline.

1https://plugins.iem.at/#tab-StereoEncoder

https://plugins.iem.at/#tab-StereoEncoder


4.2 Preliminary Design 41

Synchronizing the Client with the DAW

Sending messages from the client to the DAW is not an instant action. First, the client sends a

message to the server via HTTP requests, and then the server sends the respective message to the

DAW via the OSC protocol. These means of communication are fast but not instant, as both have

a slight delay.

When synchronizing the client’s data with REAPER’s data, the intuitive approach would be to

send updates from one end to the other for every change. However, whenever REAPER receives

a message to update a value, it always sends the same message to notify the change. There is no

way to distinguish whether a change in REAPER was made through an OSC request or directly in

its interface because the messages are the same. Upon further experimentation, we also noticed

that REAPER skips some messages to keep up with the timeline. So if, for example, REAPER

receives 100 messages via OSC instantly, it is very unlikely that it will respond to all 100 of them.

These facts, plus the communication delays, make it unreliable to synchronize both ends directly

through live bidirectional communication. As the user manipulates parameters on the client side,

the delayed synchronization might counter those changes as REAPER sends back its updates. That

said, we decided to go for a different approach, where the server could not update the client’s data

unless the client requested it. Figure 4.6 presents the communications diagram implemented in the

prototype.

Figure 4.6: Communications Diagram.

All the data is synchronized between the server and the DAW through OSC messages. The

client and server communication is only done through HTTP messages. However, only the client

can make requests. The server will respond to those requests accordingly. If the user changes any

values directly in REAPER’s interface, they must command the client to request the synchronized

data from the server. Every time there is a change in a value on the client’s side, the client notifies

the server, and the server sends the appropriate OSC message to the DAW. As per the design plan,

the client only receives data about the tracks starting with "VR" in their name. This is implemented

for both organizational and efficiency purposes.

With some experimentation regarding the timeline, we noticed that we could not reliably up-

date the client’s values according to the automation data. This is because when we set a new time

in the client’s timeline interface and request to update the time on the DAW, we have no way of

knowing how long the DAW will take to send back all the data for that time. We also cannot

determine precisely which data will be retrieved by the DAW, meaning we cannot wait for any



42 SpatialVRmix Prototype Development Process

particular message. To update the client’s values through the timeline, the user must press the

"play" button so that the client starts requesting the server’s synchronized data on a loop.

Automation Synchronization in REAPER

When manipulating parameters in the client’s interface on a track in the Write automation mode,

every new value will be sent to the server and then to the DAW. REAPER creates an automation

data point for each OSC message it receives to update the value of a parameter armed for au-

tomation writing. However, these messages do not have time values attached to them, meaning

we cannot perfectly synchronize the automation process and have to assume that there is a slight

communication delay.

When a track is set to the Read automation mode, REAPER will send its data while in "Play"

mode for every data point. If the track is muted, REAPER does not send any automation data,

meaning the server will not receive the updated values for that track. As we defined earlier, the

server only sends information to the client if the client requests it. That said, to update the tracks’

values on the client’s side according to the automation data, the client sends the necessary requests

on a loop while in "Play" mode. The requested data only concerns the tracks with the automation

mode set to Read. This way, we have reduced communication traffic and improved performance.

Summary

Ideally, we would have a live bidirectional synchronization between the DAW and the client. How-

ever, as we explored further, we identified a few issues regarding this approach due to message

delays and how REAPER responds to any changes. We adopted a different approach where the

server would synchronize all the data with the DAW, and the client would request that data when-

ever necessary.

4.2.2 Interface and Interaction Design

In this segment, we will describe the SpatialVRmix prototype’s design emphasizing the ideas that

differ from the original plan.

Virtual Environment

Per the design plan, the virtual environment consists of a spherical grid surrounding the user. The

direction the user faces can be perceived by the text indicators surrounding the grid. There is an

indicator for the front, back, left, and right directions. If the user moves around, the spherical grid

will always follow their movement to stay in their surroundings. That said, we did not disable the

position tracking of the VR headset, as it would not bring any advantage to our design and could

pose limitations for further development ideas.
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Virtual Reality Controllers

The model for the VR controllers was obtained in the A-Frame vive-controls component docu-

mentation [A-F21]. Figure 4.7 presents the default design of the controllers in the prototype.

Figure 4.7: Prototype’s VR controllers design.

The controller on the left side of the figure corresponds to the Menu controller. The menu

that is displayed by default corresponds to the track properties menu. The name "VR - My Track

01" does not conform to an actual track. This default name appears before the user requests

to synchronize the client’s values with the server’s. The user must press the controller’s trigger

button to synchronize the values. After doing so, the first track will be selected, and the interface

will update according to its values. By default, all tracks have their visibility toggled off, meaning

no tracks are displayed in the surrounding interface until the user manually toggles their visibility.

The user can press the controller’s grip button to swap to the timeline menu. Figure 4.8 dis-

plays the prototype’s timeline menu design.

The system communicates with the DAW through OSC messages. That said, we do not gather

data about the tracks’ waveforms and therefore do not have any representation in the timeline

slider. The time displays a value of "59:59.999" before synchronization. The timeline corresponds

only to the selected region in the DAW. Additionally, a gray secondary line indicates the stop time.

When the user presses the "Stop" button, the time is set to that line’s depicted time. All the other

presented features are as defined in the design plan.

The other controller (presented in Figure 4.7) is the Aiming controller. As designed, this

controller can be used to interact with the elements in the surrounding interface. Its trackpad

displays the spatialization fine-tuning features by default. These features only work when a track

is selected in the surrounding interface. The user can press the controller’s grip button to change

it to the volume fine-tuning features. Figure 4.9 presents the design of the Aiming controller’s

volume fine-tuning features.
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Figure 4.8: Menu controller’s timeline menu.

Figure 4.9: Aiming controller’s volume fine-tuning features.

The left and right trackpad interactions were left open for experimentation features in the

design plan. As we wanted to experiment with volume manipulation through wrist-rolling move-

ments with the controller, we added a lock feature for this type of interaction in the right button

of the trackpad. The trackpad’s left button contains a toggle for the track’s solo property. All the

other features are as defined by the design plan.
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Track Representation

Figure 4.10 shows the prototype’s tracks’ representations in the surrounding interface.

Figure 4.10: Prototype’s tracks’ representations in the surrounding interface.

Each track set to visible is represented in the surrounding interface in a position according to

its spatialization parameters. These tracks are colored according to their automation mode. Only

one track can be selected at a time. The selected track has opaque colors, while the others are

transparent. Furthermore, only the selected track displays information about its parameters on its

right. When the selected track is set to the Read automation mode, all its parameter values are

displayed. Otherwise, only the last manipulated parameters have their values displayed.

The circle element on the track representation corresponds to the spatialization interactive

element. The azimuth value ranges from -180 to 180 degrees. However, the elevation values are

translated to a range from -90 to 90 degrees to maintain the correct visual orientation of the track.

This does not add any limitations to the spatialization parameters. However, it implies that the

azimuth value will have to go around 180 degrees when the user tries to go over 90 degrees for

the elevation. For example, a track with an azimuth of 0 and an elevation of 100 degrees would be

translated to 180 and 80 degrees, respectively, which consists of precisely the same position in the

surrounding interface.

The track’s surrounding partial ring corresponds to the volume control as if representing a

knob. The handle for the knob is displayed in front of all the elements for a better perception of

its set angle. As per the typical design for the volume knobs in DAWs, the handle pointing up

represents 0 dB. Based on REAPER’s design, the minimum value is -150 dB, and the maximum

is +12 dB. As REAPER does not provide a single formula for calculating the volume based on the

handle’s angle, we created an approximate simulation of these calculations.
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Aiming Controller Interaction Design

Previously, we explained that the Aiming controller is designed to interact with elements in the

surrounding interface. Figure 4.11 shows an instance where the user interacts with the track’s

spatialization parameters.

Figure 4.11: Spatialization parameters manipulation.

While the user aims at an interactive element in the surrounding interface, they may press and

hold the trigger button to manipulate its corresponding parameters. To manipulate the spatializa-

tion parameters, the user must interact with the track’s circle and drag it around the surrounding

grid. To manipulate the volume, the user must interact with the partial ring surrounding the spa-

tialization element and point around it to change the handle’s angle. While interacting with the

volume, the user can point outside the interactive area for better precision and freedom in their

movements.

In the design plan, we also defined an approach for interacting with the surrounding interface

by having a ring-like cursor attached to the Aiming controller. As we experimented with this

approach, it became clear that it would not work as intended due to the binocular disparity phe-

nomenon. This concept refers to the difference in perspective between the left and right eyes when

viewing an object. In other words, one eye would not see the same through the ring cursor as the

other. We defined this approach as improper for this context and discarded it from the prototype.

Desktop Interaction

The entire system can be interacted with in desktop mode through the mouse and keyboard. These

interactions were implemented for the convenience of developing and testing the prototype without

requiring VR equipment. That said, users are not made aware of this implementation, and it should

not be considered an alternative interactive solution to using VR devices.
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4.2.3 Preliminary Evaluation

To evaluate the first version of the prototype, the individuals involved in this dissertation gathered

to discuss and experiment with its implemented features. This evaluation aimed to define any

possible refinements or new user needs to improve the quality of the prototype before proceeding

with the evaluation with recruited users. Below, we present a list of the refinement ideas that were

generated in this process:

• The UI elements on the Menu controller menus could alternatively be interacted with through

the Aiming controller’s pointing mechanics. In other words, the user would use the Aiming

controller to point at a button in a menu and press the trigger button to interact with it.

• There should be a tracks list for viewing multiple tracks simultaneously. This approach aims

to make it easier for the user to find and select a specific track. Furthermore, it also helps

the user manage a larger number of tracks;

• The track selected in the surrounding interface should be the same in the Menu controller’s

track properties menu and vice-versa. In other words, track selections should be synchro-

nized to avoid confusion;

• Tracks that are visible in the surrounding interface should have an interactive menu attached

to them for easy access to some of its basic properties. The user should be able to interact

with the buttons in these menus without selecting the track. The buttons consist of a mute

toggle, a solo toggle, and a button to change the automation mode. This also allows the user

to directly identify whether a track is muted or soloed without needing to select it;

• The user should not have to search around the interface to find the selected track. There

should be some indicator that points at the selected track’s location in the surrounding inter-

face;

• While the user is manipulating the volume, they can point away from the interactive area.

This manipulation should be assisted by a line so that the user can better perceive the angle

of the volume’s handle.

• Tracks with a valid audio spatialization plug-in should be displayed in the surrounding in-

terface by default when launching the application.

• The volume interaction regarding the controller’s rolling motion was considered an incon-

venient alternative. There should be a different approach where the user would change the

volume with the vertical or horizontal movement of the controller in a straight slider.

Additionally, we looked into how we could disarm a track’s parameters in the automation pro-

cess. When a user first manipulates the parameters of a track in the Write automation mode, those

parameters are automatically armed in REAPER. However, no OSC message is built into REAPER

for either arming or disarming a parameter. Upon further investigation, we also noticed that these

automation features were not part of the VST standard, meaning they cannot be generalized to

multiple DAWs as intended for this dissertation. However, the ability to arm and disarm track
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parameters within the VR interface is essential to avoid causing the user to remove the VR headset

every time they need to automate a different parameter. Because of that, we decided to look for a

solution to this scenario, even if it should only be compatible with REAPER. The found solution

for this particular problem is presented in section 4.3.4.

4.3 SpatialVRmix Prototype Final Version

This section describes the developed solutions to the requirements defined in the preliminary eval-

uation. We will also discuss additional design choices and implementations that were not added

to the final prototype.

4.3.1 Virtual Environment

Although not a defined requirement, the design of the virtual environment was modified with a

panoramic image consisting of the testing area. Additionally, the design of the interface elements

was slightly modified to fit the varying colors in the virtual environment. Figure 4.12 presents the

front view of the new interface.

Figure 4.12: Final prototype’s virtual environment.

The presented space in the image consists of the area surrounding the user where the proto-

type’s tests took place with the VR equipment and the multichannel setup.

4.3.2 Track Properties Menu

As part of the refinements made to the final prototype, we incorporated an alternative approach

for manipulating a track’s volume. Instead of relying on the rolling movement of the Aiming

controller, we introduced a dedicated volume slider within the track properties menu. Additionally,

we recognized the importance of having a menu to display the list of tracks. To address this, we
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implemented an interactive element that users can interact with to open the tracks list menu. Figure

4.13 showcases the redesigned track properties menu.

Figure 4.13: Final prototype’s track properties menu.

The first row of the menu consists of the new volume slider. When selecting that row, the

user can press and hold the Menu controller’s left or right trackpad button to linearly decrease

or increase the volume. This row also contains the necessary minimum, zero, and maximum dB

value indicators. The volume value is displayed in the top right corner of the row element.

The bottom row element ("Full Tracks List") can be interacted with to open a tracks list menu.

Figure 4.14 presents the design of this menu.

The tracks list menu consists of a list of tracks represented in pages of up to 4 tracks each.

Users may press the Menu controller’s left or right trackpad buttons to iterate through those pages.

A row in this menu consists of a track presented by its name and toggled properties. The user

can navigate through the tracks using the trackpad’s up and down buttons until the desired track

is highlighted. Pressing the center of the trackpad confirms the selection and switches back to the

track properties menu for the selected track.

Lastly, we added the necessary implementations to allow users to interact with the menu el-

ements through the Aiming controller. To do so, the user must point at the element they wish

to interact with and press the Aiming controller’s trigger button. Pointing at an element will not

override the current selection in the Menu controller. These interactions are entirely independent

of one another. Additionally, the user can interact with the volume handle in the track properties

menu to drag it along the slider while holding the Aiming controller’s trigger button.
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Figure 4.14: Final prototype’s tracks list menu.

4.3.3 Track Representation

The track representations in the surrounding interface are now complemented with an additional

toolbar below each. Figure 4.15 demonstrates the new design for the track representations.

Figure 4.15: Final prototype’s track representations in the surrounding interface.

The attached toolbars contain the tracks’ mute, solo, and automation mode properties. These

elements can only be interacted with through the Aiming controller. To interact with them, the

user must point at the element they wish to interact with and press the Aiming controller’s trigger

button. The user is not required to select the track to interact with these buttons.
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When a selected track is displayed in the surrounding interface, an arrow stays revealed at the

bottom of the user’s peripherals. This arrow points to the selected track representation at all times.

In the previously mentioned figure, we can see that the track named "VR_Percussao" is selected

due to the opaque colors in its representation. That said, the arrow presented at the bottom of the

figure will stay pointing at that track’s representation until a different track is selected.

4.3.4 Automation Handling

Previously, we identified the inability to properly set track parameters for automation through OSC

messages. To solve this, we created two custom actions within REAPER’s built-in programming

language. The first action is to arm all the selected track’s parameters containing automation

data. The second action bypasses all the selected track’s armed parameters. These actions can be

activated through OSC messages based on their generated IDs. It is essential to notice that these

IDs might change if the action code files are not placed in the proper REAPER resources folder.

Furthermore, as we learned about creating custom actions, we discovered that they do not read

additional info from the OSC messages. In other words, if we wanted to arm or disarm specific

track parameters for automation with this approach, we would have to create a new custom action

for each existing track parameter. However, as this is a solution explicitly for REAPER, we decided

to hold back on creating too many custom actions. Still, we designed the system’s interface for

arming and disarming track parameters. Figure 4.16 presents the interface’s design in question.

Figure 4.16: Track representation menu design in the surrounding interface.

As adding additional elements to the interface could eventually overflow the surrounding inter-

face with UI elements, we designed a menu button with which the user can interact to open up the

menu for the corresponding track. This element can be seen below the spatialization element on

the figure’s left side. On the right side is the design of an opened menu consisting of the essential

features implemented into the prototype and a list of automation parameters. The user can interact

with any of those parameter rows to arm/disarm them for automation. The symbol on the left of

each parameter row indicates whether that parameter is currently armed or disarmed. Additionally,
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if we ever decided to hide the essential features, we would have a symbol indicating if the track is

muted or soloed in the right of its name.

4.4 Summary

The development of the SpatialVRmix prototype was conducted in two phases producing a pre-

liminary and final version. In the preliminary version, we implemented a functional prototype

according to our plans and identified areas for refinement through a preliminary evaluation pro-

cess. The design ideas resulting from this evaluation were subsequently incorporated into the final

version of the prototype. Although we faced challenges with the initial set of technologies and

some steps in the OSC communications, we were able to overcome them and find appropriate

solutions.

As per this dissertation’s development objectives, we managed to construct an immersive in-

terface for spatial audio mixing, providing the necessary functionalities to manipulate audio spa-

tialization parameters in a DAW using VR controllers. The system was designed to accommodate

various audio spatialization plug-ins without imposing limitations, allowing for future expansion

and flexibility. That said, we successfully developed a proper prototype for evaluating our pro-

posed solution’s feasibility.
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Evaluation

This chapter describes the entire evaluation process for the final version of the SpatialVRmix pro-

totype. The process was designed to evaluate the feasibility of the concepts of our research and

the prototype as an alternative immersive interface for spatial audio mixing tasks through user-

oriented tests.

Section 5.1 will outline the procedures, techniques, and methods used to evaluate the de-

veloped prototype. Next, in section 5.2, we will describe the features added to the prototype’s

implementation to support the evaluation. Following, in section 5.3, we will present the format of

the surveys and their purpose. After that, in section 5.4, we will indicate the setup used in the eval-

uation tests. In section 5.5, we will describe the user recruitment process and the characteristics of

the obtained user sample. Next, in section 5.6, we will discuss the tasks regarding the participants’

interaction with the system. After that, in section 5.7, we will present the results obtained in the

overall evaluation process. Lastly, in section 5.8, we will analyze and interpret the results.

5.1 Methodology

This section outlines the evaluation methodology adopted for our solution. Each step in this pro-

cess will be better described in the upcoming sections.

To evaluate the feasibility of the developed prototype, among other factors, we planned on re-

cruiting users with at least some familiarity with spatial audio mixing. Each user would participate

in the evaluation process individually. The planned process consists of 3 main steps:

• First, the user is asked to take a survey regarding their demographic characteristics, expe-

riences in the areas in context, and personal opinions about the concepts involved in this

investigation;

• Secondly, the user is requested to experiment with the developed prototype, following a

defined sequence of tasks to help them understand and experiment with the system;
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• Lastly, the user is asked to take another survey to provide feedback about their experience

with the prototype regarding its use for spatial audio mixing.

This plan was further refined through three pilot tests. One of the participants had very high

experience in the subjects involved in this dissertation, one was a right-handed male student, and

the other was a left-handed female student. We also gathered details about the tests’ duration and

general clarity of the process. It should be noted that participants who took these tests did not

partake in the real evaluation tests. Furthermore, the data gathered in the pilot tests was only used

for refinement purposes and was not included in the results of the actual evaluation tests.

After refining the evaluation process through pilot tests, we recruited users to participate in the

true evaluation tests. The data collected in these tests was then examined and synthesized into var-

ious graphical representations for statistical analysis. This process allowed us to draw meaningful

conclusions regarding our proposed solution’s feasibility and other applicable characteristics.

5.2 Prototype Instrumentation for Data Gathering

We incorporated a new feature into the prototype for evaluation purposes that captures and records

various user actions. Each action is logged in text format and accompanied by a timestamp indi-

cating when the action occurred. Particularly, we focused on capturing actions related to spatial-

ization parameter manipulation, volume adjustment, and interactions with the timeline. We record

the parameter values when the user begins manipulating them and again when the manipulation

interaction concludes. Additionally, we record track selections and menu changes. Upon comple-

tion of the user’s experimentation with the prototype, a specific key can be pressed by a moderator

to save all the logged actions in a text file. The name of the file is determined based on the system’s

obtained timestamp.

5.3 Surveys

As previously mentioned, there are two distinct surveys. All users who participate in the eval-

uation process are asked to answer both. One is to be answered before experimenting with the

developed prototype, and the other after experimentation. The surveys comprise text-based ques-

tions, checkboxes, and rating scales. Questions that ask for a rating from the participant are based

on a 7-level Likert scale (1-7).

The first survey is intended to collect data in three contexts:

• Demographic Characteristics - We ask the participant to share some demographic charac-

teristics that we found to be relevant to the evaluation process;

• Experience Levels - There are some questions where the participant can express their expe-

rience regarding audio mixing, spatial audio mixing, and VR technologies;

• The Problem - The survey also contains a few questions regarding the feasibility of this

study.
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More information about the first survey is presented in appendix B.

The second survey serves as a way for the participant to provide feedback about their expe-

rience with the prototype. With this survey, we aim to gather quantitative and qualitative data to

evaluate our solution in several categories and conclude its feasibility. All the qualitative questions

are optional. A more detailed description of this survey is presented in appendix C.

5.4 Setup

The user tests were performed in a sound laboratory in the Faculty of Engineering of the Uni-

versity of Porto (FEUP). We used the HTC VIVE VR setup comprised of a wired headset, two

VR controllers, and two base stations. For the audio feedback, we used the 24Ao audio interface

from MOTU [MOT] with 20 Fluid Audio FX50 speakers [Aud] positioned around a small area and

aimed at its center. Figure 5.1 presents the defined setup.

Figure 5.1: Multichannel setup used for the evaluation process.

Users interact with the system in the center of the multichannel setup. The system runs in

Google Chrome on Windows 11 in a DELL computer connected to the audio interface. More

information on how to run the application is presented in the User Manual (appendix A).
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5.5 Participants

The evaluation process is intended for users with at least some experience in spatial audio mixing.

This is because, to evaluate the feasibility of our system as an alternative immersive interface for

audio spatialization tasks, we require feedback from those aware of the differences between our

system and other audio spatialization tools. We were able to recruit a total of 15 users, all of which

had not previously experimented with the developed prototype.

In this section, we present the first survey’s results regarding user demographics and their

experiences in the context of this research.

5.5.1 User Demographics

From the data gathered in the first survey, 14 (93.33%) participants were right-handed, and 1

(6.67%) was left-handed. As for the gender, 10 (66.67%) were male, and 5 (33.33%) were female.

The age distribution ranged from 21 to 48 years old. The median age was 28, indicating that

half of the participants were younger than 28. The standard deviation was approximately 9.39,

suggesting moderate variability in the age distribution. Overall, the participants’ ages represented

a broad spectrum, contributing to the diversity and inclusiveness of the study population. The

occupations ranged from students with a variety of degrees to teachers.

5.5.2 User Previous Experience

Participants were asked to make a self-evaluation regarding their experience on the subjects of

audio mixing, spatial audio mixing, and VR technologies. Figure 5.2 presents the results gathered

for these ratings.

Figure 5.2: Participants’ experience ratings from 1 (very low) to 7 (very high) in audio mixing,
spatial audio mixing, and VR technologies.

Regarding audio mixing, only one participant expressed a somewhat low level of experience,

while others evaluated their experience as average or higher. The median value was 5 (somewhat

high). The standard deviation was approximately 0.88, indicating a relatively low dispersion in

the results.

As for the spatial audio mixing, 8 (53.33%) participants indicated an average experience level,

while others chose more scattered ratings. With that, the resulting median of the gathered values

was 4 (average). The value for the standard deviation was 1.50 suggesting a moderate variance in

the results.
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Regarding the VR technologies, the values were somewhat spread out, with at least one user

per experience level. The results yielded a median of 3 (somewhat low). The standard deviation

resulted in a value of 1.63, revealing a high level of dispersion in the ratings.

User Audio Spatialization Tools Experiences

We asked participants to select the audio spatialization tools they had previously experimented

with. That said, they were allowed to select multiple options. Besides the list of tools we provided,

we also had an option for "Other", where participants could write down any tools that were not

included. Figure 5.3 demonstrates a graph regarding the participants’ experiences with audio

spatialization tools.

Figure 5.3: Participants’ experience with Audio Spatialization tools.

The bottom two rows of the graph depicted in the previously mentioned figure consist of

options written down by participants in the "Other" option. One of those options is referred to

as "none" and was the only option selected by one of the participants. Luckily, the individual in

question pointed out this exact situation and explained that they did not have any experience with

audio spatialization tools but was very familiar with the concepts behind them and was aware of

the common design approaches in audio spatialization tools.

The "Sound Particles 3D Audio Software" was the most popular option, with 9 (60.00%)

participants claiming to have previously experimented with that tool. The second most common

option was the "IEM Stereo Encoder / IEM Ambisonics Encoder", with a total of 8 (53.33%)

selections. This option refers to the plug-in used to test and evaluate the developed prototype.

The third most popular option was the "AmbiX Ambisonic Plugin Suite" resulting in a total of 7

(46.67%) selections.

User VR Experience Contexts

Besides the audio mixing context, we also aimed to gather information about the participants’ areas

of experience with VR technologies. Participants were allowed to select multiple options from a

list and write down other options that weren’t included. Figure 5.4 shows a graph representing VR

contexts that participants have experienced.
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Figure 5.4: Participants’ areas of experience with VR technologies.

The data gathered in the previously mentioned figure helps us better understand the partici-

pants’ experience with VR technologies. It should be noted that 2 (13.33%) participants did not

select any options in this question.

As expected, the "Gaming" context was the most popular option, with 9 (60.00%) participants

having selected it. The second most popular option was "Education and Training", with 7 (46.67%)

selections. The "Audio spatialization and mixing" context was the third most selected option, with

5 (33.33%) selections.

5.6 Tasks

This section briefly describes the evaluation tasks regarding the participants’ experimentation with

the developed prototype. A more complete description of the sequence of tasks is presented in

appendix D.

As our system works by communicating with a DAW, we prepared two versions of a REAPER

project for these tasks. One is a simple version with only three audio tracks, and the other is a

complete (more complex) version with seven audio tracks. The entire learning process is done

with the simple version. The transition to the complete project is only performed in the final task.

We defined groups of tasks that would allow participants to learn and explore the system’s

essential features. We also defined the steps before proceeding with the participant’s prototype

experimentation. These include the necessary system preparations for the evaluation process,

explaining the context of this dissertation to the participant, assisting them with the VR equipment,

and letting them freely experiment with the system for up to 3 minutes to adapt to the equipment

and interface. There are five groups of tasks to be performed sequentially:

• Learning the Menu Interactions: In the first group, the participant is asked to perform

several actions related to interactions in the Menu controller. These tasks involve track se-

lection, toggling the mute property, and changing the volume. To transition to the next group

of tasks, the participant is asked to locate the selected track in the surrounding interface;
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• Learning the Aiming Controller: For this group, the objective is for the participant to

learn the interactions with the track representation in the surrounding interface through the

Aiming controller. This includes selecting a track, interacting with its attached toolbar,

experimenting with the controller’s trackpad interactions, manipulating the volume, and

manipulating the spatialization parameters;

• Learning the Timeline: This group contains a set of tasks for the participant to learn to

interact with the timeline menu and to help them perceive the volume and spatialization

parameter modifications while the audio is playing;

• Learning the Automation: For this group, we let the participant experiment with the au-

tomation features through a few assisted tasks. These include asking the participant to

automate the spatial parameter of a track during a specific time interval and having them

freely manipulate the other tracks’ parameters while the automated track is moving in the

interface according to its automation data;

• Evaluative Freedom: For this last stage, we change the REAPER project to the complete

(more complex) project and give total freedom for the participant to do anything they want

for as long as they want. We also let the participant know they can further explore the

system’s features, look for bugs, or have fun.

Each group of tasks is organized in a diagram consisting of a sequence of tasks. Each task is

connected to a series of steps regarding the possible directions the participant might go through

according to their direct choices. This is due to some tasks having more than one possible solution.

Furthermore, if a task fails, we have defined a sequence of tips to provide the participant to help

them perform the task. The last tip of each sequence involves guiding the participant to execute

the task step by step.

When the participant completes all the tasks, we assist them in removing the headset and ask

them to partake in the survey where they can provide feedback about their experiments.

5.7 Results

In this section, we will present the data gathered from both surveys, with the exception of the user

demographics. All 15 participants answered and submitted the mentioned surveys, and none was

defined as an outlier. We will also describe some notes and observations from the participants’

experimentation with the prototype.

5.7.1 Investigation Concepts Data

This segment presents the first survey’s results regarding the questions related to the fundamental

concepts of our research.

In order to evaluate the users’ interest in having an alternative immersive interface for spatial

audio mixing, we asked participants to rate a few factors regarding this dissertation’s context. The
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first question aimed to assess participants’ confidence in utilizing the existing tools for spatial

audio mixing. Figure 5.5 presents a graph for the resulting ratings.

Figure 5.5: Participants’ confidence in their ability to use current tools for spatial audio mixing
tasks.

The results for the previously mentioned graph were mostly spread out from 2 (low) to 5

(somewhat high), with one exception on 7 (very high). The median of the ratings was 4 (average),

indicating an average confidence level in the participants’ abilities to use current tools for spatial

audio-mixing tasks. The standard deviation was approximately 1.38 indicating a moderate spread

in the results.

Participants were also asked to rate their interest in using immersive technology for spatial

audio mixing. Figure 5.6 presents the resulting ratings for this question.

Figure 5.6: Participants’ interest in using immersive technology for spatial audio mixing.

The presented ratings are distributed from 4 (average) to 7 (very high). These resulted in

a median of 6 (somewhat high), meaning participants have expressed a high interest in using

immersive technology for spatial audio mixing. The standard deviation was 0.96, indicating a

relatively tight cluster of results.

Lastly, we asked participants to rate the importance of having a visually immersive interface

for spatial audio mixing. Figure 5.7 demonstrates the participants’ rates distribution for the men-

tioned question.

The ratings for the mentioned results varied from 3 (somewhat low) to 7 (very high). The

median value was 5 (somewhat high), meaning participants found it somewhat important to have
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Figure 5.7: Participants’ ratings for the importance of having a visually immersive interface for
spatial audio mixing.

an immersive interface for spatial audio mixing. The standard deviation was 1.39, implying a

somewhat wider spread of ratings.

5.7.2 System Evaluation Data

Upon completing their interaction with the developed prototype, participants were asked to answer

a survey to evaluate our solution’s feasibility. This segment presents the results gathered in that

survey.

Quantitative Data

We asked participants to rate the system on some factors regarding their experimentation. Figure

5.8 presents the ratings for all the factors considered relevant to the prototype’s evaluation. Table

5.1 demonstrates each factor’s median and standard deviation values.

Figure 5.8: System evaluation quantitative data ratings from 1 (very low) to 7 (very high).

For the "Understandability" measure, participants rated the prototype from 5 (somewhat high)

to 7 (very high), resulting in a median score of 6 (high). This indicates that participants considered
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Factor Median Standard Deviation
Understandability 6 (high) 0.72
Intuitiveness 6 (high) 1.07
Usability 6 (high) 0.68
Suitability (VR) 7 (very high) 0.49
Precision 6 (high) 1.14
Future Potential 7 (very high) 0.61

Table 5.1: System evaluation quantitative data median and standard deviation results.

the system to be highly understandable. The standard deviation was 0.72 resembling a narrow

spread of the results.

Regarding the "Intuitiveness", the ratings ranged from 4 (neutral) to 7 (very high). The median

score was 6 (high), indicating that the prototype was highly intuitive. The standard deviation was

1.07, implicating some divergence in the ratings.

In terms of "Usability", the system received ratings ranging from 5 (somewhat high) to 7 (very

high), with a noticeable peak in the 6 (high). The median score was 6 (high), suggesting that

participants perceived the system as highly usable. The standard deviation was 0.68, indicating a

low spread in the results.

Participants rated the "Suitability (VR)" factor between 6 (high) and 7 (very high), resulting

in a median value of 7 (very high). This indicates that the concepts in the context of our solution

were considered very much suited for VR. With that, the standard deviation metric resulted in a

value of 0.49, indicating a very low spread in the results.

For the "Precision" factor, the ratings ranged from 4 (neutral) to 7 (very high). The median

score was 6 (high), indicating that the system’s precision was perceived to be high. The resulting

standard deviation was 1.14 suggesting a moderate level of variability.

Lastly, regarding the "Future Potential" factor, ratings varied from 5 (somewhat high) to 7

(very high), with a significant peak in the 7 (very high). The median score was 7 (very high),

suggesting that participants considered the concepts of our solution to have a very high potential

in future iterations. The standard deviation was 0.61, suggesting a relatively low level of dispersion

in the results.

Qualitative Data

All the qualitative questions were optional and text-based, with no word limit. That said, this

segment only provides an outline of the many answers that were gathered in the survey.

"What did you like/dislike about the system?"

Participants expressed a positive appreciation for the system’s possibilities and the extra support it

provided for those less familiar with VR environments. One participant highlighted the system’s

capability of allowing the user to observe and manipulate the auditive space while maintaining
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the physical context. However, they also mentioned that the weight of the VR headset could pose

a challenge for extended use. The positioning of sound sources was praised for being fluid and

intuitive, while other parameters were perceived as less user-friendly. The visual representation

of sound sources and the ability to intuitively adjust their position and volume were well-liked

features. Some mentioned precision issues and confusion related to visual information and com-

mands. Participants considered VR a natural fit for this type of system, and after learning the

basic controls, they found it easy to interact with it. The easy accessibility of track controls on the

non-dominant hand controller was appreciated.

"What did you find challenging when using the system?"

Some participants did not find any specific challenges when using the system. Visibility issues

were mentioned regarding the arrow’s location that pointed to the selected track in the surround-

ing interface. Finding a good listening point, or "sweet spot," was mentioned as a challenge,

suggesting a potential need for further calibration of the system. Learning how everything works

and identifying the correct buttons for specific actions initially challenged participants. Pointing

and navigating the system’s controls was also mentioned as a challenge by some participants.

Some expressed problems maintaining a stable position in the center of the setup while using the

system. One participant indicated a lack of intuitiveness regarding fine-tuning mechanics. Some

participants also identified precision in adjusting volume and returning to specific positions as

challenging.

"How does the system compare to other audio spatialization tools you’ve used before?"

Participants expressed positive feedback about the system, stating that it was great, easier to use,

and had a smaller learning curve than other tools. Some participants noted that the system offered

a unique, immersive experience with a natural and intuitive interface. The system was described

as more versatile, simple, and suitable for spatial audio mixing. The visual component of the

system was praised for its assistance and contribution to the overall experience. One participant

found manipulating a knob’s volume in a circular motion unfamiliar compared to the vertical or

horizontal motion typically employed in other tools.

"What suggestions do you have for improving the system?"

One participant suggested matching the speakers in the virtual environment with sound localiza-

tion to enhance the immersive experience. The arrow that points to the selected track should

have brighter colors. One participant perceived the need to select tracks with the pointer before

changing parameters as unnecessary. Adding a help menu or providing clearer explanations of

the commands and functionality of the system was suggested to enhance the user experience,

particularly for first-time users. Several suggestions were provided, such as introducing mirror

positioning, adding visual trajectories for the automated movement, adding the ability to loop dif-

ferent song sections, adding snapping mechanics, displaying a waveform of the audio track, and
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adding markers on the track timeline to indicate when automation data was written. The desire for

adaptability to accommodate a seated experience was mentioned as a suggestion. Simplifying the

user interface and providing options for users to choose their preferred interaction methods were

suggested to reduce confusion.

"Do you have any additional comments or feedback regarding your experience with the
system?"

One participant mentioned experiencing connectivity problems with the VR headset during the

test and occasional issues with the controllers’ buttons. While these issues did not significantly

impact their overall experience, they could potentially pose challenges in a real-world context.

Another participant expressed the importance of including a help or instructions menu to provide

guidance and enhance the user experience. One other participant expressed support for further

development of the system. Additionally, a participant that said to be initially skeptical mentioned

that their experience and interaction with the system revealed its potential and future usage.

5.7.3 Notes and Observations

In addition to the survey data, we documented observations and user feedback during the partici-

pants’ prototype experimentation phases. The following list outlines the observations recorded:

• Before proceeding with the evaluation tasks, we granted participants up to 3 minutes to

adapt to the virtual environment and freely experiment with the interface. Most participants

spent all 3 minutes provided;

• In a few cases, we lost tracking of the headset for a short time. In one particular case, we

had to reset the headset in order for it to reconnect to the system. However, this did not

cause any data loss, nor did it break the sequence of tasks;

• One participant noticed some inconsistency in the volume output of the speakers surround-

ing them. After finishing their test, we inspected the speakers on the multichannel setup and

confirmed their suspicions. We reviewed and reset the speakers’ volume before proceed-

ing with any other tests. It is unclear whether these volume inconsistencies were present

in the preceding tests as they did not impede any participants from perceiving the audio

localization in the setup and did not affect the overall experience;

• Previously, we described some difficulty using the controllers’ trackpad. The participants’

feedback further confirmed these problems. Once participants knew of the Aiming con-

troller’s menu interactions, most stuck to these mechanics and avoided using the Menu

controller’s trackpad interactions;

• Before a participant puts on the headset, we present them with the controllers and buttons

used in the interface. However, the majority of participants seemed to forget about the grip
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button on the side of the controllers, and a few had trouble interacting with it for the first

time when a task required them to do so;

• In a few cases, participants accidentally pressed the controller’s buttons that were not part of

the system. One participant described the UI as confusing as it was on top of these buttons

when it should be on top of the trackpad;

• One participant could not find the arrow pointing at the selected track. In this case, we

described the arrow’s purpose and proceeded to the subsequent task;

• Several participants expressed the need to have a quick way to set the parameter values back

to their default values. A few participants expected a double-click interaction on a parameter

in order to do so;

• The prototype had a bug that persisted throughout all the evaluation tests and appeared in

2 out of the 15 tests. The bug would cause the parameters’ textual info to be constantly

overwritten by another track’s parameter values while in "Play" mode. However, it did not

affect the overall user experience;

• One participant noticed that the forward direction of the headset’s calibration was slightly

off relative to the multichannel setup. This problem was confirmed at the end of the test,

and the headset was later re-calibrated.

5.8 Discussion

This section provides an analysis of the results of the evaluation process. We will assess the

feasibility of investigating our proposed solution’s concepts and our prototype as an alternative

immersive interface for spatial audio mixing.

Although some issues occurred in some of the user tests, as described in the previous sec-

tion, none affected the overall experience and purpose of the evaluation process. However, some

observed cases cannot be ignored as they might persist into future scenarios. These include the

headset disconnecting, losing track of one or more VR components, and having an imprecise cal-

ibration between the headset and the multichannel system.

5.8.1 Investigation Feasibility

Participants have expressed an average confidence level in their ability to use current tools for

spatial audio mixing and have shown high interest in using immersive technology for such tasks.

Having a visually immersive interface was also perceived to be important. Generally, participants

have shown positive interest in the proposed concepts, validating the potential and feasibility of

studying and developing an immersive interface for spatial audio mixing as an alternative to current

audio spatialization tools.
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5.8.2 Prototype Feasibility

Although the intuitiveness and the understandability factors yielded high results, the intuitiveness

ratings had a higher standard deviation. These results suggest that the prototype was not com-

pletely intuitive for each individual participant and that it was easier for them to understand its

functionalities with some explanation. Most participants provided positive feedback, with some

pointing out difficulties regarding the system’s design and others suggesting improvements. How-

ever, there was not much consistency in the feedback regarding these factors, which reinforces the

sparse distribution in the intuitiveness ratings. Still, based on a few comments, the system requires

additional or improved visual cues and other informative elements to accommodate different types

of users and decrease the learning curve.

Participants generally supported using VR equipment for spatial audio mixing as they indi-

cated high usability and suitability ratings. However, as one participant mentioned and as observed

in some user tests, maintaining the position in the center of the multichannel setup may sometimes

be challenging. The precision was perceived as high but with moderately sparse ratings. That said,

some pointed challenges regarding the precise manipulation of parameters and calibration of the

overall system with the multichannel setup. On the other hand, some complimented the easiness

of positioning and perceiving the audio tracks’ positions in their surroundings.

Regardless of the challenges participants faced and indicated in their feedback, the future po-

tential for the concept was perceived as very high. With several suggestions for improving our

solution and supportive feedback regarding the continuous development of the prototype, partici-

pants have shown clear liking and interest in future iterations. When it comes to the comparison

with other tools, all comments were positive, indicating the system to be much easier and more in-

tuitive for perceiving and manipulating a track’s audio spatialization parameters. Some also added

to the importance of its immersiveness in spatial audio mixing compared to the commonly used

tools.

Additionally, we got suggestions for adding new functionalities to the system and removing

others. As observed, most participants chose to use aiming interactions rather than using the

controllers’ trackpads. Having multiple ways to interact with elements added to the confusion

of the interface, as one mentioned. There were also some concerns with the controllers related to

using the trackpad for five different interactions. It is unclear whether the aiming interactions were

the preferred method or simply the most functional with the equipment used in the process.
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Conclusions

The existing audio spatialization tools predominantly rely on 2D representations of 3D space dis-

played on flat screens. The music industry and others working with spatial audio would benefit

from an immersive interface that enhances their ability to perceive the audio positioning around

the listener in real-time. This dissertation focused on investigating the feasibility of using an im-

mersive interface for spatial audio mixing.

We proposed the development of a VR immersive interface where users would manipulate

the spatialization properties of an audio track using VR controllers. The developed system - Spa-

tialVRmix - would communicate with any audio spatialization plug-in or DAW to update the audio

spatialization parameters of an audio track in real-time. Based on those concepts, we designed

and developed a VR application that would communicate with REAPER via the OSC protocol in

order to manipulate the spatial parameters of any audio spatialization plug-in that would comply

with the VST standards and use the spherical coordinate system (azimuth and elevation). In our

design, the user would always be positioned in the center of the interface surrounded by a spheri-

cal grid where they could easily position the audio tracks in their surroundings (manipulating their

spatialization properties) and perceive their relative positioning with high precision.

We performed the evaluation of the SpatialVRmix prototype and the concepts of this investi-

gation through user-oriented tests. All recruited users had at least some understanding of audio

spatialization concepts and the design of common audio spatialization tools. These users engaged

in hands-on experimentation with the developed prototype, carrying out pre-defined tasks and of-

fering valuable feedback on the feasibility of this investigation and the prototype as an alternative

immersive interface for spatial audio mixing. Their insights were captured through surveys and

observations.

The concept of using immersive technology for spatial audio mixing got positive feedback

indicating high feasibility for this kind of research. The SpatialVRmix prototype also produced

good results overall, validating the potential and practicality of these types of systems. However,

further work was suggested to improve the system’s precision and intuitiveness.
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6.1 Future Work

Based on the data from the user tests and other factors noted in the prototype’s development phase,

we defined potential improvements and enhancements to the SpatialVRmix prototype.

Interface and Interaction Redesign

User data indicated the need to improve the prototype’s design to increase its intuitiveness and

understandability. Some suggestions consist of enhancing the visibility of the arrow that points to

the selected track, discarding some repeated functionalities to make room for others or to avoid

confusion, adding additional visual cues and informative elements to decrease the system’s learn-

ing curve, adding a waveform and automation indicators to the timeline, and displaying a path

describing the movement of automated tracks.

New Functionalities

Some users suggested adding new features to the prototype. These include snapping parameters

to their default values, playing the audio at different speeds, and looping different sections of the

project.

We suggest bringing the configuration files to the interface to provide a more user-friendly

way of configuring the OSC setup and the plug-in definitions.

Additionally, we recognized the importance of equalization in audio mixing in general. That

said, we suggest exploring the possibility of implementing the appropriate interactions for equal-

ization in our immersive approach.

Mixed Reality

When using a multichannel setup, users should be able to see the surrounding speakers at all

times. In our user tests, some participants expressed difficulties staying in the center of the setup

for extended periods. Additionally, the users’ heights affected their reference point to the center of

the system, further causing a displacement between the virtual environment and the physical world.

Headphones with spatial tracking offer a solution to mitigate this issue by ensuring that the user

maintains a consistent positional reference to the virtual audio sources of the headphones, thereby

eliminating the displacement caused by variations in user height and movement. However, when

it comes to multichannel setups, we suggest investigating the possibility of using Mixed reality

so that users can continuously reference the real multichannel setup when positioning the audio

tracks in their surroundings. The system would leverage Augmented Reality to automatically

calibrate the VR interface, aligning it precisely with the physical multichannel setup. In addition,

the system would rely on positional tracking to synchronize the user’s movements and position in

the virtual environment with their corresponding real-world counterparts.
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Customization Features

We suggest providing customization features for adding new UI elements to the interface and

attaching new or existing OSC messages to those elements. With that, users should also be able

to edit the OSC messages bound to the standard UI elements. This could be an opportunity to

guarantee the system’s integration on multiple DAWs at a high level. Furthermore, this could

potentially enhance the system for any task. For example, a user could use the spatialization

UI element to manipulate a track’s frequency in the elevation angle and the track’s speed in the

azimuth angle instead of manipulating the actual spatialization parameters.

6.2 Closing Remarks

In conclusion, the development and evaluation of the SpatialVRmix prototype has demonstrated

the potential for immersive interfaces in spatial audio mixing, offering enhanced control and in-

tuitive interactions. This research opens doors to further exploring immersive technologies and

their applications in audio production, paving the way for new possibilities in creating captivating

auditory experiences.
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Appendix A

User Manual

This manual describes the steps regarding the installation and usage of the SpatialVRmix applica-

tion.

A.1 Installation

To install the application, please follow these steps:

• Download and install the latest version of NodeJS 1;

• Download the application’s source code 2;

• Extract the downloaded files;

• Launch a terminal window and navigate to the "thesis-main/Application" folder;

• Execute the command "npm install" in the terminal and wait for it to finish;

The application should now be installed in your system. To launch it, you should follow these

steps:

• Launch a terminal window and navigate to the "thesis-main/Application" folder;

• Launch the application by executing the code "npm start" in the terminal;

• When done, press "ctrl-c" in the terminal to stop the application and confirm the termination.

When launching the application, the system should create a new browser window running

on the local host ("127.0.0.1:8081"). The bottom right of that window should have an icon for

entering VR mode. If this icon doesn’t clearly display a box with the letters "VR" in it, then the

browser is not detecting any of your VR equipment. Make sure that the VR equipment is correctly

connected to your system.

1https://nodejs.org/en/download/
2https://git.fe.up.pt/up201605003/thesis
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If your browser does not support VR technologies or is simply not detecting the equipment,

download and install the latest version of Google Chrome.

When relaunching the application, the browser might fail to process the VR equipment cor-

rectly. In these scenarios, you should close the browser window entirely, manually reopen it and

navigate to the link "127.0.0.1:8081". Repeat this process if the problem persists.

A.2 Usage

To use the application, you can first launch any of your REAPER projects or launch the sample

project in the folder "thesis-main/Alienados" or "thesis-main/Alienados Completo". These sample

projects are ready for use in a multichannel setup comprising 22 channels. Make sure you adapt

these projects to your setup.

After launching the application, a browser window should display an interface according to the

opened project. To ensure the application wasn’t launched before REAPER could finish sending

all the tracks’ info, press the Menu controller’s trigger button to reset/synchronize the interface.

Track Naming convention

The system only displays tracks with names starting with the letters "VR". At least one track must

follow this naming convention for the application to run properly.

Communication Setup

To have the application communicate with your REAPER project, you should configure an OSC

connection. Figure A.1 presents the default REAPER OSC configuration.

Figure A.1: REAPER OSC default configuration.



A.2 Usage 77

Your system’s Local IP should appear automatically and may change according to the de-

vice you are using. To use different ports, you must go to the settings file located in "thesis-

main/Application/json/settings.json". The "listenPort" value must be the same as your configura-

tion’s "Device port" value. Similarly, the "sendPort" value must be the same as your configura-

tion’s "Local listen port". The settings file also contains properties for changing the number of

tracks, effects per track, and parameters per effect, that REAPER sends info about. Figure A.2

presents the default settings on the mentioned file.

Figure A.2: Default system settings file.

Depending on the track numbers in your REAPER project, you may want to increase the

number of tracks in the settings file. The same goes for the number of effects and the number of

effect parameters. As the default value for the number of tracks is 8, REAPER only sends data

about the first eight tracks of the project (track numbers 1 through 8). You should change these

values according to your needs.

The system only recognizes the Stereo Encoder plug-in by default. To add more plug-ins, you

should go to the plug-ins file located in "thesis-main/Application/json/plugins.json". Each plug-

in needs to be inside its own brackets separated by a comma from other plug-ins and contain a

property for the "name", "azimuth" and "elevation". Make sure you insert the exact name of the

plug-in, which in the case of the Stereo Encoder is "StereoEncoder (IEM) (64ch)".

Arming/Disarming Automation Parameters

There are no OSC messages for arming or disarming parameters for automation. We created two

custom actions in REAPER’s API for those tasks. The files are in "thesis-main/bypass_envelopes.lua"

and "thesis-main/read_envelopes.lua". In order for these files to work with the developed proto-

type, both should be added to the REAPER scripts folder. This folder should exist on the path

where REAPER is installed in. If you are using Windows, this path should look something like

this: "C:/Users/<your_username>/AppData/Roaming/REAPER/Scripts"
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Appendix B

User Experience Survey

This survey is designed for users with prior experience with at least one audio spatialization tool.

Users with more extensive experience are particularly valuable as they can offer a comparative

analysis between the developed prototype and existing audio spatialization tools.

The survey encompasses various aspects, including user demographics, background in spatial

audio mixing, experience with virtual reality technologies, confidence in current tools, and interest

in utilizing immersive technology.

B.1 User Demographics

This set of questions aims to collect information about the participant’s demographics, which can

be used to establish connections with the data obtained in the evaluation process.

Age

The participant’s age is an essential factor to consider, as it may impact their technology adoption

and level of experience. The format of the question can be seen in Figure B.1.

Figure B.1: Age question format.
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Gender

The participant’s gender was also considered an essential factor, as it may impact the participant’s

preferences, feedback, and accessibility. The format for this question is presented in Figure B.2.

Figure B.2: Gender question format.

Dominant Hand

The SpatialVRmix prototype was designed with a VR controller to be used in the dominant hand for

pointing interactions and a second one to be used in the non-dominant hand for menu interactions.

That said, the participant is asked about their dominant hand in order to validate and analyze their

interactions with the system. With that, we can also compare left-handed and right-handed users,

which may lead to different design considerations for future development. Figure B.3 presents the

question’s format.

Figure B.3: Dominant hand question format.
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Occupation

Knowing the occupation of the participant can offer insights into their potential to provide relevant

feedback on the prototype. Different professional backgrounds and areas of expertise can lead

to diverse perspectives and potential biases toward the system. The format for this question is

illustrated in Figure B.4.

Figure B.4: Participant’s occupation question format.

B.2 User Previous Experience

Understanding the participant’s levels of experience on the topics of audio mixing, spatial audio

mixing, and VR technologies helps assess the significance of their feedback within each subject.

The data collected from these ratings can also be relevant in identifying user preferences and biases

toward the application. The format of this question is displayed in Figure B.5.

Figure B.5: Experience ratings question format.
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Audio Spatialization Tools

To better understand the participant’s experience with audio spatialization tools, we ask them to

identify the tools they worked with. This is also relevant for identifying which tools to include in

the SpatialVRmix prototype in future iterations. Figure B.6 demonstrates the question’s format.

Figure B.6: Audio spatialization tools experience question format.

VR Technology Contexts

Knowing which VR contexts the participant has experimented with helps correlate their experience

with their performance with the prototype. With this, we can also identify user preferences, biases,

and potential feedback for the design of the prototype. The question’s format can be seen in Figure

B.7.

B.3 Investigation Feasibility

The last section of the survey contains a few questions related to the purpose of this research.

With this set of questions, we aim to integrate the participant into the concepts of our solution and

validate the feasibility of developing an alternative immersive interface for audio spatialization

tasks.
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Figure B.7: VR technology contexts question format.

Confidence

It is essential to know the participant’s confidence in using current audio spatialization tools so

that we can identify the need for an alternative solution. Figure B.8 presents the question’s format.

Figure B.8: Confidence question format.

Interest

Similarly to the last question, we ask the participant to indicate their interest in using an immersive

interface for audio spatialization tasks. This way, we can further validate the feasibility of this

research. Figure B.9 displays this question’s format.
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Figure B.9: Interest question format.

Importance

There is also a question about the participant’s perceived importance of having a visually im-

mersive interface for spatial audio mixing. This question provides data about the need for an

immersive tool, further validating the feasibility of this research. This question’s format can be

seen in Figure B.10.

Figure B.10: Importance question format.

B.4 Observations

Apart from the central questions of the survey, we included a question where the participant is free

to provide any additional comments they wish to add. Figure B.11 demonstrates the question’s

format.
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Figure B.11: Observations question format.
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Appendix C

System Evaluation Survey

This survey is intended for users who have experimented with the SpatialVRmix prototype.

The survey consists of a set of quantitative and qualitative questions to gather feedback data

about the prototype’s feasibility as an immersive alternative interface for audio spatialization tasks.

C.1 Quantitative Data

In order to properly evaluate the prototype’s feasibility, the participant is asked to rate a series of

factors according to their experimentation with the system. Figure C.1 presents this question’s

format.

Each factor considered in the demonstrated question has its purpose for the evaluation of the

SpatialVRmix prototype:

• Understandability - Refers to how easily the participant is able to understand the system

through instructions;

• Intuitiveness - Refers to the participant’s ability to understand the system’s functionalities

without explicit instructions.

• Usability - Refers to the easiness of using the prototype for its purposes;

• Suitability (VR) - Refers to the appropriateness of the VR immersive interface for the

performed tasks;

• Precision - Refers to the precision of the interactions within the interface;

• Future Potential - Refers o the potential of further developing and expanding the concepts

surrounding the prototype.

C.2 Qualitative Data

All qualitative data questions are optional and designed to be open-ended, allowing participants to

provide their feedback flexibly and without restrictions.
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Figure C.1: Quantitative data question format.

"What did you like/dislike about the system?"

This question’s feedback is valuable for identifying areas of strength and areas that may require

further improvement in the design and functionality of the system. The format for this question

can be seen in Figure C.2.

Figure C.2: Like/Dislike question format.
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"What did you find challenging when using the system?"

This question aims to identify specific negative points or usability issues that should be addressed

and improved upon in future iterations. Figure C.3 presents the question’s format.

Figure C.3: Challenges question format.

"How does the system compare to other audio spatialization tools you’ve used be-
fore?"

This question addresses the feasibility of the developed prototype as an alternative immersive in-

terface in comparison with the commonly used audio spatialization tools. Figure C.4 demonstrates

this question’s format.

Figure C.4: Comparison question format.

"What suggestions do you have for improving the system?"

This question encourages participants to share their creative input and provide valuable feedback

on potential improvements or new features they would like to see in future iterations. Figure C.5

presents the question’s format.

"Do you have any additional comments or feedback regarding your experience with
the system?"

Additionally, we allow the participant to provide supplemental feedback about their experience

with the prototype. Figure B.11 demonstrates this question’s format.
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Figure C.5: Suggestions question format.

Figure C.6: Additional feedback question format.



Appendix D

Evaluation Tasks Process

To ensure consistency in the evaluation process for each participant, we developed a comprehen-

sive diagram document that outlines the steps involved in the prototype’s experimentation phase.

You can access the original diagram document by clicking on the link at the bottom of this page
1. To view the document properly, it should be launched with the diagrams.net application. We

chose to use a diagram format instead of a text-based file for several reasons. Firstly, it allows for

creating a sequential tree of events, providing a clear visual representation of the evaluation pro-

cess. Additionally, the diagram format enables the easy addition of textual notes at any point in the

document, facilitating the documentation of important details. Lastly, the ability to draw a path

that connects the nodes of the diagram helps visualize the participant’s evaluation journey. We

constructed this document using the draw.io diagram software [Dra]. As there is no proper way

to add the contents of the diagram to this dissertation document due to its size and format, this

appendix only presents a textual description of the evaluation process presented in the mentioned

file.

In section D.1, we will discuss the necessary preparations prior to the evaluation process. After

that, in section D.2, we will present the planned introduction to both the context of this dissertation,

the developed prototype, and the equipment. Next, in section D.3, we will describe the sequence

of tasks for the evaluation process. Finally, in section D.3.5, we will discuss the last steps of the

evaluation process.

D.1 System Preparation

Before commencing each evaluation test, we make a few preparations to ensure everything is

properly set up. This section describes the sequence of steps regarding the system preparations.

1https://drive.google.com/file/d/10PoVGRUhKa4W3gD9KnKYbRYrycfV_DvZ/view?usp=
share_link
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Evaluation Document

As previously mentioned, we utilize a diagram document to draw the participant’s choices and

facilitate the addition of notes and observations. That said, a separate copy of this document is

created for each user participating in the prototype evaluation. To properly record the application’s

interface during the tests, it is essential to keep this document open on a separate computer from

the one running the SpatialVRmix prototype.

VR Equipment

Before each user test, we perform a series of preparatory steps to ensure the smooth operation of

the VR equipment in conjunction with the developed system. This includes checking whether the

batteries of the VR controllers need charging, cleaning the VR lenses if necessary, and disinfecting

the VR headset if required.

REAPER Projects

Similar to the evaluation diagram document, it is essential to have separate copies of the REAPER

projects utilized in the evaluation process to preserve the individual modifications made by each

participant. There are two project templates: the basic version used in most of the evaluation

process and the complete version used in the last task. After making the required duplicates, we

launch the basic project and ensure no other project windows are open.

Launching the SpatialVRmix Prototype

It is crucial to verify that the browser establishes a proper connection with the VR equipment. Oc-

casionally, all the VR components may be detected, but the application fails to function correctly

in the VR view. In such cases, the recommended solution is to restart the browser and reconnect

to the application’s local host link. Additionally, to ensure seamless synchronization between the

browser application and REAPER, it is advisable to press the trigger button on the Menu controller.

This is because the application may once in a while be launched before REAPER has completed

sending all the necessary data via OSC messages.

OBS Setup

The final step involves launching the OBS application [OBS] and ensuring it is configured to record

the entire screen accurately. It is important to note that, due to the use of 22 output channels for

surround sound in our setup, we were unable to record the audio. However, if possible, it is

recommended to record the audio as well, as it holds relevance within the context of this research.
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D.2 Evaluation Introduction

The evaluation process’s introduction entails the user test’s initial phase. Within this section, we

outline the steps involved in this stage.

Screen Recording

The first step is to initiate the screen recording using the OBS application. Typically, this is per-

formed while the participant responds to the first survey. We ensure the VR view is displayed

on the screen to capture the participant’s interaction with the system. This involves opening

SteamVR’s VR View window in our specific setup.

Explaining the Process

The following paragraph describes the information provided to the participant regarding the eval-

uation process.

The evaluation process consists of a series of tasks, some with the potential for multiple so-

lutions. Initially, we present each task without providing instructions, allowing us to assess the

system’s intuitiveness. However, if a task proves challenging, we offer a sequence of tips based

on the specific failed step. If the participant requires additional assistance and no further tips

are available, we guide them through the task step-by-step, allowing us to evaluate the system’s

understandability.

VR Controllers Overview

To ensure that the participant is acquainted with the VR controllers’ design, we provide a brief

overview of their input interactions. This includes indicating a naming convention for each inter-

action type and explaining how to hold the controllers correctly. We also highlight the functional-

ity of the trackpad, which allows for interactions in the left, right, up, down, and center positions.

The participant is also made aware of certain sides of the trackpad that may feel stiff due to the

controller’s inherent design or product defects.

VR Headset Overview

In this step, we introduce the VR headset to the participant and provide instructions on how to

adjust it to fit their head properly. We then ask the participant to move to the center of the multi-

channel setup and offer assistance if needed. We emphasize that the participant can take their time

to ensure the headset is comfortably adjusted to their liking.

VR Controllers Purpose

While the participant is wearing the headset, we position the two controllers within their view and

briefly describe each controller’s purpose within the system. The Aiming controller, held in the
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dominant hand, is used for pointing interactions and is identifiable by a blue line emanating from

it. The Menu controller, held by the non-dominant hand, is intended for menu interactions and

currently displays a certain menu attached to it. As we explain the role of each controller, we hand

them to the participant.

Virtual Environment Adaptation

Before commencing the evaluation tasks, we allow the participant to experiment with the system

for up to 3 minutes. The participant has the option to conclude this exploration phase earlier if

desired. In such cases, we record the duration of their experimentation.

D.3 Tasks

The evaluation tasks are categorized into four groups. Each group consists of a diagram with a

sequence of tasks and their direct outcomes. When a task fails, we provide a tip to the participant

according to the failed step. The sequence of fails is drawn in the participant’s corresponding

diagram document in order to identify common mistakes or difficulties in perceiving the system’s

interface and interactions.

This section describes the sequence of tasks for the prototype experimentation phase for each

group.

D.3.1 Learning the Menu Interactions

This first group of tasks consists of learning the menu interactions related to track selection and

track properties. All interactions in this group are done over the track properties menu displayed

in the Menu controller.

Menu Track Selection

First, the participant is asked to select the track "VR_Voz" using the Menu controller. If it is

already selected, they should select any other track. The first tip indicates the participant to use

the Menu controller’s trackpad. The second tip explains the button selection process. If the task

fails after all tips, we guide the participant to select a track through the track cycling mechanic.

Next, the participant is asked to select a different track using the Aiming controller to interact

with the elements on the track properties menu. The first tip suggests pointing to the menu ele-

ments. The second tip explains how to interact with those elements. If the task fails, the participant

is guided to select a track based on the type of interaction done in the previous task. This could be

through track cycling or the tracks list menu.

Based on the previous tasks, we ask the participant to select a track through different mechan-

ics. This ensures the participant notices the track cycling interaction and the tracks list menu. That

said, there are two possible paths. The first and only tip for the tracks list is to mention its existence

in the track properties menu. The first tip for the track cycling interaction is to select a different
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track through the element that displays a track’s name. The second tip indicates the participant to

use the arrows in the interface. If the task fails, we guide them through their preferred interaction

type.

Unmute Track

After going through the menu selection interactions, the participant is asked to unmute the "VR_Voz"

track. If the participant requires assistance, we tell them that they need to interact with the element

represented by an "M" icon in the controller’s menu.

Change Volume

For this task, we ask the participant to change the selected track’s volume to 0 dB through the

track properties menu. They may do so through the Menu controller’s trackpad or the Aiming

controller’s pointing mechanics. The first tip for both approaches explains to the participant that

the volume can be changed in the first row of the menu and that its value is displayed in the top

right corner of that element. If the task fails through the Aiming controller interactions, we tell

them to try interacting with the volume slider’s handle. If the task fails after all tips, we guide the

participant according to their preferred interaction method.

We then ask the participant to figure out a different method of changing the volume. When

it comes to the sliding interactions, the tip is for the participant to try sliding the volume without

interacting with the slider’s handle. As for the handle mechanic, the tip lets them know that the

volume can be changed by interacting with the slider’s handle with the Aiming controller.

Locate the Track

To finish this group of tasks, the participant is asked to locate the selected track representation in

the surrounding interface. This task is neutral as it does not fail or succeed. Once the participant

locates the track in their surroundings, we ask them if they noticed the 3D arrow in their peripher-

als. If not, we orient them in an attempt to get them to notice the arrow and describe its purpose.

The arrow always points at the select track representation in the surrounding interface.

D.3.2 Learning the Aiming Controller

This group of tasks aims to teach the participant about the Aiming controller’s interactions with

the track representations in the surrounding interface.

Track Selection

The first task asks the participant to select a track through its representation in the surrounding

interface. The first tip suggests looking around the Virtual Environment.
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Unmute Track

In the second task, the participant is asked to unmute the selected track in the track representation’s

menu. The only tip consists of pointing out the existence of a button represented by an "M" icon

below the selected track representation.

Fine Adjustments

For this task, the participant is asked to explore the Aiming controller’s trackpad features and

describe their purposes. This first set of interactions is related to spatialization fine adjustments

and a spatialization lock toggle.

The following task is related to the trackpad volume fine adjustments. This task has a tip for

changing the trackpad mode from the spatialization features to the volume features. Similarly to

the previous task, the participant is asked to explore those features and describe each one.

Change Volume

This task consists of changing the selected track’s volume to a value near 0 dB in the selected

track’s representation. The first tip lets the participant know this interaction can be done through

the track’s surrounding area in its visual representation. Once the participant has succeeded in in-

teracting with the volume, we ask them to point farther away from the visible interaction area while

manipulating its values. By doing so, the participant gains some understanding of the extended

range of their movements and the enhanced precision of the volume manipulation.

Change Spatialization Angles

The next task asks the participant to change the spatialization angles of the selected track to values

near 0 degrees. The tip tells the participant to interact with the circle on the selected track’s

representation.

Parameters Info

For the last task of this group, we ask the participant to indicate the spatialization parameter values

and volume of the selected track. This is to make sure that the participant notices the informative

elements displayed in the interface. The parameter values are displayed next to the selected track

representation according to their last interaction and in the Aiming controller according to the

selected trackpad features mode.

D.3.3 Learning the Timeline

This group of tasks consists of interacting with the timeline and perceiving the spatialization

changes while the audio is playing.
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Display Timeline Menu

In the first task, we ask the participant to show the timeline menu on the Menu controller. This

task has no tips, as it only requires the participant to press the Menu controller’s grip button.

Change Time

The second task consists of changing the time on the timeline to 0. The tip reminds the participant

to use the trackpad to do so.

Perceive Audio Localization

In this task, we ask the participant to press the "Play" button (center of the Menu controller’s track-

pad) and manipulate any of the track’s spatialization parameters in order to perceive the changes

auditorily. The only tip indicates the participant to use the controller’s trackpad to press "Play".

Once we make sure that the participant understands and perceives the changes being made, we

proceed to the next task.

Press "Stop"

Lastly, we ask the participant to press the "Stop" button so the audio stops playing. In this task,

we also pay attention to whether they "Stop" or "Pause".

D.3.4 Learning the Automation

This group of tasks aims to teach the participant about the automation process regarding the spa-

tialization parameters.

Automation Write

In this task, we ask the participant to freely automate the "VR_Voz" track’s spatialization param-

eters for the first 23 seconds of the project. With that, The participant is asked first to change the

track’s automation mode to "Write". The tip consists of telling the participant that the according

button has the word "Default" displayed in it.

Once the track is set up for automation, we remind them to proceed with the automation

process. This task has no tips, but the participant may require assistance in some steps.

Automation Read

As for this task, the objective is for the participant to see the track moving according to the au-

tomation data recorded in the previous task. We first ask the participant to set the "VR_Voz" track

automation mode to "Read". Next, the participant is asked to freely manipulate a different track’s

parameters while playing the section where the previous automation occurred. This task has no
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tips. However, we assist the participant if necessary. The task ends once we ensure the participant

has noticed the "VR_Voz" track moving according to the previously recorded automation data.

D.3.5 Evaluative Freedom

This last group consists of a single task. First, we save and close the basic REAPER project

and launch the complete version. We then indicate the participant to press the Menu controller’s

trigger button in order to synchronize the interface’s data with the one from the newly opened

project. Once that is done, we let the participant know they are free to do whatever they want and

take as long as they like to experiment with the interface. With that, we also inform them that they

can look for bugs, try any features that might not have been very clear, or entertain themselves.

During that time, we assist the participant whenever they request it.

Once the participant declares being done experimenting with the prototype, we assist them by

grabbing the VR controllers off their hands and then waiting for them to hand out the VR headset.

After that, we ask for any doubts. This marks the end of the prototype experimentation phase.

The next step is for the participant to fill up the last survey of the evaluation process according

to their experiments. While the participant takes that survey, we save the recorded logs to a file,

stop the screen recording, save the REAPER project, and start preparing for the next user test.
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