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Abstract

This dissertation explores disruptive display technologies, namely transparent and holographic,
for use in Smart Home devices. It includes a study of these technologies consisting of understand-
ing how these technologies work and determining their application feasibility on Smart Home de-
vices, taking into account their characteristics such as screen size and type of information shown
on the display. Then, this dissertation explores the development of two prototypes that resemble
smart thermostats, each utilizing a different display technology: one incorporating a holographic
display and the other employing a transparent display. For each prototype, a User Interface was
created from scratch using the Unity interface development platform. Finally, the dissertation
includes a study on User Interface and User Experience tests to get user feedback after the de-
velopment of the prototypes. Users expressed a positive reception towards the prototypes, finding
them both appealing and interesting. However, concerns about the prototypes refinement and pos-
sible cost were raised when compared with more traditional devices using Liquid Crystal Display
technologies.
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Chapter 1

Introduction

Bosch Thermotechnology is responsible for developing and researching space heating, air con-

ditioning and hot water solutions. It fabricates Heating, Ventilation and Air Conditioning (HVAC)

systems, and one of its fields of action are the Smart Homes. Bosch describes the term Smart Home

as an intelligent connection of individual components within a property which are controlled and

monitored centrally via end devices [1]. Among many advantages like easy installation/operation

and data protection, a fundamental one is that Smart Homes can automatically control regular

processes while ensuring the safety of the home. Smart Homes usually provide services based

on comfort and monitoring, such as automation of daily routines (e.g. dishwashers and washing

machines), remote home management (e.g. garden devices, windows and doors) and intelligent

environmental monitoring (e.g. electricity and temperature) [2].

Within the context of Smart Homes, the User Interface (UI) must be considered when dis-

cussing the interaction between the user and the system, mainly because a wide variety of users

can interact with the product, each in their own way. Therefore, it needs to cause a good impression

when the user looks at it: be clean, approachable, appealing and accessible.

According to its characteristics, a product may offer different types of input or output modali-

ties (like voice, touch, and gesture, among others). In the HVAC scope, one method of interaction

with the system is through a human-machine interface, generally composed of a graphical or seg-

mented display and some input buttons [3]. Thus, this dissertation aims to explore and evaluate

disruptive display technologies for Smart Home devices, particularly for the HVAC systems con-

text.

1.1 Goals

The main goal of this project under development at Bosch Thermotechnology is to innovate

user interaction and experience, particularly the way that the information is presented to the user.

This can be done by exploring new display technologies, such as holographic and transparent, in-

stead of using a traditional Liquid-Crystal Display (LCD) like most products currently available.

The holographic display presents differentiating graphics and interactive 3D (Three-dimensional)
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2 Introduction

content, replacing the usual content based on static images with holographic videos/images. The

transparent displays encourage the design of inclusive products inside homes, implementing the

Less is More concept. This concept is based on "camouflaging" the device as much as possible

inside the home environment, creating a smooth integration between the product and the home de-

sign while focusing on simplicity and functionality. This minimalist and feature-oriented product

design goes in hand with the Smart Home paradigm and the tendency in households to increase

their sensorization through the collection of technological devices throughout the house [4].

This document is a Master Dissertation that will study and evaluate the application of disrup-

tive display technologies on Smart Home devices. The specific goals of this dissertation are the

following:

• Study the UI and UX (User Experience) concepts to understand the new possibilities that

these disruptive technologies of visualization and user interaction may bring along. This

study also discusses how these concepts can be evaluated and tested.

• Survey the State of the Art (SotA) specifically focuses on holographic and transparent dis-

play technologies to learn how they usually work and how they are used in other products.

• Explore suitable hardware and software options to develop two prototypes: one holographic

and one transparent. These prototypes shall resemble a Smart Home device, namely a smart

thermostat, and their UIs should be built according to it.

• Evaluate the prototypes during their development and after it using a UI/UX study. This

evaluation shall focus on relevant topics such as the effectiveness of information, quality of

the graphics, organization of the information, ease of application and integration, and cost

impact.

1.2 Dissertation structure

The remainder of this dissertation is organized as follows. Chapter 2 introduces the background

concepts used in the project, namely, those related to UI and UX. Chapter 3 introduces the SotA

technologies that will be considered in the project, namely the holographic and transparent dis-

plays. Chapter 4 presents the evaluation of the chosen hardware, as well as the software considered

for developing the UI of the prototypes. Chapter 5 details the implementation made in this project.

Chapter 6 presents the results of the UI/UX tests that were done with the users once the prototypes

were finished. Finally, the dissertation presents its conclusions in Chapter 7.



Chapter 2

User Interface and User Experience

This chapter presents the concepts of UI and UX and the many ways they can affect the device

and the user.

2.1 User Interface

UI serves as a bridge between the user and the machine, allowing the user to carry out actions

on the device, visualize content, and receive feedback from previous actions. A good UI provides

an enjoyable UX and allows the user to interact with software and hardware in a natural and

intuitive way [5]. If user preferences and technology acceptance are not considered during the

early development and research stages, that might imply a new design in later stages, leading to

extra costs [6].

Graphical User Interface (GUI), augmented reality and voice control are some examples of

interfaces for Smart Home devices [7]. Since most of the interactions with our daily devices

happen through GUIs or voice interaction, it is expected that the same interfaces are the most

common among Smart Home devices. However, in a Smart Home with so many interconnected

devices, it may turn out to be inefficient to keep relying on GUIs and voice interfaces due to excess

of information, which can lead to a steep learning curve and high cognitive load [8].

2.1.1 User profiling

To have a personalized system, it is essential to identify who the users are, as well as their

interests and hobbies. User profiling relies on categorizing the users based on their behaviours

and daily habits, which helps the system adapt to the end-user, leading to a UX improvement.

Although user profiling has benefits like helping the system adapt to a user and their expectations,

one could say that it comes with a significant disadvantage regarding the user’s privacy [9].

The article in [10] divides Smart Home users into three major groups mainly based on their

age, but also on their financial status: young adults (18 to 25 years old), active population (26 to

65 years old) and elderly (more than 65 years old). Due to their financial limitations, young adults

usually do not have the chance to pay a large amount of money to own a sophisticated device, so
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4 User Interface and User Experience

they seek a low-budget one that can fulfil their basic needs. The active population is usually not

that financially limited but has little to no time left after their daily work routines. The information

presented must be simple and concise to avoid overflowing them with more information than

required. Similar to the active population, the elderly are usually not financially limited, but they

are not that familiar interacting with technology. Hence, the information presented must be easily

readable, simple and concise.

2.1.2 Accessibility

Thermostat interfaces must be accessible to everyone, especially the elderly and people with

physical and/or mental disabilities [11]. Accessible interfaces usually lead to easier user accep-

tance and satisfaction. The elderly typically need large fonts and buttons to interact with the

devices [10]. Another important issue is the impact of animated objects (such as videos and an-

imated GIFs) in UIs, which can distract the users and negatively affect the performance. This is

true for the common users, but it is an even bigger issue for people with certain health conditions

such as autism. Since about 1% of the population is thought to be on the autism spectrum, this is

something that needs to be considered during the UI development [12]. A study was made [12]

regarding the duration, completion rate and the number of errors made during a set of tasks with

and without animation. The results of this study can be seen in Figure 2.1.

Figure 2.1: Tasks performance: animated vs. not animated [12]

2.1.3 Usability

According to the International Organization for Standardization, product usability refers to how

effectively, efficiently and satisfyingly a user can achieve a specific goal in a particular context

while using the product in question. Learnability is an important aspect of usability that asks the

question: "Does this device provide an easy-to-learn operation?". Efficiency is another important

aspect of usability that measures the number of steps needed to conclude a certain operation. Those

same steps also need to be easy to remember. Some studies suggest that programmable thermostats
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have poor usability since people find it hard to understand them and are not motivated to overcome

this difficulty. Although aesthetics are not a significant barrier while using the devices, if the

interface looks complicated or overwhelming, it can limit some users when interacting with it [13].

As seen in Figure 2.2, these usability aspects, in combination with other factors such as prac-

tical acceptability (cost, compatibility and reliability of the device), will lead to the acceptability

of the device by the users [13].

For the HVAC scope, the placement of the thermostat, its UI and the ability for the users

to finish tasks such as scheduling are some of the factors that contribute to the usability of a

thermostat. The placement of the device can be tricky since it is usually made by the user or the

installer, adding too much diversity to the product usability tests. The same can happen for the

user interaction with the interface since they are not required to actually interact with it. They can

choose not to interact with it, making it harder for the usability tests to determine if the users do

not know how to use the device or are simply choosing not to interact with it [11].

Figure 2.2: Nielsens’ factors in system acceptability [13].

2.1.4 Interaction techniques

In the study reported in [14], a group of users was presented with several common interaction

techniques such as voice control, gesture, GUI and even the lack of interaction in the form of

automation. Although automation caught people’s interest, they were uncomfortable with a fully

automated home since they feared the system might not understand some specific house needs.

Regarding voice control, although people find it very useful in certain scenarios where they have

their hands full, they also find it risky since they state that the system could interpret single words

inside a complete sentence as a command. As for gestures, the group felt that it was not a very nat-

ural way to interact with a system. The GUI happens to be the most trusted interaction technique

among the group as they consider it to be efficient, simple and easy to interact with.
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2.1.5 Color scheme

Matching colors increases the impact and appeal caused by the product by creating visual stim-

ulation. In addition to enhancing the scientific nature of product design, color-matching schemes

can also enhance the UX. In the field of art and design, color matching is a core research topic,

and the color matching effect not only affects the efficiency of the design but also improves the

aesthetics of the products, influencing the purchase intention and UX [15].

Some colors are associated with certain scenarios and feelings, such as green and red, which

tend to be associated with good and bad scenarios, respectively. Another problem regarding those

two colors is that they look similar to colorblind people. Yet, multiple UIs rely only on these

colors to express those good/bad scenarios, making it difficult for those users to understand the

information that the interface is passing, as seen in Figure 2.3(left). To avoid these situations, one

can use visual indicators like text and/or icons to illustrate the issue in question, like seen in Figure

2.3(right), or use colorblind-friendly hues [16].

Figure 2.3: Validation and error being represented by simply green and red colors respectively
(left) Same scenario but also using indicators (right) [16].

Dark-themed interfaces are gaining more and more popularity in recent years. These themes

are characterized by a light font (usually white) displayed on a dark background (typically black),

leading to better legibility, aesthetics, energy savings and faster user response [17].

2.2 User Experience

Even though UI is a crucial part of the design, it is important to distinguish it from the UX since

an excellent UI can have a UX that is far from optimal. UX is not just about giving customers

what they want. Instead, it is based on the user’s internal state, the system characteristics and the

context of the interaction [18].

Interactive products form an important part of UX, which is a sub-category of the overall

concept of experience. Unlike these products, the UX is intangible and volatile, and it is about

the experience of acting through a product at the moment of use. Apple’s iPhone, which features

an aesthetic of interactivity that is unique but fulfils the same tasks as any other smartphone,

remarkably popularized this notion of experience. Many new technological innovation devices

do not feature new algorithms, materials or fancy interfaces. Instead, they excel because they

understand how objects can be used to create and shape experiences, feelings and situations [19].
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UX is evaluated through tests with the users. There is a variety of ways to conduct a UX

evaluation phase. UX tests can be undertaken to evaluate essential product factors, while UX

questionnaires serve as a way to evaluate the interactive products, measuring aspects like attrac-

tiveness, stimulation and novelty. Visual aesthetics of websites inventory tests evaluate the visual

aesthetics of the product [20], focusing on aspects such as colorfulness, simplicity and diversity.

UX can be based upon the user’s interactions, sensations, thoughts, feelings, and meaning given to

a situation. Still, it also focuses on the user’s emotions and affective states while using the prod-

uct [21]. As seen in Figure 2.4, UX can be decomposed into many categories, such as efficiency

(e.g. time to complete the task), effectiveness (e.g. number of errors during the task), emotion (e.g.

how the user feels while doing a task), information load (e.g. the amount of information presented

to the user must not be overwhelming) and intuition (e.g. the interactions with the product must

feel natural). Data regarding UX tests can be collected before, during and after the tests through

questionnaires [22].

Figure 2.4: UX decomposition [21]

2.3 Summary

This chapter provided some background information on what are UI and UX concepts and their

main aspects: user profiling and how it can help the product adapt to the user; the accessibility

and usability, and how both are essential factors in the acceptability of a product; the interaction

techniques and color schemes and how they influence the UX. This chapter also provided solutions

for correctly evaluating a product’s UI and UX. These solutions will be considered when evaluating
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the prototypes, namely the UX tests and questionnaires in Chapter 6. The UI/UX concepts will

also be taken into account from the beginning of the prototypes development to promote their

acceptability and improve the UX.



Chapter 3

Display technologies for HVAC

The main objective of this project is to build UIs for HVAC systems using disruptive and inno-

vative technologies. This chapter starts by approaching a historical perspective on the evolution of

the UI of thermostats. Afterwards, it presents related state-of-the-art technologies, namely holo-

graphic and transparent displays, as the main alternatives to be considered during the project.

3.1 Thermostat UI evolution

Thermostats are common parts of HVAC systems and will be the focus of this chapter. Even

though home heating traces back to the Roman Empire, it was not until the 17th century that the

dutch Cornelis Drebbel created the first mercury thermostat. Following him, more thermostats

were developed, but it was not until 1906 that HoneyWell developed the first commercial thermo-

stat Jewell: an analog dial thermostat that can be seen in Figure 3.1 [23]. This thermostat only

displayed the desired temperature.

Figure 3.1: Jewell: the first commercial thermostat [23]

In the 80s, new digital thermostats were launched into the market. These digital thermostats

can be seen in Figure 3.2 and not only display the current and desired temperature but also the date

and time, allowing users to schedule the temperature for the entire week in advance. Although

9
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the idea was good, most people could not program these thermostats as intended due to their

complicated UI [23].

Figure 3.2: Digital thermostat [23]

Smart thermostats emerged as a solution to the eventual downfall of programmable ther-

mostats, allowing users to interact with the device through familiar interfaces (e.g. smartphone

applications). This new type of interaction provided more useful information in the display, al-

lowing the user to better comprehend the features of the device. Web-based interfaces also solved

the issue users had with the scheduling part of the thermostat, making it easier to understand and

complete the task. To avoid making the same issues that the programmable thermostats had, the

smart thermostats must prioritize passing valuable information to the user and have an effective

but easy-to-understand layout that does not overwhelm the user. An example of a smart thermostat

interface can be seen in Figure 3.3 [11].

Ecobee launched the first smart thermostat in 2007, combining WiFi with the already pro-

grammable thermostats, allowing users to control the heating and cooling of their homes without

needing to be close to the controller [23]. Nowadays, smart thermostats can display a variety of

information: date and time, day of the week, current and target temperature (inside), schedule

mode, outside temperature, weather forecast, humidity, and system status, among others [13].

Figure 3.3: Ecobee smart thermostat [11]
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3.2 Smart thermostats UI evaluation

To better understand the different types of UI found in commercially available smart ther-

mostats, a comparative study focusing on the displays used by these devices was carried out.

A summary of this evaluation is presented in Tables 3.1 and 3.2.

Being an HVAC system producer, Bosch Thermotechnology has different smart thermostats

in the market. One of those devices is the EasyControl CT2001. This device has a 2.5 inches

glass touchscreen, which is nothing more than a glass layer on top of an LCD, and it can also be

controlled through a mobile application. As for the UI, CT200 has menus displaying: weather

forecast, outside temperature, room temperature, humidity, scheduling, and connection to the app,

among others.

Another Bosch product worth mentioning is the digital thermostat Room Thermostat II2. This

device has a 3.17 inches matrix display, similar to a segmented display but does not have a pre-

defined design, meaning it is more flexible regarding what it can show. Interacting with it through

voice control and a mobile application is also possible. As for the UI, this device has menus

displaying: room temperature, humidity, and operation mode, among others.

Google Nest developed the Nest Thermostat3. This device has a 3.3 inches touch LCD, and

it is also possible to interact with it through voice control and mobile application. As for the UI,

this device has menus displaying: time, date, outside temperature, room temperature, humidity,

scheduling, operation mode, and energy consumption, among others.

Johnson Controls launched the smart thermostat GLAS Thermostat4 in 2018, yet this product

was later discontinued. This device has a 5.91 inches transparent Organic Light-Emitting Diode

(OLED) with an integrated touch controller. It is also possible to interact with it through voice

control and mobile application. As for the UI, this device has menus displaying: time, outside

temperature, room temperature, maximum and minimum temperature, humidity, wind speed, air

quality, and scheduling, among others.

Ecobee has one of the most known smart thermostats in the market: Smart Thermostat Pre-

mium5. This device has a 3.5 inches touch LCD, and it is also possible to interact with it through

voice control and a mobile application. As for the UI, this device has menus displaying: time,

weather forecast, humidity, room temperature, outside temperature, air quality, and scheduling,

among others.

1https://www.bosch-easycontrol.com/gb/en/easycontrol/overview/
2https://www.bosch-smarthome.com/uk/en/products/devices/room-thermostat/
3https://store.google.com/us/product/nest_thermostat?hl=en-US
4https://glas.johnsoncontrols.com/
5https://www.ecobee.com/en-us/smart-thermostats/smart-thermostat-premium/

https://www.bosch-easycontrol.com/gb/en/easycontrol/overview/
https://www.bosch-smarthome.com/uk/en/products/devices/room-thermostat/
https://store.google.com/us/product/nest_thermostat?hl=en-US
https://glas.johnsoncontrols.com/
https://www.ecobee.com/en-us/smart-thermostats/smart-thermostat-premium/
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Table 3.1: Control characteristics of existing devices

Model Type of Screen Screen Size Touchscreen Mobile App Voice Control
EasyControl CT200 LCD 2.5” " " $

Room Thermostat II Matrix Display 3.17” $ " "

Nest Thermostat LCD 3.3” " " "

GLAS Transparent OLED 5.91” " " "

Smart Thermostat Premium LCD 3.5” " " "

Table 3.2: User Interface characteristics of existing devices

Features

Model EasyControl CT200 Room Thermostat II Nest Thermostat GLAS Smart Thermostat Premium

Time $ $ " " "

Date $ $ " $ $

Room Temperature " " " " "

Outside Temperature " " " " "

Humidity " " " " "

Air Quality $ $ " " "

Weather Forecast $ $ " " "

Scheduling $ $ " " "

Connectivity " $ " " "

Operation Mode $ $ " " "

Energy Consumption $ $ " " $

One should note that Table 3.2 refers to the features present in the displays of the devices.

Some features, like energy consumption, are only available in the mobile app on some of the

devices.

This analysis provided valuable insight into what to look for in the search for the hardware

for the new prototypes to be developed in the project. We were able to estimate the size of the

display for the prototype as well as other attributes, such as touchscreen and connectivity (mobile

application), which influence the hardware choice. The analysis also provided crucial information

for designing the UI of the prototypes since we now have information on multiple features that

can be present in it.

3.3 Holographic display

A Holographic display is a unique screen capable of projecting colored 3D images through vari-

ous techniques [24]. These displays can provide all depth cues perceptible to the human eyes [25].

They can be used in many innovative applications from different fields that require the use of im-

ages. In particular, we show next several use cases that have been reported in the literature in the

domains of retail, automotive systems, smart homes and video conferencing.
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3.3.1 Use cases

3.3.1.1 Retail

As in [26], a holographic display can provide a high-tech shopping experience through a tan-

gible interface, allowing customers to interact with virtual products using a combination of an

auto-stereoscopic 3D display, mid-air haptics and finger tracker as seen in Figure 3.4.

Figure 3.4: Concept diagram of user-product interaction using a holographic display [26]

3.3.1.2 Automotive systems

The automotive industry can use holographic displays for a different type of application: Heads-

Up Display (HUD) for cars [24]. Originally, a HUD was intended to be a system used in aircraft to

aid the pilots visually by allowing them not to change their visual sight to collect information [27].

It is known that 94% of car crashes were caused by human error. This is expected since drivers

are exposed to an immense amount of visual and audio information, either from the car usage or

devices like navigation aids [28].

Other options like auto-stereoscopic displays and light-field displays are capable of improving

the UX. However, since the recommended depth range for the auto-stereoscopic display is limited

due to factors like focal depth and accommodation-vergence conflict (AVC), the auto-stereoscopic

display is not ideal. Light-field displays are also not the best solution because, although they are

not affected by AVC, which can cause eyestrain, fatigue, headaches and motion-sickness, their

image resolution is very poor when seen at a large distance from the screen. On the other hand,

the holographic displays do not have any of these limitations. [29]

Holographic displays can avoid losing image resolution while also providing the full range of

natural depth cues by reconstructing the amplitude and phase of light of a 3D scene [29]. These

displays can allow the drivers to become aware of hidden road obstacles in full depth within a 360º

view, helping them react accordingly. These displays can have algorithms that make it easier to

replay the field in full color without the need for glasses and avoid visual fatigue by simply adding

infinite layers. [28]
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3.3.1.3 Smart Homes

Since Smart Homes are becoming a popular topic, it is reasonable to think that the popular-

ization of holographic displays in household devices may occur in order to provide people with

a high-tech lifestyle [30]. There is a 2018 project called HoloSensor [31] that improves the vi-

sualization of data from sensors related to Smart Home through holography. Multiple users can

simultaneously interact with the data in real time using the augmented reality headset Microsoft

HoloLens to view the holograms.

3.3.1.4 Video conferencing

The recent COVID-19 pandemic caused a massive rise in video conferencing solutions (such

as Zoom and FaceTime) due to the transition to remote work, education and socialization. 3D

telepresence systems have not yet found any widespread adoption [32].

A 2022 project called HoloKinect [32] is an end-to-end 3D video conferencing solution. This

project uses a Microsoft Azure Kinect for red, green, blue and depth capture and a Looking Glass

Portrait display for 3D visualization at each end of the two-way video conference, enabling a

hologram-like effect as seen in Figure 3.5.

Figure 3.5: Live two-way HoloKinect 3D video call on a pair of Looking Glass Portraits [32]

3.3.2 Holography with light-field displays

The term light-field refers to a function that uses points in space to quantify the amount of light

travelling in any direction [33]. A light ray is characterized by five parameters: x, y, z, (θ ) and

(φ ), being the last two the elevation and azimuth angles, while the remaining ones the cartesian

coordinates, as shown in Figure 3.6. Given that any image device can capture the plenoptic func-

tion l(x, y, z, θ , φ ), it is possible to obtain a projected image at any location by selecting the light

rays from (x, y, z, θ , φ ). A regular digital camera captures the light rays at the viewing locations,

but since only the outside of the object matters, it can also capture the plenoptic function. The

function can be reduced from 5D to 4D by the fact that radiance does not change along light rays.

There is a variety of methods to parameterize light rays in 4D static light fields, being the two

plane parameterization one of the most common approaches. In this approach, a light ray l(u,v,s,t)

is parameterized by its intersections with two parallel planes (u,v) and (s,t) as shown in Figure 3.7.
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Every single light ray that goes through a point in the (u,v) plane will have to correspond to an

image taken by a camera at that location, parameterized by the image coordinate (s,t) [34].

Figure 3.6: Light ray [34]

Figure 3.7: Two plane parameterization [34]

There are realistic ways to visualize and manipulate 3D objects/scenes without relying on re-

constructing its 3D model, being Image-Based Rendering (IBR) one of them. This method was

developed to avoid the difficulties around achieving photo realism using 3D and model-based ren-

dering. A large quantity of samples is required for light-fields to render scenes/objects without its

3D models, but there is barely any need for geometry information. Compared with the 3D model

rendering alternative, this method has better image quality for complex real-world scenes/objects

and a significantly reduced computational effort [35]. Using Fourier Transform can be an added

value while designing IBR systems since the amount of samples and geometry information needed

can be obtained through this process [34].
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3.4 Transparent display

Transparent displays can present images/videos on it while simultaneously allowing the users to

see the view behind the display [36]. Transparency is the perception of the human eye to the brain,

which comes from the brightness of the object behind the display [37]. These displays can be

used for advertising purposes, such as shop windows that show realistic images/videos, or to make

the illusion of an object floating in thin air, in the Automotive industry, such as HUDs, among

others [36]. We briefly discuss the next two use case domains reported in the literature, namely

for Smart Home and automotive systems.

3.4.1 Use cases

3.4.1.1 Smart Homes

Johnson Controls developed a smart thermostat called GLAS that uses a transparent OLED

touchscreen. The users can interact with it via the touch display or voice recognition since it

works with Amazon Alexa and Google Assistant. The main quality of this product is the ease with

which it integrates into the house without disturbing its design.

There is also an exciting way [38] to make use of the home windows as transparent displays

since it is an unexplored technology. The home window provides a connection between the home

and the external world, having the means not only to work as a transparent screen but also as a

mixed-reality display.

3.4.1.2 Automotive systems

The transparent display is also a good option in the automotive industry, like the holographic

display mentioned before (basically for the same reasons). In this 2016 article [39], a low-cost

HUD prototype was developed to help drivers stay focused on the road while using navigation

systems like GPS (Global Positioning System). Usually, a person takes 1.2 to 1.5 seconds to

observe the scene displayed on the device and react to it. This HUD allows the user to keep his

eyes focused on the road while obtaining the GPS scene information.

3.4.2 Operation of a transparent LCD

Transparent LCDs are one of the most popular displays worldwide because of their process

compatibility with existing liquid crystal displays and their low cost. The power consumption

of transparent LCDs is relatively high since they are equipped with high-powered illumination

devices behind the display to provide a strong backlight for the user to see through the display.

The power consumption is inversely proportional to the transmittance of the LCD, meaning that

if the LCD has a high transmittance, the power of the rear light source can be lowered. The light

passing through the liquid crystal panel will pass through the lower polarizer, array substrate,

liquid crystal, color film substrate and upper polarizer, leading to a large amount of light loss in

each layer (color film subtract has about 70% of light loss) [37].
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There are transparent LCDs using Polymer-Dispersed Liquid Crystal (PDLC) technology that

have qualities such as high visibility, transparency, and low consumption. A PDLC cell consists

of many micro PDLC droplets, each with different orientations and configurations. These droplets

consist of nematic liquid crystal and polymer matrix that can be altered by an external electric field

and control the scattering and transmittance. When the voltage is off, meaning that no external

electric field is being applied, the refractive index of PDLC droplets quickly varies from droplet to

droplet, resulting in an opaque state (high scattering). This state is represented in Figure 3.8(left),

and as mentioned before, since the voltage is off, the backlight can not go through the pixel elec-

trode, reflecting only scattering light. When the voltage is on, meaning that an external electric

field is being applied, the refractive index is close to the refractive index of the PDLC droplets be-

cause the droplet symmetry axis aligns with the electric field. This allows the light to go through

each pixel electrode without reflecting the scattering light, leading to a transparent state as seen in

Figure 3.8(right) [40].

Figure 3.8: LCD states: Opaque - voltage off (left) Transparent - voltage on (right) [40]

3.4.3 Operation of a transparent OLED

OLEDs usually have emissive organic layers between an anode and cathode deposited on a

substance. OLEDs can emit light from the pixels through a thin organic film layer, unlike LCDs

which depend on a backlight to create light. A layer of organic material is placed between the

conductors (anode and cathode), and then this whole block is placed between a seal and substrate,

which are the top and bottom glass plates. When an electric field is applied to the conductors,

a bright light is produced from the organic material in any color and is emitted between 0 to

100%. The color is obtained using three sub-pixels in blue, green and red. The transparency of

these displays comes from their components’ transparency. When the displays are turned off, they



18 Display technologies for HVAC

become up to 85% as transparent as the substrate used. When turned on, they allow the light to

pass in both directions [41].

3.4.4 Operation of a transparent segmented display

Segmented displays6 have individual segments that can be lit up individually, thus forming the

desired content on the display. These displays excel in brightness and transparency, making them

thrive in both indoor and outdoor environments. The display content needs to be designed in

advance by the customer before being manufactured since the content can not be changed: it can

only display what was pre-designed.

3.5 Summary

This chapter presented a brief historical analysis of UI technologies for Smart Homes, show-

ing that current interfaces do not use disruptive technologies. Instead, they are mostly still using

regular LCDs, thus reinforcing the importance of this project. However, some projects are al-

ready experimenting with disruptive technologies in the Smart Home field. Therefore, this chapter

also included a study of two disruptive display technologies, holographic and transparent displays,

providing a perspective of how they work and their various use cases. This study of these tech-

nologies provided valuable insight, which was helpful when choosing the hardware for this project

in Chapter 4.

6https://www.lumineq.com/blog/matrix-vs-segmented-displays

https://www.lumineq.com/blog/matrix-vs-segmented-displays
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Choosing the development platform

This chapter focuses on choosing the hardware that meets all the criteria for the proposed goals,

as well as the software to interact with the selected device and create a proper UI.

4.1 Hardware evaluation

The main objective of this hardware research was to find a transparent and a holographic display

that best suit this use case. Therefore, some requirements must be taken into account during the

hardware selection. The size is an important aspect of our Smart Home use case since it needs to

be adequate for the content that needs to be shown to the user. It must be large enough to allow

the user to see and read the displayed information clearly, but not so large that the information is

dispersed across the screen. The price is also an influential factor in the hardware choice. The

display availability and supplier are also decisive factors in ensuring that the hardware can be

purchased and received in time for the development of this work. Touchscreen is desired but

not imperative since buttons or voice activation are viable options for navigating between menus.

It would be interesting if the display interaction could be done using a Single-Board Computer

(SBC) such as a Raspberry Pi1, in order to ease the integration and prototyping. So it would be

good for the displays to have generic connectors like USB and HDMI largely supported by devices

like the ones mentioned before. The main displays found and analyzed are in Tables 4.1 and 4.2.

Table 4.1: Holographic Displays

Supplier Model Price (C) Size Touchscreen Connectors
Looking Glass Factory2 Looking Glass Portrait 378,97 7.9” $ USB-C, HDMI

Hypervsn3 SOLOM 3699 22” N/A N/A

1https://www.raspberrypi.com/products/
2https://lookingglassfactory.com/looking-glass-portrait
3https://hypervsn.com/hypervsn-solo-combo
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Table 4.2: Transparent Displays

Supplier Model Type Price (C) Size Touchscreen Connectors
LG4 LG-55EW5F-A OLED 19999 55” " N/A

Lumineq5 ELT15S-1500 Segmented 195 3” " Mini-USB

Crystal Display6 LCD-121-TRNV2 LCD 1132,16 12.1” " VGA,HDMI,USB

Crystalfontz7 128x56 TOLED OLED 24,77 1.51” " Micro-USB

Shenzhen Pie8 Customized model LCD 233 7” " HDMI,USB

The holographic display from Hypervsn was the SOLOM model, which is a fan-like display. It

is unsuitable for the use case we are exploring since it could be dangerous to have a fan-like display

as a Smart Home interface (e.g. could get the attention of children, and create cold air flows around

the house, among other issues). The Looking Glass Portrait developed by Looking Glass Factory

is far less expensive than the other option, and it fits the use case: adequate size, has the required

connectors and has an incorporated Raspberry Pi 4, which could help in the development of the

prototype.

Concerning the transparent displays, getting a transparent OLED would be ideal since these

do not demand a strong backlight. LG has some good options that suit this use case, but they are

expensive, and the size is just too big. Crystalfontz has a much more affordable option, but they

do not make bigger sizes. Lumineq has a model ELT15S-1500 which is a bit small but could be

doable, although the problem is that it is a segmented display, which does not fit this use case

because it is not ideal to be constrained to a pre-defined design given by a set of segments. That

left us with the LCD options, and Shenzen Pie has a very customizable set of products, and it is

far less expensive than Crystal Display. Thus, the chosen option was the Shenzen Pie transparent

LCD.

4.1.1 Looking Glass Portrait

The holographic display of choice for this project is the Looking Glass Portrait which can be

seen in Figure 4.1. It produces holograms by providing 45 to 100 discrete views of a 3D scene and

presenting them across a view cone 58◦ wide. This arrangement of views tricks the user’s sight

into seeing 3D objects through the use of parallax and stereo vision. These methods allow each

eye of a user to simultaneously see multiple views, providing a smooth transition between views

instead of a rough one when the user moves their head around the display [42].

4https://www.lg.com/us/business/oled-displays/lg-55EW5F-A
5https://www.lumineq.com/products/transparent-displays/elt15s-1500
6https://crystal-display.com/products/transparent-lcd/
7https://www.crystalfontz.com/product/cfal12856a00151b-128x56-transparent-oled-

screen
8https://en.piedisplays.com/

https://www.lg.com/us/business/oled-displays/lg-55EW5F-A
https://www.lumineq.com/products/transparent-displays/elt15s-1500
https://crystal-display.com/products/transparent-lcd/
https://www.crystalfontz.com/product/cfal12856a00151b-128x56-transparent-oled-screen
https://www.crystalfontz.com/product/cfal12856a00151b-128x56-transparent-oled-screen
https://en.piedisplays.com/
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Figure 4.1: Looking Glass Portrait9

Looking Glass software is responsible for converting various existing 3D environments into

quilt images. Quilts are an image standard that Looking Glass uses to produce 3D experiences,

applicable to pictures and videos. Quilts store frame-by-frame data in standard media formats like

mp4, gif, png, jpg and mov in an efficient and compact way. Each tile in the quilt refers to a

Two-Dimensional (2D) image of a particular scene. The bottom-left tile of the quilt is the leftmost

view of the scene, and the top-right tile is the rightmost [43]. In Figure 4.2, it is possible to see an

example of a quilt with 45 views.

Figure 4.2: Example of a Quilt [43]

9https://lookingglassfactory.com/buy-looking-glass-portrait#additional-info

https://lookingglassfactory.com/buy-looking-glass-portrait##additional-info
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The holographic display is delivered in a package containing a Looking Glass Portrait, a USB-

C cable, an HDMI cable and an adapter with three different conversion heads so that it can be used

in various combinations of frequency and voltage (depending on the country). The Portrait has a

total of five buttons on its right side: one to turn the device ON and OFF, another to turn the edge

lighting ON and OFF and three capacitive buttons to interact with the device (Back, Forward and

Play/Pause) that can be seen on Figure 4.3.

Figure 4.3: Looking Glass Portrait buttons10

4.1.1.1 Operation modes

The device has two operation modes: Standalone and Desktop. For the device to be in Stan-

dalone mode, it must be plugged into the socket using the USB-C cable and the proper adapter.

This mode allows the device to loop through a pre-configured "playlist" of images and videos with-

out being connected to a computer. The previously mentioned capacitive buttons allow the user to

go back and forth in the playlist or even pause it. This playlist has to be configured while in Desk-

top mode before using the Standalone mode, otherwise the playlist will be empty. For the device to

be in Desktop mode, it must be plugged into the computer using the USB-C and HDMI cables. It

is essential to check the display settings on the computer after connecting this holographic display

since it might come with some default configurations that need to be changed, such as getting the

display to extend the desktop, making sure that the resolution is set to 1536x2048 with display

scaling set to 100% and using a Portrait orientation as seen in Figure 4.4.

10https://lookingglassfactory.com/looking-glass-portrait

https://lookingglassfactory.com/looking-glass-portrait
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Figure 4.4: Configurations of the holographic display

When in Desktop mode, it is possible to edit the content shown on the device through various

3D software and see the changes made in real-time. Although the display is pretty much a "plug

& play" equipment, meaning that it is pretty simple to start using it after being plugged in, there is

one demand: it needs to have the software Looking Glass Bridge installed. Looking Glass Factory

provides this software that facilitates communication between the computer and the display as

described in Figure 4.5. Using this software is as simple as opening the executable file and letting

it run in the background.

Figure 4.5: Looking Glass Bridge diagram
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4.1.2 Box-shaped transparent display

The transparent display of choice for this project is the customized box-shaped transparent LCD

from Shenzhen PIE that can be seen in Figure 4.6. This sample has a 7 inches touchscreen as well

as HDMI and USB ports. Its working method is similar to the one described in Subsection 3.4.2:

it has a strong backlight inside the box for the user to see through the display.

Figure 4.6: Box-shaped transparent LCD sample

This display comes in a package containing a box-shaped transparent display with an HDMI

and USB port, and a USB cable attached to control the touchscreen. It also comes with an HDMI

cable and a power supply cable.

4.1.2.1 Operation mode

This device must be plugged in using the power supply cable and connected to a computer or

an SBC via HDMI and USB (for the touch controller). Similarly to the holographic display, it is

essential to check the display settings on the computer after connecting the display since it might

come with some default configurations. Make sure to set the display to extend the desktop. The

resolution needs to be set to 1024x600 with display scaling set to 100% and using a Landscape

orientation as seen in Figure 4.7. These are the only steps needed to use the display. After that, the

display will be connected as an external monitor. Note that the display is set as the main display.

This configuration is mandatory for the prototype to work correctly.

Figure 4.7: Configurations of the transparent display.
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4.2 Software platform

The software reusability between the holographic and transparent displays was taken into ac-

count while looking for a software platform suitable to develop the UI for the prototypes. For a

software to be compatible with Looking Glass Portrait, it must generate a borderless fullscreen

window at a specific position, distort the projection matrix of the camera, render multiple views to

a texture and apply a shader to the texture. With that in mind, several software was analyzed, and

those options can be individually seen below and summarized in Subsection 4.2.7.

4.2.1 Qt

Qt ("cute") is a powerful software for cross-platform design and development of GUI appli-

cations, meaning that these applications can run on multiple platforms such as Windows, Linux,

macOS, iOS and Android. The framework and its applications can be compiled in standard C++

compilers. Qt has various tools that help build GUIs: widgets, layouts and graphic libraries. This

software also has its own free integrated development environment (IDE) that provides intelligent

code completion, syntax highlighting and a debugger. Qt has an active community that maintains

a vast and well-detailed documentation, making it easier to learn and use.

Qt has direct 3D support (QtQuick3D, QtDesign 3D), and it looks able to support the Looking

Glass Portrait at first glance. The only issue is that it does not have a connection between Qt

and the Looking Glass Portrait, meaning that Qt does not recognize the display nor has all the

configurations necessary to properly interact with it. Without this connection, it was not possible to

look further into this approach. The connection would need to be made from scratch, which would

be too time-consuming for this project. Therefore a new approach had to be found, preferably a

software that already has this connection.

4.2.2 GTK+

GTK+ is a cross-platform software used to create GUIs that can be written in commonly known

object-oriented languages such as Python, JavaScript, and C++, to name a few. Similarly to Qt in

many other aspects, GTK+ has the same tools to help build GUIs as well as detailed documenta-

tion. Being an object-oriented software makes it easier to reuse code and create custom widgets.

GTK+ is also able to render 3D objects, but it does not have direct support from the software like

Qt has. Similarly to Qt, it has the same issue of not having a direct connection between its software

and the Looking Glass Portrait.

4.2.3 Electron

Electron is another software focused on building desktop apps. It uses web technologies such

as HTML, CSS, and JavaScript. Like Qt and GTK+, Electron has vast documentation to ensure

users can learn how to use the software. Although Electron can render 3D objects, it lacks direct
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support from the software in the same way GTK+ does. It also shares the same issue of not having

a direct connection between the software and the Looking Glass Portrait.

4.2.4 Looking Glass Studio

Looking Glass Factory provides a 3D software to edit the playlist used in Standalone mode.

This software, Looking Glass Studio, is seen in Figure 4.8.

Figure 4.8: Looking Glass Studio

Note that although Looking Glass Studio works with JPG, PNG, MP4, WEBM and HOP files,

not all files will have the desired holographic effect when imported into the Looking Glass Portrait.

This is due to the fact that the files need to have a depth map. Looking Glass Factory provides

a way to generate and add a depth map to a file through a 2D to 3D converter of their own, but

this is a paid service11. A free alternative uses the external software 3DMasterKit12. Figure 4.9

shows that this software can generate a customised depth map. It can also generate the customised

multiviews needed for Looking Glass Portrait. Afterwards, it can be exported as a Looking Glass

Portrait (8x6) JPG file.

11https://2dto3d.lookingglassfactory.com/
12https://triaxes.com/3dmasterkit/

https://2dto3d.lookingglassfactory.com/
https://triaxes.com/3dmasterkit/
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Figure 4.9: 3DMasterKit - Generating depth map

Even though the playlist of videos and images is an exciting way of using this device, it does

not fit the use case of this project since it only loops through the same files over and over again

with no real user interaction besides pausing the playlist and going back/forward.

4.2.5 Unity

Looking Glass Factory provides plug-ins and add-ons for various 3D creator tools13, one of

them being Unity. Unity is a game engine mainly used to create 2D and 3D games that have

a direct connection with Looking Glass Portrait. This means that, after installing the plug-in, it

already gets all the configurations necessary to detect the Looking Glass Portrait and display high-

quality content in it. This plug-in also provides Demos to explore a bit further into the interaction

between the software and the display. The scenes in Unity are managed not only through their

own configurations but also through scripts that can be written in C# (c-sharp).

4.2.6 Blender and Unreal Engine 5

Looking Glass Factory also provides plug-ins and add-ons for 3D creator tools such as Blender

and Unreal Engine 5. Blender is a 3D creation tool, while Unreal Engine 5 is a game engine

similar to Unity. Both have a similar connection between the software and the display, provided

by a plug-in similar to Unity and can also be programmed using scripts written in Python and C++,

respectively.

13https://docs.lookingglassfactory.com/developer-tools/devtools

https://docs.lookingglassfactory.com/developer-tools/devtools
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4.2.7 Software tool comparison

To help make a decision, all the gathered information from the previous subsections was sum-

marized in Table 4.3. This table highlights all the key factors the desired software framework must

have to develop the prototypes with maximum efficiency.

Table 4.3: Software tool comparison

Software LGP Connectivity Direct 3D Support Language Platforms
Qt14 $ " C++ Desktop, Mobile

GTK+15 $ $ Python, JavaScript, C++ Desktop

Electron16 $ $ JavaScript, HTML, CSS Desktop

Looking Glass Studio17 " " - Desktop

Unity18 " " C# Desktop, Mobile

Blender19 " " Python Desktop

Unreal Engine 520 " " C++ Desktop, Mobile

Since having connectivity to Looking Glass Portrait is a crucial point for this decision, Qt,

GTK+ and Electron were excluded. Looking Glass Studio is eliminated for the reason mentioned

before. This leaves only three remaining software options. Unity was the software of choice since

it covers all aspects needed from a software to develop this project and also because there was

some previous knowledge of this tool from past experiences.

To summarize, all software tools and their respective versions used to support the prototypes

are showcased in Table 4.4. Note that Blender was used not as a main development software tool

but as an auxiliary one to handle some 3D models and import them into Unity.

Table 4.4: Versions of software tools used

Software Version
Looking Glass Bridge21 2.0.6

Unity22 2021.3.16f1

Unity Plugin23 2.0 Alpha

Blender24 3.6

14https://www.qt.io/
15https://www.gtk.org/
16https://www.electronjs.org/pt/
17https://lookingglassfactory.com/software/looking-glass-studio
18https://unity.com/
19https://www.blender.org/
20https://www.unrealengine.com/en-US/unreal-engine-5
21https://lookingglassfactory.com/software/looking-glass-bridge
22https://unity.com/releases/editor/whats-new/2021.3.16
23https://docs.lookingglassfactory.com/developer-tools/unity/2.0-alpha
24https://builder.blender.org/download/daily/

https://www.qt.io/
https://www.gtk.org/
https://www.electronjs.org/pt/
https://lookingglassfactory.com/software/looking-glass-studio
https://unity.com/
https://www.blender.org/
https://www.unrealengine.com/en-US/unreal-engine-5
https://lookingglassfactory.com/software/looking-glass-bridge
https://unity.com/releases/editor/whats-new/2021.3.16
https://docs.lookingglassfactory.com/developer-tools/unity/2.0-alpha
https://builder.blender.org/download/daily/
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4.3 Summary

In the previous Chapter 3, a study was made on the current Smart Home products, focused on

the technologies used and their UIs. This proved helpful in this chapter when searching for the

hardware to be used, as well as the software platform to design the UI of those prototypes. This

chapter presented a comprehensive study of the available software platforms to develop UIs, and

gathered all the relevant information about each one to support the final decision. It was decided

to use the Unity development framework because it covers all the needs of this project and also

due to the familiarity with this software. The hardware and software chosen in this chapter are

used in the next Chapter 5, where the implementation and design of the prototypes are addressed.
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Chapter 5

Implementing the display prototypes

The holographic display prototype was the first to be developed since it was the first to arrive

after purchase. The goal was to develop a Unity project as common as possible so that it could

be reused between prototypes. As previously mentioned, Looking Glass Factory provides a Unity

plugin that comes with a variety of demo files that can run and show Scenes1 directly on the

Looking Glass Portrait. These demos served as a draft to test and implement various features to

develop the holographic project.

5.1 Unity project general configurations

Each menu of the prototypes corresponds to a Scene. The Unity project for the holographic

display was based on the previously mentioned demo project. This demo is depicted in Figure 5.1.

It consists of three text files named Moving Text, Instructions and Label that are controlled by a

script named Demo Move Text that is attached to the game object named DEMO. This script moves

the Moving Text file in the Z axis by pressing the up and down keys on the keyboard. It also shows

the distance travelled in relation to the plane of convergence. The demo comes with a Camera2,

named Hologram Camera, with some scripts (created by Looking Glass Factory) attached to it.

These scripts not only visually identify the areas in the Scene covered by the Hologram Camera,

but also give it some different properties to display Unity Scenes in a holographic way. One of

these properties is that files and images seen by the Hologram Camera might become blurrier

depending on its distance to the plane of convergence. This allows the prototype to create a 3D

visual effect for text files, mainly because they can be placed on different values of the Z axis as

long as they are not set too deep to avoid blurry text.

1https://docs.unity3d.com/560/Documentation/Manual/CreatingScenes.html
2https://docs.unity3d.com/ScriptReference/Camera.html
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https://docs.unity3d.com/560/Documentation/Manual/CreatingScenes.html
https://docs.unity3d.com/ScriptReference/Camera.html
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Figure 5.1: Unity Demo provided by Looking Glass Factory

The text files and images required for the prototypes can be added to the Canvas3 that already

came with the demo since it is synchronized with the Hologram Camera as seen in Figure 5.2.

To start with the holographic project, the three text files and the game object containing the Demo

Move Text script were deleted, resulting in an empty Canvas.

Figure 5.2: Canvas configuration - holographic prototype

3https://docs.unity3d.com/Packages/com.unity.ugui@1.0/manual/UICanvas.html

https://docs.unity3d.com/Packages/com.unity.ugui@1.0/manual/UICanvas.html
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Most of the Unity configurations and settings are shared between the two projects (one for

the holographic and the other for the transparent display). However, some differences should be

noted. Namely, the Hologram Camera used on the holographic display project had to be replaced

by a regular Camera on the transparent display project. Since this regular Camera does not detect

depths (Z axis), the Canvas configuration had to be updated. More specifically, the Render Mode

had to be changed from World Space to Screen Space - Overlay, as seen in Figure 5.3.

Figure 5.3: Canvas configuration - transparent prototype

Both projects have Scenes containing models that fit the theme of the menu. Most of these

models were found on Sketchfab4 and Unity Asset Store5 and all of them were free to download.

Sketchfab provides the source file of the model to import directly into Unity, while the Unity Asset

Store adds the model to your assets upon login with the Unity account on their website.

5.1.1 Graphical representation

The conversion to 2D Sprite is a mandatory process that needs to be applied to any image, icon

and emoji before they are inserted into any of the Scenes. A Sprite6 is responsible for identifying

the section of an image that should be used as a 2D object. The corresponding file needs to be

configured into a 2D Sprite as seen in Figure 5.4 (a), and after that, the Sprite Editor7 seen on

the bottom right corner of that exact figure, can be opened to slice the figure and create the Sprite

as seen in Figure 5.4 (b). Note that the 2D Sprite package does not come with the default Unity

installation.

4https://sketchfab.com/feed
5https://assetstore.unity.com/3d
6https://docs.unity3d.com/ScriptReference/Sprite.html
7https://docs.unity3d.com/Manual/SpriteEditor.html

https://sketchfab.com/feed
https://assetstore.unity.com/3d
https://docs.unity3d.com/ScriptReference/Sprite.html
https://docs.unity3d.com/Manual/SpriteEditor.html
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(a) 2D Sprite configurations. (b) Sprite Editor.

Figure 5.4: Steps to convert any image into a 2D Sprite

It is also possible to create multiple Sprites from the same image. On this project, this was

especially useful to get the weather emoji (sun, rain and snow) to be displayed on the Main menu

and the respective Weather menus. Since all the emojis were approximately equally spaced, it was

possible to slice the Sprite into three columns and one row, as seen in Figure 5.5 instead of the one

column and one row as in the previous example.

Figure 5.5: Multiple Sprite creation

Then, a Sprite Asset needs to be created, generating a new file containing all three emoji

separated into Sprites with different IDs that can be edited individually, as seen in Figure 5.6.
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Figure 5.6: Sprite Asset originated from the multiple Sprite creation

5.1.2 Scripts

Every Unity script used in these projects uses MonoBehaviour8 as its main class. Therefore

every script has an Update9 method that is called every frame, as well as a Start10 method that is

the first method to be called on the exact frame when the script gets enabled. Other methods used

in these projects were the OnEnable11 and OnDisable12 methods that are called when the object

to which a script is attached first gets enabled or disabled, respectively. The OnMouseDown13

method was also used since it is called when the user presses the mouse button (or, in this case:

touches the touchscreen). All of these methods were used in combination with some other custom-

made methods on the scripts of the project.

5.2 Solution architecture

An overview of the architecture designed for the holographic and the transparent prototypes can

be seen in Figures 5.7 and 5.8, respectively. The diagrams show the developed scripts and the

association between them. The objective of each script is described in the legend at the bottom

of each figure. Both solutions are based on the menu diagram represented in Figure 5.9, which

8https://docs.unity3d.com/ScriptReference/MonoBehaviour.html
9https://docs.unity3d.com/ScriptReference/MonoBehaviour.Update.html

10https://docs.unity3d.com/ScriptReference/MonoBehaviour.Start.html
11https://docs.unity3d.com/ScriptReference/MonoBehaviour.OnEnable.html
12https://docs.unity3d.com/ScriptReference/MonoBehaviour.OnDisable.html
13https://docs.unity3d.com/ScriptReference/MonoBehaviour.OnMouseDown.html

https://docs.unity3d.com/ScriptReference/MonoBehaviour.html
https://docs.unity3d.com/ScriptReference/MonoBehaviour.Update.html
https://docs.unity3d.com/ScriptReference/MonoBehaviour.Start.html
https://docs.unity3d.com/ScriptReference/MonoBehaviour.OnEnable.html
https://docs.unity3d.com/ScriptReference/MonoBehaviour.OnDisable.html
https://docs.unity3d.com/ScriptReference/MonoBehaviour.OnMouseDown.html
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shows the six menus that the prototypes will loop through. The Main menu will be the default

one and contains the information that is usually most searched by the users: temperature, weather

conditions, time and date. Following the Main menu, one of three Weather menus will be displayed

according to the current weather: Sunny, Rain and Snow. The Setpoint menu can be accessed after

the Weather menu. Its primary purpose is to let the user change the room temperature and check

other information like outside temperature, humidity and wind speed. Lastly, the Energy menu

provides the user with detailed information regarding the monthly household energy consumption.

Figure 5.7: Holographic prototype architecture
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Figure 5.8: Transparent prototype architecture

Figure 5.9: Menu diagram used on both prototypes
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5.2.1 Used APIs

The prototype menus, in particular concerning the weather-related data displayed, are populated

with information provided by an open-source weather channel available online through an Appli-

cation Programming Interface (API). OpenWeatherMap14 was the weather API used to get the

weather-related data, and it was used in combination with the public IP address and geolocation

API IPIFY15 16. A key needs to be generated in order to use all of the mentioned APIs, and this

generation is free on each APIs website. These keys are then inserted into a request URL that the

APIs will receive and then respond to in JSON format (except for the IPIFY IP address response

which comes in a string format). The interaction between both APIs is the same on both proto-

types, and is explained by the following sequence diagrams (Figures 5.10 to 5.13) accompanied

by a proper description. This interaction was based on an open-source Unity project that can be

found on the following GitHub17.

The interaction starts on the power-up, where the GrabIP method seen in Figure 5.10 uses

IPIFY API to return the user’s IP address. This address is then used by the IPLocation method

seen in Figure 5.11, which provides this IP address to the Geo IPIFY to get the location (country

and city) of the device. The end of IPLocation method marks the end of the initialization phase,

and the GetWeather method seen in Figure 5.12 is called. This method provides the location to the

OpenWeatherMap API in order to return accurate data for the correct location of the device. The

returned data consists of current weather condition, wind speed, humidity and outside temperature,

among many others that were not used on these prototypes.

Figure 5.10: GrabIP - sequence diagram

14https://openweathermap.org/
15https://www.ipify.org/
16https://geo.ipify.org/
17https://github.com/JamesSheppardd/CurrentWeather

https://openweathermap.org/
https://www.ipify.org/
https://geo.ipify.org/
https://github.com/JamesSheppardd/CurrentWeather
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Figure 5.11: IPLocation - sequence diagram

Figure 5.12: GetWeather - sequence diagram
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The AppManager script, responsible for dealing with the different APIs interactions, has an

Update method, seen in Figure 5.13, that deals with the time and date format and, most impor-

tantly, it grants that the data fetched from the weather API is refreshed periodically by calling the

method GetWeather.

Figure 5.13: Update (AppManager) - sequence Diagram

5.2.2 Weather conditions

Even though OpenWeatherMap API returns nine types of weather conditions with dozens of

variations, the conditions were grouped into the nine main ones to simplify the prototypes. In

order to avoid the creation of nine different weather menus, these nine main conditions were

grouped into one of three possible classes, as shown in Table 5.1.
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Table 5.1: Weather conditions returned by OpenWeatherMap API and respective grouping

API weather condition Main group Shown on menu
thunderstorm with light rain

Thunderstorm

Rain

thunderstorm with rain

thunderstorm with heavy rain

light thunderstorm

thunderstorm

heavy thunderstorm

ragged thunderstorm

thunderstorm with light drizzle

thunderstorm with drizzle

thunderstorm with heavy drizzle

light intensity drizzle

Shower rain

drizzle

heavy intensity drizzle

light intensity drizzle rain

drizzle rain

heavy intensity drizzle rain

shower rain and drizzle

heavy shower rain and drizzle

shower drizzle

light intensity shower rain

shower rain

heavy intensity shower rain

ragged shower rain

light rain

Rain

moderate rain

heavy intensity rain

very heavy rain

extreme rain

freezing rain

broken clouds
Broken clouds

overcast clouds

light snow

Snow

Snow

snow

heavy snow

sleet

light shower sleet

shower sleet

light rain and snow

rain and snow

light shower snow

shower snow

heavy shower snow

mist

Mist

smoke

haze

sand/dust whirls

fog

sand

dust

volcanic ash

squalls

tornado

clear sky Clear sky

Sunnyfew clouds Few clouds

scattered clouds Scattered Clouds
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5.3 Menus

Each menu is coded in a different Unity Scene, and each one has its own objects and scripts as-

sociated with it. Since both prototypes share most of the Unity project configurations and settings,

they follow very similar approaches.

5.3.1 Switching menus

Interacting with the holographic display was the first challenge of this project since Looking

Glass Portrait does not have a touchscreen. Initially, the idea was to use external buttons or voice

commands to change between menus. However, since external buttons would probably harm both

the UX and aesthetics of the display, and voice commands would be too time-consuming, another

approach had to be found. As mentioned before, Looking Glass Portrait has three capacitive

buttons that could interact with the display, as long as they were programmed for it on Unity’s

scripts. The originally named Play/Pause button was used as the trigger to move to the next

menu. In contrast, the other two buttons, Back and Forward, interacted with specific features of

the Setpoint and Energy menus that will be addressed further in this document.

Interacting with the transparent display was easier than with the holographic since it has a

touchscreen. Therefore, the display is able to detect input touches on the touchscreen, so changing

between Scenes using a digital button is a valid approach for this prototype. To make use of the

large touchscreen display, a swiping alternative was also implemented to change between menus.

5.3.1.1 Switching menus in the holographic display

The LGKSceneSwitcher script has an Update method responsible for the menu switching. This

method can be seen in Figure 5.14, and it starts by calculating how long the current Scene has been

active. This value resets on every user interaction, and if the value exceeds a predefined idle timer,

the prototype will automatically go to the Main menu (unless it is already in it).
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Figure 5.14: Update (LGKSceneSwitcher) - sequence diagram
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Before exploring this method in more depth, the concept of Scene index needs to be addressed.

The Scene index needs to be integrated into the build settings of a Unity project. Each Scene gets

a unique index value associated (an integer number starting at zero), as seen in Figure 5.15.

Figure 5.15: Unity build settings

GetButtonDown is a method developed by Looking Glass Factory that comes with the demo,

and it is responsible for returning if a certain capacitive button was pressed or not. This method is

called next on LGKSceneSwitcher’s Update method, and if a button is pressed, it switches to the

next Scene by calling the method SwitchSceneAdditive, seen in Figure 5.16.

Figure 5.16: SwitchScenesAdditive - sequence diagram

Note that it is only possible to access the capacitive buttons when using the 2.0 alpha version

of the Unity plug-in provided by Looking Glass Factory, since the classes and scripts used will not

be available on previous versions of this plug-in.
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5.3.1.2 Switching menus in the transparent display

As referred, swipes were implemented in the transparent display to switch between menus. To

properly detect a swipe, an external package18 was downloaded into Unity. This package contains

various scripts that work together to detect a swipe. The SwipeListener is the one that will be

directly used on the Scenes. Every Scene needs to have an empty object with this script attached

to it, and configured according to Figure 5.17, making sure that the detection mode is set to four

sides so that it detects up, down, right and left swipes.

Figure 5.17: SwipeListener - object

Another script named SwipeManager, which was based on an existing project19, uses the

previously mentioned empty object in its methods. The first method responsible for activating

the Swipe Listener is named OnEnable, and can be seen in Figure 5.18. This method is called

every time the previously mentioned empty object gets enabled/activated. This happens when the

Scene is first loaded, and it only gets disabled/deactivated upon changing to another Scene, which

will trigger the calling of the OnDisable method seen in Figure 5.19. This method deactivates the

Swipe Listener. While the Swipe Listener is active, the method named OnSwipe, seen in Figure

5.20, is called every time the user makes a swipe movement, and it stores the direction of the swipe

(left, right, up or down). The swipe movement can be made in any region of the display, except

on the slider zone when on the Setpoint menu. In that specific case, the swipe will be ignored to

avoid accidental menu or setpoint changes. The Update method seen in Figure 5.21 ensures the

swipe movement is allowed by checking that the swipe coordinates are outside the limited zones.

18https://github.com/khadzhynov/SwipeController
19https://github.com/herbou/Unity_SwipeDetection

https://github.com/khadzhynov/SwipeController
https://github.com/herbou/Unity_SwipeDetection
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Figure 5.18: OnEnable (SwipeManager) - sequence diagram

Figure 5.19: OnDisable (SwipeManager) - sequence diagram

Figure 5.20: OnSwipe (SwipeManager) - sequence diagram
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Figure 5.21: Update (SwipeManager) - sequence diagram

This transparent prototype also includes buttons to change between Scenes for people who

do not want to use the swipe functionality. These buttons, named NextSceneButton, were created

using the Button20 class. They were added to every Scene and positioned in the top right corner.

To actually switch menus using the swipes detected by SwipeManager, a new script called

ChangeScene was created. This script is similar to the LGKSceneSwitcher used on the holographic

prototype, although it has some significant changes. The Update method of this script is shown in

Figure 5.22 and it starts by retrieving the information of which Weather menu is supposed to be

shown according to the OpenWeatherMap API. After that, it calculates how long the current Scene

has been active in the same way as the holographic prototype.

Some menus have user instructions. If these instructions are being shown, the swipe will be

ignored and the prototype will stay on the same menu. If the instructions are not being shown and

the user makes a swipe movement, then the ApplySwipeAction seen in Figure 5.23 method will be

called. The first thing this method does is to check the current Scene index. After that, it checks

in which direction the user swiped to know if it should go to the next menu or the previous one.

If the user swipes top or bottom, then the swipe is ignored. The method MoveToNextMenu is used

to move to any menu except the Weather menu because, in that case, the method MoveToWeath-

erMenu is used instead. Both methods, represented by Figures 5.24 and 5.25, are very similar,

the only difference being that MoveToWeatherMenu checks which should be the correct Weather

menu according to the API before loading a new Scene.

20https://docs.unity3d.com/2018.2/Documentation/ScriptReference/UI.Button.html

https://docs.unity3d.com/2018.2/Documentation/ScriptReference/UI.Button.html
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Figure 5.22: Update (ChangeScene) - sequence diagram
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Figure 5.23: ApplySwipeAction - sequence diagram
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Figure 5.24: MoveToNextMenu - sequence diagram

Figure 5.25: MoveToWeatherMenu - sequence diagram
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Finally, to use the NextSceneButton to switch menus, the ChangeScene script needs to be

attached to the buttons in every Scene so that it can change between Scenes upon click. The button

allows the user to move to the next menu but not to the previous one. The button configurations

have a setting on Unity where a method can be configured to be called upon clicking the button.

When on the Main menu, NextSceneButton only allows the prototype to change to the correct

Weather menu according to the API, therefore the MoveToWeatherMenu needs to be selected as

seen in Figure 5.26 (a). On the remaining menus, the MoveToNextMenu can be called, and the

correct Scene index must be provided as a parameter to the method. The transition between the

Weather menu and the Setpoint menu, whose scene index is 4, is illustrated by Figure 5.26 (b).

(a) Main menu. (b) Weather menu (sunny).

Figure 5.26: NextSceneButton - configurations.

5.3.2 Main menu

This is the first menu that appears after starting up the prototypes. This menu focuses on the 3D

Bosch logo rotating in the middle of the screen to emphasize the brand and its 2D slogan, "Make.

Home. Comfort. Green.". At the bottom of the screen, one can see information obtained from

the APIs used: date, time, weather condition and outside temperature. In the top right corner, it

is possible to see what will be the next menu. These features can be seen in Figure 5.27 (a) and

(b). Apart from the fact that the top right corner information works as a digital touch button on the

transparent prototype, the Main menus of both prototypes are coded in the same way besides the

fact that the elements were re-positioned to fit the different resolutions of the displays.
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(a) Holographic prototype. (b) Transparent prototype.

Figure 5.27: Main menus on both prototypes.

The API data is simply displayed on text files created under the Canvas of this Unity Scene.

The emoji referring to the weather is also displayed through a text file. At the beginning of this

chapter, a Sprite Asset was created using three emoji referring to sun, rain and snow weather. A

different ID from 0 to 2 was assigned to each Sprite as previously seen in Figure 5.6, therefore by

writing "<sprite=X> (where X is either 0, 1 or 2) on a text file the proper emoji is shown.

The Bosch logo is the only 3D object not imported from Sketchfab or Unity Asset Store, and

was instead made from scratch on Blender. It was necessary to convert a Bosch logo image into

.svg format, insert it into Blender and use the Extrude function to create depth. Then, the file was

exported and subsequently imported into Unity without any errors. To make it rotate, a script file

named Rotator that came with the demo project was used. This script simply sets the angular

velocity in each of the axis and applies a rotation using that same velocity. In this case, the logo

only rotates in the Y axis, so the X and Z axis have no velocity, as seen in Figure 5.28.

Figure 5.28: Rotator script - configurations

5.3.3 Weather menus

The Weather menu follows the previous Main menu and displays a small amount of information

regarding the weather conditions, emphasizing the creation of an environment relatable to the

current weather. Depending on the weather condition, one of the three menus shown in Figures

5.29 (a), (b) and (c), and 5.30 (a), (b) and (c), will be displayed according to the information in the

previously mentioned Table 5.1.



5.3 Menus 53

(a) Weather menu: rain (b) Weather menu: sunny (c) Weather menu: snow

Figure 5.29: All Weather menus of the holographic prototype.

(a) Weather menu: rain

(b) Weather menu: sunny

(c) Weather menu: snow

Figure 5.30: All Weather menus of the transparent prototype.
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Similarly to the Main menu, the Weather menu of both prototypes were coded in the same

way. The current weather condition is displayed through a text file like on the previous menu.

The scenarios and 3D models all came from Sketchfab.com and were directly imported into Unity.

This website contains some realistic and detailed models, but low-poly and cartoon-like 3D assets

were chosen for both prototypes. These elements are built using a small number of polygons,

therefore the name low-poly. Elements that use a high amount of polygons were not a valid option

due to their high computational requirements, making the Scenes very slow and decreasing the

performance of the prototype.

On the Rain and Snow menus, the falling rain and snow were created using a Particle Sys-

tem21 to emphasize the weather condition. On the Sunny menu, the light source was increased to

resemble a sunny day.

5.3.4 Setpoint menu

Following the Weather menu, both prototypes present the Setpoint menu seen in Figure 5.31 (a)

and (b). This is one of the two menus that the user can actually interact with (besides switching

between menus), while also being one of the menus with the highest amount of information.

Here the user can get more details regarding the weather conditions like: outside temperature,

humidity and wind speed. Similarly to the Main menu, this information is simply put into a text

file and displayed directly on the prototype, accompanied by icons that resemble the transmitted

information. In the case of the holographic display, the Z-axis coordinates of these icons are

different from the other objects to create a sense of depth.

(a) Holographic prototype (b) Transparent prototype

Figure 5.31: Setpoint menus on both prototypes.

21https://docs.unity3d.com/ScriptReference/ParticleSystem.html

https://docs.unity3d.com/ScriptReference/ParticleSystem.html
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A circular slider is placed in the center of the prototype, and it is the main focus of this menu,

allowing the user to change the setpoint at will (from 10ºC up to 30ºC). The transparent prototype

also has two buttons that can be used to interact with the slider. The value of this setpoint is

displayed in the center of the slider and is updated whenever the user interacts with it. The slider

has two main areas divided by the recommended setpoint and distinguishable by their green and

orange colors, meaning that the selected setpoint is either below, above or on the recommended

temperature. This menu also includes a virtual robot imported from Unity Asset Store that works

as an assistant. The robot changes its color and provides a piece of advice to the user depending

on what area of the slider the selected setpoint is.

5.3.4.1 Slider design

An overview of the slider creation process can be seen in Figure 5.32. To create the slider, an

Image22 object named CircularSlider was created inside the Canvas. The source image for this

object is a thick white ring with no background that was converted into a 2D Sprite. As shown

by Figure 5.33, the image type of this object was updated to Filled, the fill method to Radial 360

and the fill origin to Left. This makes it so that the image appears from left to right if the fill

amount increases and disappears from right to left if the fill amount decreases. The fill amount is

the parameter that the user will interact with when using the slider or the buttons.

Figure 5.32: Setpoint menu hierarchy - holographic prototype

22https://docs.unity3d.com/2018.2/Documentation/ScriptReference/UI.Image.html

https://docs.unity3d.com/2018.2/Documentation/ScriptReference/UI.Image.html
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Figure 5.33: CircularSlider - configuration

The fact that the slider starts to disappear according to its fill amount is a problem since it com-

pletely disappears when this value reaches zero, and the user might have difficulties clicking on it

again. To counter this, a new object named Background was created, and as the name suggests,

it acts as the background color for the actual slider. It has the exact configurations of its parent

object, CircularSlider, but with a different color so that the change is perceptible. The fill amount

of Background will be static, meaning that the user will not interact with it.

Lastly, an object named HandlerContainer was created, and it contains another object named

Thermometer, which will act as the main handler of the slider and move around it depending on the

increment or decrement of the fill amount caused by the user interaction. As the name suggests,

this handler is designed as a thermometer.

This approach would be enough for the slider to work alongside a script file, but since it needs

to identify the recommended temperature on the slider, it needs a few changes. To deal with this,

two sliders were created: a main one that is invisible and a "fake" one that is visible. The main

slider is the one that the user will interact with. Every object of this slider is invisible except for the

main handler (thermometer). The fake slider is totally visible and is set at startup so that the fake

handler (a leaf) stays in the correct position for the recommended temperature, dividing the fake

slider into two regions: one green below the recommended setpoint and the other orange above the

recommended setpoint. This means that when the user moves the main handler, it will be visible

that the selected setpoint is either below, above or on the recommended temperature.

Unity has a Slider23 class that could be used to develop the sliders but, unfortunately, during

this project, it was not possible to have all the desired features and aesthetics working efficiently

while using this class. Therefore, another method had to be found, leading to the solution that was

just described. Both prototypes use this solution and differ only on the script file that is attached

to CircularSlider. These files control the way of interacting with the slider on each prototype.

23https://docs.unity3d.com/2018.2/Documentation/ScriptReference/UI.Slider.html

https://docs.unity3d.com/2018.2/Documentation/ScriptReference/UI.Slider.html
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5.3.4.2 Slider in the holographic display

In the holographic prototype, the user presses the capacitive buttons Back or Forward to interact

with the slider. The first button will decrease the setpoint value while the other increases it. The

Update method of the CircularSlider script (that is attached to the object of the same name) han-

dles all the processes necessary to update the slider using the capacitive buttons and can be seen

in Figure 5.34. It starts by updating the fill amount of the fake slider to a custom value that allows

the fake handler to be placed on top of the recommended temperature. Next, the method increases

or decreases the slider value depending on which button was pressed (if it was pressed). This

press is recognised through the GetButtonDown method that was previously mentioned during the

LGKSceneSwitcher script. The slider value is then printed on the correct text file, and the main

handler (thermometer) is updated to stay on top of the current temperature. This is done by simply

updating the fill amount of the slider and rotating the main handler with the help of a directional

vector. Finally, the slider value is stored so this information is not lost upon switching menus.

At the same time, the robot color and advice are constantly being updated through the Update

method on the Advice script. This method, seen in Figure 5.35, gets all the setpoint values (min-

imum, maximum, recommended and selected) and starts by checking if the selected setpoint is

below the recommended setpoint (visually set by the leaf handler). If so, the robot assistant color

changes to green (using the SetColor24 method) and displays a message saying "You are doing a

good job by saving energy!". If the handler is right on top of the recommended temperature, a

message saying "Thank you for selecting our recommended temperature!" will be displayed, and

the robot will stay green. On the other hand, if the temperature is above the recommended setpoint,

the robot turns orange, and a different message will appear: "We suggest lowering the setpoint in

order to save energy! Try our recommended setpoint: x", where x is the recommended setpoint

value.

24https://docs.unity3d.com/ScriptReference/Material.SetColor.html

https://docs.unity3d.com/ScriptReference/Material.SetColor.html
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Figure 5.34: Update (CircularSlider) - sequence diagram
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Figure 5.35: Update (Advice) - sequence diagram

5.3.4.3 Slider in the transparent display

On the transparent prototype, the user can interact with the slider in two different ways: either

directly using the touchscreen to drag the slider handler or pressing the buttons on the bottom of

the slider to increase or decrease the setpoint value. The buttons serve as a way to help people

with difficulty selecting a specific value through the slider drag, as well as to simply provide an

alternative if the user does not enjoy dragging the slider handler.

The methods responsible for enabling the slider touchscreen drag are inserted on the RadialFill

script that is attached to the CircularSlider object. This script has a Start method that runs on

the startup of this menu, and it is responsible for updating the fill amount of the slider and then

updating the main handler to match this value. A similar process is made to keep the fake handler

on top of the recommended temperature, and it is done in the same way as in the holographic

prototype: setting a custom fill amount for the fake slider. This method can be seen in Figure 5.36.
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Figure 5.36: Start (RadialFill) - sequence diagram

Upon touching the touchscreen, the OnPointerDown method is called. This simple method

can be seen in Figure 5.37, and it simply checks if the touch was made on top of the slider zone or

not. If the touch was made out of that zone, it simply does nothing. Otherwise, it calls the OnDrag

method.

Figure 5.37: OnPointerDown - sequence diagram

The OnDrag method, which can be seen in Figure 5.38, pinpoints the touch to its exact location

to then create a directional vector that will allow the method to determine the slider angle where

the main handler should be placed. The fill amount of the slider is then calculated through this

angle. Lastly, the slider fill amount is updated, and the main handler is re-positioned to match the

new value.
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Figure 5.38: OnDrag - sequence diagram

The Plus (+) and Minus (-) buttons are alternatives to the slider drag in order to change the

setpoint value. These buttons were created using the Button class and were correctly positioned at

the bottom of the slider. Both buttons have a setting on Unity where a method can be configured to

be called upon clicking the button. The methods used are the MinusButtonAction and the PlusBut-

tonAction. These methods can be seen in Figures 5.39 and 5.40, and they are very similar to each

other. The MinusButtonAction starts by checking if the selected temperature is already minimum

because if so, it does nothing since it can not go any lower. If it is not minimum, then it decreases

the fill amount of the slider in a way that the setpoint value is reduced by one degree, and the

main handler is updated accordingly. This new value is then stored so that it is saved even if the

prototype changes to other Scenes. The PlusButtonAction is very similar, it starts by verifying if

the selected temperature is already maximum, and if it is not, then it increases the fill amount of

the slider in a way that the setpoint value is increased by one degree.
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Figure 5.39: MinusButtonAction - sequence diagram

Figure 5.40: PlusButtonAction - sequence diagram

The default temperature unit for both prototypes is the Celsius degree, but the transparent

prototype has a way to change between Celsius (ºC) and Fahrenheit (ºF) degrees. A button named

F_to_C_Button was created using the Button class and was positioned in the middle of the slider,

where the slider value is displayed. This button transparency was set to make it invisible. An
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external script, named Button Long Press Listener25, was introduced since a long press would suit

this use case better than a regular press in order to prevent accidental and undesired changes to the

temperature unit. This script and another script named Advice are attached to the F_to_C_Button.

Figure 5.41 illustrates the FtoCButtonAction method responsible for storing the information about

which temperature unit has been selected.

Figure 5.41: FtoCButtonAction - sequence diagram

The setpoint value displayed on the center of the slider will change in real-time upon the

user’s interaction with the slider. This change is handled by the Update method of the Advice

script since it is called every second. This method is described in Figure 5.42, and it starts by

checking the temperature unit to set the maximum, minimum and recommended temperature in

Celsius or Fahrenheit. After that, it calculates the selected temperature based on the fill amount of

the slider so that it can finally display this value on a text file located at the center of the slider.

Figure 5.42: Update (Advice) - sequence diagram

25https://github.com/herbou/Unity_ButtonEvents

https://github.com/herbou/Unity_ButtonEvents
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The last thing this method does is call another method named UpdateAdvice, which can be

seen in Figure 5.43. This method starts by checking if the instructions of this menu are being

displayed, and if so, it temporarily deletes the content on the advice text file for the user to better

read the instructions. If the instructions are not being displayed, then it starts doing the same steps

as the Update method of the Advice script from the holographic prototype: updates the robot color

and the advice it gives based on the selected setpoint.

Figure 5.43: UpdateAdvice - sequence diagram

As mentioned before, this Setpoint menu has instructions, which can be seen in Figure 5.44.

The instructions can be accessed by the InfoButton that was created using the Button class and was

positioned in the bottom right corner of the menu. A Panel object was also added to the Scene

to be displayed when reading the instructions, so that the background information is blurred and

the user merely focuses on the instructions. The InfoButton also has a setting on Unity where a

method can be configured to be called upon clicking the button. The method called upon a click

is named InfoButtonAction and can be seen in Figure 5.45. This method starts by checking if the

panel is active or not. If the panel is deactivated when the InfoButton is pressed, it means that the
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instructions are not being displayed. Therefore, the panel must be activated, and the instructions

must be written on the corresponding text files that are already correctly placed on the Scene. If the

panel is activated, it means that the InfoButton press was meant to exit the instructions, therefore

the panel must be deactivated again, and the instructions must be temporarily deleted from the text

files. The menu provides instructions that teach the user to interact with the slider by dragging it

or by using the Plus (+) and Minus (-) buttons, as well as to change the setpoint value from Celsius

to Fahrenheit and the other way around.

Figure 5.44: Instructions of Setpoint menu

Figure 5.45: InfoButtonAction (TemperatureInstructions) - sequence diagram
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5.3.5 Energy menu

The Energy menu is the last one in the menu loop of both prototypes. This menu can be seen in

Figure 5.46 (a) and (b), and it contains a bar graph that shows the household energy consumption in

the last four months. It separates the amount of Kilowatt hour (kWh) into consumed and supplied

energy, meaning that the latter refers to the energy produced by devices like solar panels. In

contrast, the first one refers merely to the consumed energy, as the name suggests.

(a) Holographic prototype (b) Transparent prototype

Figure 5.46: Energy menus on both prototypes.

The bar graphs are composed of Cube26 classes, that were positioned and adjusted correctly

to the Scene. Each bar consists of two Cubes: one for the supplied energy and the other for the

consumed, which can be zero as shown in the month of May in Figure 5.46 (a) and (b).

This is the second and last menu that the user can interact directly with. The user can loop

through the last four months (bars) to check the energy values of those months, as well as the total

energy spent, by subtracting the supplied energy from the consumed energy. The selected month

gets the color of its bar changed, as visible in the previous Figure 5.46 (a) and (b).

5.3.5.1 Energy menu in the holographic display

In the holographic display, the user can select a bar by simply pressing the Back and Forward

capacitive buttons of Looking Glass Portrait. The detection of this button press is done through the

GetButtonDown method that was also used in the LGKSceneSwitcher and CircularSlider scripts.

The BarGraphColor script processes every essential information on its Update method. This

method can be seen in Figure 5.47 and starts by updating a variable that represents the bar (month)

selected on the bar graph. Pressing the Forward button will decrease this value, and pressing the

Back button will increase it (in the range of 1 to 4.). When this variable has the value 1, the selected

bar is the left-most one, and when it has the value 4, the selected bar is the right-most one. This

26https://docs.unity3d.com/ScriptReference/PrimitiveType.Cube.html

https://docs.unity3d.com/ScriptReference/PrimitiveType.Cube.html
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variable is checked in order to change the color of the selected bar to a darker tone to imply that

this is the selected bar. It also sets the color of the remaining bars to lighter tones. It updates the

text files with specific information about the consumption of the selected month.

Figure 5.47: Update (BarGraphColor) - sequence diagram
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5.3.5.2 Energy menu in the transparent display

The difference between the Energy menu in the holographic and transparent displays is that, on

the transparent one, the monthly consumption can be looped using the user touch on the bar graph.

Another notable difference is that the transparent prototype has instructions similar to the Setpoint

menu. These instructions can be seen in Figure 5.48.

Figure 5.48: Instructions of Energy menu

For the user to select a bar on the transparent prototype, four scripts named TouchBar1, Touch-

Bar2, TouchBar3 and TouchBar4 were created and attached to the pairs of bars corresponding to

the same month. As seen in Figure 5.49, this script only consists of one very simple method that

is called OnMouseDown, which updates the variable that represents the bar (month) selected on

the bar graph. This variable is located on another script named BarGraphColor, and this script is

very similar to the one used on the holographic prototype. The Update method of this script can

be seen in Figure 5.50. One of the main differences is that the mentioned variable is not updated

upon a button touch, given that this is already being handled by the TouchBar scripts. The other

difference is that it also checks if the instructions of this menu are being shown to the user because

if they are, then the user interaction with the bars is ignored. If the instructions are not being

shown, it proceeds in the same way as the holographic prototype: changing the color of the bars

to contrast the selected one and updating the text files.

Figure 5.49: OnMouseDown (TouchBar1) - sequence diagram
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Figure 5.50: Update (BarGraphColor) - sequence diagram
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5.4 Final prototypes

No changes were made to the holographic display prototype hardware since it comes in a frame.

The final result is visible in Figure 5.51.

Figure 5.51: Finalized holographic prototype

Regarding the transparent display prototype, a 3D-printed Bosch logo and slogan were de-

signed and integrated into this prototype, as seen in Figure 5.52. One of the main aspects of

this display is that the user can see what is inside the box, and if there is nothing in it, then the

transparency of the display would not be used.

Figure 5.52: Finalized transparent prototype with 3D-printed models
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5.5 Alternative computing platform

As referred, both prototypes must be connected to a computer to load the UI into the display.

It would be interesting not to depend on a full-fledged computer to make the prototype work, so

the next challenge was to run the prototypes on a smaller and easier-to-transport device. Using an

SBC like a Raspberry Pi could be a solution to this problem. Unfortunately, the outcome of this

experiment was not the expected one since the integration of the prototypes with a Raspberry Pi

was not successfully achieved, as will be explained next.

5.5.1 Holographic prototype limitations

The Looking Glass Bridge software that is required to detect the Looking Glass Portrait does

not support the ARM64 architecture of the Raspberry Pi. Even though Looking Glass Portrait

has an incorporated Raspberry Pi 4, it is only used for Standalone Mode, meaning that it does not

support any real-time graphic processing and only does video playback.

Since Looking Glass Bridge is available for x86 operating systems like Linux and Windows,

running this Unity project on a smaller device could be possible. Dell Wyse 3040 Thin Client27 is

an alternative to Raspberry Pi that supports x86 operating systems.

5.5.2 Transparent prototype limitations

Even though the transparent prototype does not require additional software to detect the display,

the problem relies on Unity. We tested a Raspberry Pi 3 Model B28 with the Raspbian operating

system29, which is based on the Debian Linux distribution. Even though Unity can build the

project for various platforms, including Linux, it does not support the Raspberry Pi ARM64 archi-

tecture.

The Unity project can be built using WebGL, enabling the project to be executed from a

WebGL-compatible browser with the help of a local host. Both approaches worked, and the UI

could be opened. Still, it had significant problems that prevented the prototype from working

properly: inputs and outputs were limited (e.g. swipe only worked in one direction and, after

some interactions stopped working), UI did not fit the screen size and was constantly freezing,

forcing the prototype reset.

5.6 Summary

This chapter discussed all the steps of the development of both prototypes: from the basic

concepts and the software platforms used, to the designed architecture, consisting of the specific

scripts and methods, created and implemented to support this integration. The differences between

27https://www.dell.com/en-us/shop/wyse-endpoints-and-software/wyse-3040-thin-
client/spd/wyse-3040-thin-client

28https://www.raspberrypi.com/products/raspberry-pi-3-model-b/
29https://www.raspberrypi.com/software/operating-systems/

https://www.dell.com/en-us/shop/wyse-endpoints-and-software/wyse-3040-thin-client/spd/wyse-3040-thin-client
https://www.dell.com/en-us/shop/wyse-endpoints-and-software/wyse-3040-thin-client/spd/wyse-3040-thin-client
https://www.raspberrypi.com/products/raspberry-pi-3-model-b/
https://www.raspberrypi.com/software/operating-systems/
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both prototypes were highlighted when discussing the scripts and methods. The menus were

designed taking into account the UX study conducted in Chapter 2. It also included a section

on computing platform improvement that still needs some investigation in order to make proper

conclusions.



Chapter 6

UI/UX tests

The UI/UX tests were introduced in Chapter 2, and their purpose is to evaluate the design and

usability of a product. To evaluate the prototypes developed in this project, a series of tasks was

created for the users to carry out, and each task was timed for later analysis. Following these tests,

a questionnaire was created to let the users evaluate their own experience upon interacting with

the prototypes and to evaluate the characteristics of the prototypes themselves.

6.1 Tasks proposed

The transparent prototype has more features than the holographic one, so it also has more tasks.

These tasks were performed in a closed room with only two persons: the responsible for the test

(tester) and the user. The tester must time the tasks and take additional notes, which will be

explained in more detail below.

• Task 1 - Explore
The users’ first task is to explore the prototype as desired with no time restriction to famil-

iarise the users with the device. When assessing the holographic prototype, the tester must

take note if the users managed to switch menus by using the capacitive button with no help.

When assessing the transparent prototype, the tester must take note if the users managed to

switch menus by pressing the top right corner button or by swiping (it could be both). It also

takes note if the users realizes that it is possible to swipe in both directions (left and right)

and not only left, as it could be visually misleading by the top right button.

• Tasks 2 and 3 - Instructions
The following tasks only apply to the transparent prototype since the holographic one does

not have this feature. To complete tasks 2 and 3, the users must open and read the instruc-

tions on the setpoint and energy menus, respectively. The tester must take note if the users

found the buttons that open the instructions on both menus without help.

These tasks aim to prepare the users for the upcoming tasks by reading the instructions.
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• Task 4 - Change setpoint
This task applies to both prototypes and requests the users to change the setpoint value four

times. The reason it asks for changing the setpoint four times is to increase the probability

that the users input various setpoint values below and above the recommended setpoint in

order to notice the change in the robot color and the advice. When assessing the holographic

prototype, the tester must take note if the users managed to change the setpoint value through

the capacitive buttons or not. On the transparent prototype, the tester must take note if the

users managed to change the setpoint value through the buttons or the slider (could be both)

or if they could not change it at all.

• Task 5 - Change setpoint unit
This task only applies to the transparent prototype for the same reasons mentioned in tasks

2 and 3. This task instructs the users to change the setpoint unit from the default Celsius

to Fahrenheit. The tester must take note if the users successfully accomplished the task by

continuously pressing the setpoint value for 1.5 seconds to trigger the change of unit.

• Task 6 - Energy consumption
This task applies to both prototypes, and it requests the users to analyze the detailed con-

sumption of all four months presented on the energy menu. When assessing the holographic

prototype, the tester must take note if the users pressed the capacitive buttons to loop through

all the months and analyze the data. On the transparent prototype, the tester must take note

if the users pressed the bars on the touchscreen in order to analyze a specific month in more

detail or if they could not analyze the months at all.

• Task 7 - Setpoint unit back to Celsius
This task only applies to the transparent prototype for the same reasons mentioned in tasks

2, 3 and 5. This task is similar to Task 5 since the users must do the same actions to change

the setpoint unit back to Celsius.

6.2 Questionnaire proposed

After the tests, the users were given a questionnaire regarding the performed tasks. They must

answer each question according to the scale defined in it. Each question has an open space for the

users to write further comments to complement their answers if necessary. The questions for both

prototypes are similar except for Questions 2 and 4, as shown below.

• Question 1 - Information
The users must classify the information transmitted by the menus of the prototypes on a

scale from 1 to 5, with 1 being "Not clear" and 5 "Very clear".
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• Question 2 - Instructions
This question only applies to the transparent prototype, as explained in tasks 2 and 3 de-

scriptions above. The users must classify the clarity of the instructions given by the setpoint

and energy menus on a scale from 1 to 5, with 1 being "Not clear" and 5 "Very clear".

• Question 3 - Legibility
The users must classify the legibility of the text presented in the prototypes on a scale from

1 to 5, with 1 being "Poor legibility" and 5 "Good legibility".

• Question 4 - 3D objects
On the holographic prototype, the users must classify the impact of the 3D animations (e.g.

the spinning Bosch logo and the robot head) on the visibility of the menu on a scale from 1

to 5, with 1 being "Negative effect" and 5 "Positive effect". On the transparent display, the

users must classify the impact of the 3D impressions placed inside it (using the same scale).

• Question 5 - Response time
The users must classify the response time of each prototype on a scale from 1 to 5, with 1

being "Very slow" and 5 "Very fast".

• Question 6 - Discomforts
This is the only question that the users do not need to classify according to a scale. A list

of discomforts (nausea, headache, eyestrain and dizziness) is given, and they must mark the

ones felt during the tests. They can also refer to other discomforts or leave it blank if no

discomfort was felt.

• Question 7 - Ambient light
The users must classify the impact that the ambient light has on the visualisation of the

menus of the prototypes on a scale from 1 to 5, with 1 being "Negative impact" and 5

"Positive impact".

• Question 8 - Aesthetics
The users must classify the aesthetics of the presented hardware on a scale from 1 to 5, with

1 being "Unpleasant" and 5 "Pleasant".

• Question 9 - Replacement
The users must give their opinion about how they would feel about a possible replace-

ment of the current LCD technology on a device like a smart thermostat with a holo-

graphic/transparent display on a scale from 1 to 5, with 1 being "Disagree" and 5 "Agree".

The users must justify the opinion given.
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6.3 Statistics and results

The tests were made in the span of two weeks with a total of fourteen users. The users’ age

averaged 30 and a half years old, ranging from the early twenties to late fifties, as seen in Figure

6.1 (a). The gender was mainly male-dominated, as seen in Figure 6.1 (b).

(a) Distribution of ages. (b) Distribution of genders.

Figure 6.1: Users’ personal information.

6.3.1 Tasks outcome

Figure 6.2 shows the average task duration for both prototypes. Every user managed to complete

all tasks with no help from the tester, although some tasks turned out to be more complicated for the

users than it was anticipated. Task 1 turned out to be the most time-consuming one, as expected,

but especially tasks 2 and 5 turned out to be surprisingly time-consuming.

Figure 6.2: Average task duration for both prototypes

Almost half of the users started by testing the holographic prototype and then proceeded to test

the transparent one. The remaining users did the opposite. This difference is reflected in Figure

6.3 (a), where it is possible to see that the users that started the tests with the transparent prototype

were quicker in finishing the holographic tasks. The same can be said for those who started the
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tests with the holographic prototype since those users finished the transparent tasks quicker than

those who started testing the transparent prototype, as seen in Figure 6.3 (b).

(a) Average duration of holographic tasks. (b) Average duration of transparent tasks.

Figure 6.3: Average duration of tasks depending on what prototype was tested first.

6.3.1.1 Task 1

In the first task of the transparent prototype, it was possible to differentiate various users:

28.57% switched menus by pressing the top right corner button and nothing more; another 28.57%

switched menus by swiping on the touchscreen and did not use the button mentioned before; the

remaining 42.86% of the users managed to use both the button and the swipe to switch menus.

Furthermore, 10% of the users who used swipe navigation did not notice that it was possible to

swipe left and right.

All users that missed to navigate using the digital touch button actually tried to press the

button, but did not manage to activate it on the first couple of tries, therefore deducing that it was

just another piece of information instead of a button and searching for an alternative. This fact

raises concerns about the positioning of the button (top right corner), which seems to interfere

with the users’ ability to interact with it. This can easily be fixed by lowering the position of the

button and expanding its touch area to avoid such situations.

Some users stated that the swipe feature was not clear to them when first interacting with the

display. This explains why 28.57% of users only used the buttons.

The holographic display only has one way to switch menus, and every user managed to com-

plete the task. Although, some users shared that the fact that the prototype only allows to loop in

one direction can be frustrating. Also, the top right corner button has information displaying what

the next menu will be, but there is no such information about the current menu. Some users even

tried to touch this top right corner information thinking the display had a touchscreen, although

this can be explained by the fact that most of the users who did this tested the transparent prototype

first.
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6.3.1.2 Tasks 2 and 3

Task 2 was, unexpectedly, one of the most time-consuming tasks on the list. This happens

because the button is positioned in the bottom right corner of the display and is not clearly visible

at first glance, according to the feedback given by the users. This leads to the users wandering

around the menus in search of the instructions during this task. Task 3 is similar but has a smaller

average duration since the users replicate the steps used on Task 2.

6.3.1.3 Task 4

The average duration for Task 4 is within the expected time interval, and the users did not

have trouble completing it. Some users shared concerns regarding the lack of confirmation upon

changing the setpoint value. On the transparent prototype, most of them tried to find a confirmation

button and even switched menus as a way to confirm that the changes were applied. On the

holographic prototype, the users also tried to find a way to confirm the change by pressing one of

the available prototype capacitive buttons.

On the transparent prototype, even though most users interacted with both the slider and the

buttons below it during Task 1, only 14.29% of them used the buttons to change the setpoint value;

42.86% used the slider and ignored the buttons; and the remaining 42.86% of users used both the

buttons and the slider.

6.3.1.4 Task 5

Similarly to Tasks 2 and 3, Task 5 was supposed to be a quick task but turned out to be the

one users struggled with the most. This happened due to three major reasons. The first one is

that the users must continuously press the setpoint value for 1.5 seconds to complete the task.

However, most users would give up on the continuous press after one or even half a second and

start trying other approaches. The second reason is that people did not read the instructions and

spent a significant amount of time trying to press random objects in the menu until finally going

back to the instructions and reading the procedure. Finally, even after reading the instructions

stating that the users should continuously press the setpoint value, they would incorrectly press

the handler (thermometer).

6.3.1.5 Task 6

Task 6 is very straightforward, and users had no difficulty looping through the monthly con-

sumption. This is reflected in a reasonably low task duration on both prototypes.

6.3.1.6 Task 7

Similar to Tasks 2 and 3, the duration of Task 7 was significantly reduced due to the fact that

all the users had to do was replicate what was made in Task 5 and put the setpoint value back to

Celsius.
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6.3.2 Questionnaire outcome

The average classification for each answer on both prototypes can be seen in Figure 6.4. Ques-

tion 6 is not included in this graphic because it is the only question without a scale. Question 2

does not apply to the holographic prototype, therefore the graphic only shows one bar regarding

the transparent prototype. The classifications are very similar in both prototypes with the exception

of Questions 4 and 8 which have a big gap between the prototypes.

Figure 6.4: Average classification for each question

6.3.2.1 Question 1

As seen before, this question got an average classification of 3.93 and 3.86 for the transparent

and holographic prototypes, respectively. Recalling that 1 means "Not clear" and 5 "Very clear",

these classifications mean that the users found that the information presented was clear but with

room for improvement.

Some justified the given classification with the fact that, on the transparent prototype, the

instructions button was too hidden or even camouflaged on the bottom of the display. It was also

stated that they would probably not notice the button if it was not for the given tasks. Some said

that on both prototypes, the energy menu information was not very clear, especially regarding the

relationship between consumed and supplied energy. The fact that the transparent prototype did

not inform the users that swiping was an available feature on this prototype also caused some

confusion among users. Lastly, some users thought that some menus on both prototypes were too

overwhelming, meaning that there was too much information on the screen at the same time.

Even though the transparent prototype received more criticism, it ended up with a higher

classification.

6.3.2.2 Question 2

Even though the instructions button was hard to find, as mentioned before, the instructions were

very clear to the users, leading to a 4.79 average classification. Some users even added that the
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fact that the information was divided into bullet points helped to understand the fundamentals of

the prototype.

6.3.2.3 Question 3

This question averaged a considerably high classification of 4.5 and 4.0 for the transparent and

holographic prototypes, respectively, meaning that the legibility of the text was good but could still

be improved. Some users mentioned that bright colors are not clearly visible from certain angles

and obstruct the view of the transparent display, especially on the weather menus. A specific user

also stated that the panel used to darken the background to highlight the instructions interfered

with the reading of those instructions.

The lowest classification of the holographic display compared to the transparent one can be

explained by the fact that most users found the display resolution to be very poor, resulting in

some pixelated menus with blurry letters and images.

6.3.2.4 Question 4

This question has a considerable gap in the classification of each prototype, as the transparent

one got a 2.73 average classification while the holographic one got 3.79. The transparent prototype

has the lowest classification because users did not like the 3D impressions inside the display. Some

stated that it is irrelevant, and others that it obstructs the view.

The holographic prototype has a higher average classification because, according to the users,

the 3D models did not obstruct the view like on the transparent one. Similarly to the previous

prototype, some users stated that these 3D models were irrelevant. Still, other users actually liked

the models and claimed that they made the prototype more captivating and interactive. The only

other downside pointed out by users was the fact that some models had a bad resolution, according

to what was previously said in Question 3.

6.3.2.5 Question 5

Even though Question 5 had a relatively high average classification of 4.21 for the transparent

prototype, the same can not be said for the holographic one, which got 3.79. According to the

users, the response time of the transparent was clearly superior in comparison with the holographic

display. Some users justified the classification on the transparent prototype due to the fact that the

top right corner button used to switch menus did not work all the time, even though they considered

the response time of the rest of the prototype very satisfactory.

On the holographic display, the users considered it a bit too slow to process the button inputs

for switching menus and even for other operations like increasing the setpoint value or looping

through the month consumption. Some even pointed out that after pressing the button in quick

successions, the prototype would ignore those successions.
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6.3.2.6 Question 6

The average duration for each test was around 220 seconds and 131 seconds for the whole trans-

parent prototype test and holographic test, respectively. Even though the tests were not intensive,

some users claimed to feel some sort of discomfort. No discomforts were pointed out by any user

during the transparent prototype test, but 28.57% of users did feel eyestrain during the holographic

prototype test, while 7.14% felt dizzy. The remaining 64.28% felt no discomfort, as seen in Figure

6.5.

Figure 6.5: Discomforts felt by users during holographic prototype test

6.3.2.7 Question 7

Question 7 has the highest average classifications out of all questions since people classified that

the ambient light positively impacted both prototypes. Is it worth mentioning that the test should

also be made in a room with a darker ambient light to see if there was any significant difference.

However, the tests were made in a room where we had no control over the lights.

6.3.2.8 Question 8

Question 8 is the question with the most significant classification gap between prototypes. Al-

though the users tended to like the functionality of the transparent prototype, they did not enjoy

the aesthetics of it. On the other hand, the holographic prototype was slower and did not have so

many features, but the users enjoyed its aesthetics, even considering it modern and elegant. People

also commented about the fact that too many cables were shown on both prototypes, which had a

negative impact on their aesthetics. Some users stated that the dimensions of the prototype were a

bit too large for what they were meant to.

6.3.2.9 Question 9

Even though the classification gap is minimal, question 9 shows that users are more willing

to accept a transparent display on a device like a smart thermostat than a holographic one. These
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average classifications are not that high, meaning users were sceptical about adopting these disrup-

tive technologies as a possible replacement for the traditional LCDs. Users justified their answers

by stating that it would be a good idea if introducing these displays did not affect the price or the

way the device works. Others pointed out that there is no reason for such a complex interface in

a daily device and that they prefer a more practical and simple interface. On the other hand, users

mentioned that these out-of-the-box technologies made the device modern, attractive, appealing

and dynamic while serving the same purpose as a traditional LCD.

Specifically on the transparent prototype, some users stated that the overheating of the device

was a major concern. On the holographic prototype, the users claimed that the technology was

interesting, but the poor resolution of the prototype was an issue. Also, the view angle for this

prototype was too small, according to the users, adding that they could not see the content of the

display if they moved their heads too much. The holography was not amusing for some users since

they added that there was no real benefit in having it.

6.3.2.10 Users Suggestions

At the end of the questionnaire, an open space was left for the users to suggest changes and talk

about topics that were not addressed during the questionnaire. Some of the suggestions were the

following:

• Sleep mode

Both displays could have a sleep mode after 10 or 15 minutes. There is no reason for the

display to be turned on 24 hours a day, consuming so much power, especially the transparent

one with the strong backlight.

• Menu identification

The next menu is being identified on every menu of both prototypes, but the current and

previous ones could also be identified.

• Bosch symbol

There is no need for the Bosch symbol to have so much focus on the main menu. Customers

would not be interested in having that symbol highlighted in their household. The logo

could be placed in the corner of the Main menu and in a smaller size.

• Menu navigation

On the transparent prototype, the navigation could be made through a static sidebar where

the users could click on it to open the list of menus and choose which menu to travel to.

• Default menu

Currently, the Main menu is the default menu to which the prototype will go back after a

certain amount of time, but it makes more sense for the Weather menu to be the default one

since it is the more appealing menu.
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• Instructions button

The instructions button could use a gear icon instead of the letter i (for information) and be

placed in the bottom left corner to be more eye-catching.

• Setpoint confirmation

There should be a way to confirm if the setpoint was changed or not. Some users think

that when they change the value, they are in "edit mode" and that there should be a way

to confirm the new input. Also, the setpoint value that the users can change is the desired

temperature for the room; for that reason, it is vital to inform the users about the current

room temperature. For example, if the room is at 16ºC and the users input 18ºC, then the

room temperature will not immediately increase by 2ºC, so they should see the two values.

• Weather menu

Some users thought the Weather menu was pointless, and others thought that more informa-

tion could be shown on this menu, like the weather forecast for the next 2 or 3 days, instead

of just the current day.

• Go back to the previous menu

There should be a way to return to the previous menu in the holographic prototype so that

the users do not need to loop through all the menus. The transparent prototype could also

have a virtual button to go back to the last menu since it has one to go to the next menu.

• Button position

On the holographic prototype, the capacitive button used to switch menus is lower in com-

parison with the information regarding the next menu, which can be misleading because

people looked for a capacitive button on the top right corner of the display.

6.3.3 Conclusions and thoughts

All users classified these prototypes as if they would purchase them for their households. Since

these disruptive technologies are far more expensive than the more traditional ones, that would

result in a more expensive final product which did not please the users. Apart from the fact that

the majority of users enjoyed these technologies, they had no real preference for having them

in their households over the more traditional LCDs. Primarily because they provided the same

information, just in a different way, which most users did not value that much.

These disruptive technologies would be more suited for high-end product segments, consid-

ering that the target customers would give priority to the aesthetics and novelty of the product in

favor of its price. For example, a hypothetical futuristic store would greatly benefit from these

disruptive technologies. It would fit its futuristic theme and could be placed in plain view of the

customers to gain their attention in the same way that some stores use these same technologies on

their shop windows for the same purpose.
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The displays used for the prototypes were not designed for this use case but were beginner-

friendly in all the ways. Interacting with them is fairly simple, and designing the UI was straight-

forward due to their support for the Unity framework.

6.4 Summary

This chapter presented the UI/UX tests used to assess the developed prototypes using a target

group of people. It reviewed all the tasks and questions proposed to the users. It presented and

discussed the results through a statistical study necessary for a deeper analysis of both prototypes.

The prototypes were well received by all users, but the cost impact was a major concern among

them since a traditional LCD is cheaper and transmits the same information, just in a different

way.
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Conclusion

This dissertation aimed at the development of innovative UI designs considering disruptive dis-

play technologies for Smart Home devices. Their evaluation and UX assessment were done by

conducting tests with a diverse group of participants focusing on the effectiveness of information,

graphical quality, organization of information, ease of application and cost impact.

After the initial assessments and selection of the software platform to be used to construct

the UI, the development of the prototypes were fairly intuitive due to the immense online infor-

mation, such as templates and tutorials to help get started with those platforms. The transparent

display hardware did not pose major concerns to the project. On the other hand, the holographic

display hardware had issues being detected by most software platforms tested, restricting the op-

tions. Unity is one of a few software platforms that already had this connection configured, which

influenced its selection in favor of others platforms without such a connection prepared. Another

major downside of the prototypes hardware was that both displays were considerably expensive

compared to the traditional LCDs, especially the holographic one, considering that it does not

even work as a capacitive touchscreen. The commercial holographic displays available today on

the market are not well suited to the Smart Home use cases, given their prices and operation char-

acteristics. The prototypes worked great when connected to a laptop, but deploying the UIs from

Unity to be used on an SBC was more challenging than expected. This meant that the prototypes

could not be configured to run in an SBC, negatively impacting the application of these technolo-

gies.

Through the testing phase, valuable insights were obtained. Participants were encouraged to

interact with the prototypes, express their opinions, and provide feedback regarding their usability,

aesthetics, and overall impression. The results of the tests indicated that the disruptive technolo-

gies were mostly perceived as engaging and interesting by the participants. However, despite their

potential benefits, the prototypes did not garner a strong preference over traditional smart ther-

mostats. This was primarily attributed to two key factors: increased cost and the need for further

refinement in the UIs of the prototypes.

Given these findings, it is clear that additional research and development efforts are necessary

before transparent and holographic display-based smart thermostats can compete with and surpass
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traditional models in terms of user preference.

7.1 Future work

Future studies should focus on refining the UIs, addressing the usability concerns, and explor-

ing cost-effective manufacturing processes. Some future work could revolve around adding the

following features/improvements to the prototypes:

• Adding instructions to the holographic prototype so that it becomes similar to the transpar-

ent.

• Adding the option to change between Celsius and Fahrenheit to the holographic prototype

for the same reason mentioned above.

• Adding a virtual button on the transparent display to go to the previous menu and adding a

way to do the same on the holographic display. This will save the user some time.

• Add a confirmation button upon changing the setpoint value, as well as differentiate the

setpoint value into two separate values: desired and current setpoint. This will make the

menu more clear for the user.

• Make a deeper study about running the prototypes on an SBC to increase the application of

these technologies.

• Increase the accessibility of both prototypes by adding features such as colorblind mode,

large fonts for elderly people and an animation stop button for people with certain health

conditions that could be triggered by the UIs movements.

Some other user suggestions mentioned at the end of Chapter 6 could also be taken into ac-

count.
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