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Abstract

One of today’s current struggles is the amount of wasted food that could be used to feed people.
This pressing matter has become a Sustainable Development Goal, 12.3, which says, "By 2030,
food losses along production and supply chains must be halved". One of the leading causes of food
waste in the supply chain is transportation. Besides food waste, transportation also significantly
negatively impacts the environment.

Thus, the main goal of this dissertation is to tackle this problem by developing route optimisa-
tion algorithms, connecting producers of fruits and veggies and consumers, and considering food
waste and environmental impact. The research question connected to this is "How to improve route
optimisation considering sustainability and food waste minimisation?". With this in mind, con-
sidering these factors can result in developing transportation routes that are more environmentally
conscious and decreasing food waste.

First, a systematic literature review was done to gather the state of the art. During this part
of the investigation, no other attempt was found to combine food waste and environmental sus-
tainability in route optimisation. Afterward, the algorithms were developed using Hill Climbing,
Simulated Annealing, Tabu Search, and Genetic Algorithm with a generated dataset. The project
contains a baseline approach, a food allocation optimisation feature, an option to allocate food
close to the consumption date to consumers able to receive food around the consumption date, and
the chance to calculate routes for several days in a row.

Furthermore, the different modalities and algorithms were tested with different parameters,
running each three times and registering the fitness, the time it took in seconds, and the stan-
dard deviation. In each algorithm, the influence of each parameter was analysed. Furthermore, a
comparison was made between the four algorithms for the baseline option, and the food allocation
optimisation was analysed, comparing this feature among the different algorithms and the baseline
results. The option to allocate food close to the consumption date was tested as well, comparing
the results between the four algorithms and the option to calculate routes for several days in a
row. Finally, different variations of the tweak function were also tested to understand which one
worked best. For most modalities, the best algorithm was Simulated Annealing, followed by Tabu
Search, Hill Climbing, and Genetic Algorithm. The diversity and efficiency of the solution were
discussed, as well as the challenges faced when developing the solution.

Finally, it was concluded that the dissertation reached its goal and could answer the research
question by successfully presenting a solution incorporating an economic factor, a food waste
factor, and an environmental impact factor in calculating routes from producers to consumers.
Furthermore, it contributed to the field by presenting a first attempt at combining food waste and
environmental impact in route optimisation, and the prospects of future work were also discussed
to enrich this project.

Keywords: Vehicle Route Optimisation, Sustainability, Food Waste, Transportation, Meta-
heuristics
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Resumo

Um dos grandes problemas atuais é a quantidade de alimentos que são desperdiçados em vez de
serem aproveitados para alimentar pessoas. Esta questão urgente tornou-se um Objetivo de Desen-
volvimento Sustentável, 12.3, que diz que "até 2030 as perdas de alimentos ao longo das cadeias
de produção e abastecimento devem ser reduzidas para metade". Uma das principais causas deste
desperdício de alimentos na cadeia de abastecimento é o transporte. Além do desperdício de ali-
mentos, o transporte também impacta negativamente o meio ambiente. Assim, o principal objetivo
desta dissertação é abordar este problema através do desenvolvimento de algoritmos de otimização
de rotas, ligando produtores de frutas e legumes e consumidores, tendo em conta o desperdício al-
imentar e o impacto ambiental. A questão de investigação relacionada com isto é "Como melhorar
a otimização de rotas considerando a sustentabilidade e a minimização do desperdício alimen-
tar?". Ao considerar estes fatores, pode resultar no desenvolvimento de rotas de transporte mais
ambientalmente conscientes e na diminuição do desperdício de alimentos. Primeiro, foi feita uma
revisão sistemática da literatura para reunir o estado da arte sobre o assunto. Durante esta parte
da investigação, não foi encontrada qualquer outra tentativa de combinar desperdício alimentar
e sustentabilidade ambiental na otimização de rotas. Posteriormente, foram desenvolvidos os al-
goritmos, utilizando Hill Climbing, Simulated Annealing, Tabu Search e Genetic Algorithm com
um conjunto de dados gerado. O projeto contém uma abordagem base, um recurso de otimização
de alocação de alimentos, uma opção para alocar alimentos próximos à data de consumo para
consumidores capazes de receber alimentos com esta caraterística, e também há a possibilidade
de calcular rotas para vários dias seguidos. Além disso, as diferentes modalidades e algoritmos
foram testados com diferentes parâmetros, correndo cada um três vezes e registando os resultados,
o tempo que levou em segundos e o desvio padrão. Em cada algoritmo, foi analisada a influência
de cada parâmetro. Além disso, foi feita uma comparação entre os quatro algoritmos para a opção
base e a otimização da alocação de alimentos também foi analisada, comparando esta característica
entre os diferentes algoritmos e com os resultados base. A opção de alocar alimentos perto da data
de consumo também foi testada, comparando os resultados entre os quatro algoritmos, bem como
a opção de calcular rotas por vários dias seguidos. Diferentes variações da função tweak também
foram testadas para entender qual funcionou melhor. Para a maioria das modalidades, o algo-
ritmo que funcionou melhor foi o Simulated Annealing, seguido pelo Tabu Search, Hill Climbing
e, por fim, o Genetic Algorithm. A diversidade e a eficiência da solução foram discutidas, bem
como os desafios enfrentados ao desenvolvê-la. Finalmente, concluiu-se que a dissertação atingiu
o seu objetivo e foi capaz de responder à questão de investigação, apresentando com sucesso uma
solução que incorporou um fator económico, um fator de desperdício alimentar e um fator de im-
pacto ambiental no cálculo das rotas. Contribuiu para a área ao apresentar uma primeira tentativa
de combinar estes fatores na otimização de rotas e foram também discutidas as perspectivas de
trabalho futuro para complementar este projeto.

Palavras-chave: Otimização da rota do veículo, Sustentabilidade, Desperdício Alimentar, Trans-
porte, Metaheurísticas
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Chapter 1

Introduction

This chapter alludes to the context of the dissertation, the motivation behind it, the problem at

hand, the objectives, and finally, the document structure.

1.1 Context

The food industry is currently facing a substantial food waste problem that further negatively

impacts the environment while, at the same time, people go hungry. 400 USD are estimated for

losses between harvest and distribution of food [1]. Furthermore, according to FAO estimates,

almost one-third of the food produced never makes it to the consumer.[1]. Moreover, "around 14

percent of the world’s food is lost after harvesting and before reaching the retail level, including

through on-farm activities, storage, and transportation"[2]. Additionally, according to the United

Nations (UN), around 815 million people worldwide are struggling with hunger, and getting rid

of current food losses would be sufficient to supply the caloric requirements of 1.9 billion people.

[3]. Due to these issues, one of the Sustainable Development Goals(12.3) is the following "By

2030, food losses along production and supply chains must be halved." [4].

Furthermore, the transportation of goods also profoundly impacts the environment. The green-

house gas emissions generated by vehicles, energy use, and water use by transportation negatively

affect the environment. According to the International Energy Agency [5], the transportation sec-

tor is responsible for approximately 24% of global greenhouse gas emissions. Additionally, in

2019, transportation-related CO2 emissions reached 10.3 billion tonnes, with road transportation

accounting for about 80% [6]. Moreover, the World Health Organization [7] estimates that outdoor

air pollution from transportation causes around 1.2 million premature deaths each year. Finally, the

transportation sector is one of the biggest energy consumers, with fossil fuels being the primary

energy source. In 2018, transportation consumed 32% of global final energy consumption [8].

Hence, it is urgent to fight food waste and decrease the environmental impact and world hunger.

1
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1.2 Motivation

This dissertation proposal is inserted in the project RETAILL - REtail using Technology based on

Artificial InteLLigence which is within the scope of Eureka Clusters - Sustainability Call [9]. It

aims at developing a modular platform flexible to most European countries food supply chains.

In addition, the system will improve the food life cycle, promote circular economy and logistics

efficiency, reduce the use of resources, and increase the profit of all actors in the value chain.

Furthermore, it will empower and increase the bargaining power of small participants, such as

producers and retailers, by creating a network between them and consumers. Finally, consumers

will have access to higher-quality and safer products, determined through a freshness index for

fruit quality assessment [10].

The benefits will touch the environmental, social, and economic scopes by reducing food

waste, emissions, environmental noise, and overproduction in agricultural lands. Furthermore, it

will increase the revenue for small and local producers and retailers, promote the remuneration

of producers based on the quality of their production practices, increase the quality and safety

of food products, and decentralize the food supply chain. Finally, it will reduce time and fuel

spent on consumption, reduce energy for food conservation, increase the value of food products

that otherwise would be disposed of, trigger food processing innovation using new food products,

order optimisation for logistics companies, and optimised inventories for retailers. The features

planned are route optimisation and consequently reduction of the environmental impacts and im-

proving products’ shelf life, time management between production and final client, strengthening

of local food systems and selection of products according to agriculture practices, increasing the

availability and affordability of healthy and, sustainable food options, making use of food waste

and assessment of product life cycle. Furthermore, previous work on related projects from the

Artificial Intelligence and Computer Science Laboratory at University of Porto can be found in

articles [11], [12], [13], [14], [15] and [16].

1.3 Problem

As seen by the context, transportation in the food supply chain not only negatively impacts the

environment but also causes a significant amount of food waste. Therefore, there is an opportu-

nity to tackle both these dimensions while transporting produce. The research question to fit the

problem created by the context is "How to improve route optimisation considering sustainability

and food waste minimisation?".This research question explores innovative approaches and strate-

gies integrating sustainability considerations and food waste minimization into route optimisation

models and algorithms. By explicitly incorporating these crucial factors, it can develop more en-

vironmentally conscious and socially responsible practices within the transportation and logistics

sector.

Existing studies on route optimisation have primarily focused on minimizing distance, reduc-

ing delivery time, or optimising vehicle utilization, mostly neglecting the sustainability aspects
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and the specific challenges related to food waste reduction. However, given the global concern for

climate change, resource conservation, and the urgency to tackle food waste, it is imperative to

extend the traditional route optimisation frameworks to embrace these critical dimensions. This

question bears economic and resource efficiency considerations due to the money lost through

food waste, fuel lost in inefficient routes, and social responsibility by addressing needed societal

changes.

1.4 Objectives

The main goal of this dissertation is to contribute to the project by building a route optimisation

system tailored for the transportation of fruits and vegetables from food producers to consumers,

with a specific emphasis on addressing food waste and environmental variables. More specifically,

this dissertation proposes to study route optimisation algorithms to identify the most suitable ap-

proaches for transporting perishable goods, such as fruits and vegetables. Furthermore, it proposes

exploring ways to minimize the environmental impact of the transportation process and investigate

strategies such as optimising routes to reduce fuel consumption and emissions and considering

alternative transportation modes. Additionally, exploring opportunities for utilizing food waste

generated within the supply chain is an objective. The final step is developing a comprehensive

route optimisation system that incorporates the findings from the previous objectives. The system

should efficiently calculate optimised routes, considering the specific constraints of food producers

and consumers while incorporating food waste and environmental variables.

1.5 Document Structure

Besides the Introduction, the document comprises the State of the Art chapter, which illustrates

a literature review on the topic, and the Methodology chapter, explaining how the proposed solu-

tion was developed. Furthermore, the Experiments and Results chapter presents the experiments

carried out and their results and the Discussion chapter analyses these results and some implemen-

tation details. The Conclusion summarizes the work and reflects on the contributions and future

work. Finally, the References have everything cited and referred to in this document.



Chapter 2

State of the Art

The State of the Art chapter introduces the methodology used to gather information, the current

technologies for the problem and the systematic literature review. This review tackles route optimi-

sation algorithms, sustainable route optimisation, electric vehicle route optimisation, food waste,

and sustainable agriculture.

2.1 Methodology

A systematic literature review was performed to understand the topic in question better. The re-

view focused on five subtopics: Route Optimisation Algorithms, Sustainable Route Optimisation,

Electric Vehicle Route Optimisation, Food Waste, and Sustainable Agriculture. Furthermore, re-

search on the current technologies was made outside of the systematic literature review. Below,

there is an explanation of the procedure of the systematic literature review.

The first step carried out was to define the research question. It was decided that "How to improve

route optimisation considering sustainability and food waste minimisation?" was a pertinent ques-

tion. Next, the databases, keywords, and search strategies were decided. In the search strategy, it

was concluded that the best approach was to look for review articles, thus having more prominent

access to further articles and a better understanding of the scope of the problem. Additionally, the

subsections of the systematic literature review were defined. The databases used for this research

were Scopus and Google Scholar, and the keywords were:

• sustainable "route optimisation" AND ( LIMIT-TO DOCTYPE , "re" ) )

• "food waste" AND "route optimisation" AND ( LIMIT-TO ( DOCTYPE , "re" ) )

• "green vehicle routing problem" AND ( LIMIT-TO ( DOCTYPE ,"re" )

After this step, the exclusion criteria were decided. The exclusion was carried out in two

stages. The first stage was during the results of the databases, and articles were selected based on

the first impression of their relevance, analysing their title, keywords, and abstract. The second

stage was done afterward, considering the number of citations and further relevance by reading

4
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Figure 2.1: Diagram of the systematic literature review process

Figure 2.2: Number of review articles read by year

the abstract and introduction. From the first analysis, out of 704 articles, 92 were considered they

could be relevant. The second analysis was performed, and in the end, 28 articles were considered

relevant, read, and summarized. The process is described in figure 2.1.

Furthermore, the year each article was published in figure 2.2 and the countries where the

authors of the articles worked in figure 2.3 were analysed.
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Figure 2.3: Number of review articles read by country

Regarding the countries for each article, it was taken into account the different countries where

the authors worked and added to the count as one. For example, if an article had three authors,

two from different institutions in France and one from the UK, the article would count as one for

France and one from the UK.

2.2 Current Technologies

In order to understand what is already on the market, an exploration of the current platforms was

made. The goal was to find valuable tools that helped farmers connect with the consumers, im-

prove sustainability in food production and transportation, and optimise routes in transportation.

Moreover, tools that helped with food waste and life cycle assessment software were assessed as

well. The research on current technologies focused on e-commerce platforms related to agricul-

ture, route optimisation services, food waste platforms, and LCA software.

2.2.1 E-commerce Platforms

Part of the research made focused on e-commerce agricultural platforms. The following charac-

teristics were taken into account:

• Help managing inventory - provides tools to manage the inventory of farms;

• Connect sellers and buyers - the platform allows for consumers to buy products from sellers;

• Help with business and marketing - assists on a business and marketing level;

• Information on sales data - shows data on how sales are going;

• Product Delivery - takes care of delivery to consumers;

• Sustainable measures in pre-harvest - applies sustainable measures before harvesting;
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• Fair-trade between farmers and industrial buyers - guarantees fair-trade;

Furthermore, the following platforms were considered:

• 1000 Ecofarms - an online marketplace of local natural foods, connecting farmers/restau-

rants and consumers [17];

• Barn2Door - a software solution that helps farmers with their business [18];

• CSAware - a product that assists farmers in managing their business [19];

• EatFromFarms - farm store builder allowing farmers to connect with customers and improve

sales [20];

• Farmers Web - tool to help farmers manage sales, customers, and records;

• Harvie - online subscription service for buying groceries and products from local farmers

and producers [21];

• FaST - digital service platform aiming to make available capabilities for agriculture, envi-

ronment, and sustainability based on space data and other public and private data [22];

• Community Supported Agriculture - "a partnership between farmers and consumers in which

the responsibilities, risks, and rewards of farming are shared" [23];

• Agri Marketplace - a fair-trade platform that connects farmers to industrials worldwide [24].

The table 2.1 is a review of the characteristics each platform has.

Table 2.1: E-commerce Platforms

Platform MI CSB BMKT SD PD SPH FT
1000 EcoFarms x ✓ ✓ ✓ x x x
Barn2 Door x x ✓ x ✓ x x
CSAware ✓ ✓ ✓ ✓ ✓ x x
EatFromFarms ✓ ✓ ✓ ✓ ✓ x x
Harvie x ✓ x x x x x
FaST x x x x x ✓ x
CSA x ✓ x x x x x
Agri Marketplace x ✓ x x ✓ x ✓

MI - Manage Inventory; CSB - Connect Sellers and Buyers; BMKT -
Business and MKT; SD - Sales Data; PD - Product Delivery; SPH - Sus-
tainability Pre-Harvest; FT - Fair Trade

The most common characteristics by order are connecting sellers and buyers (6), help with

business and marketing (4), product delivery (4), information about sales data (3), managing in-

ventories (2), fair trade (1), and sustainable measures pre-harvesting (1).
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2.2.2 Route Optimisation Services

There are, currently, several route optimisation services available. For this research, these features

were considered:

• Optimise delivery routes - route optimisation;

• Estimated time of arrival (ETA) - calculates ETA;

• API Engine - provides an API;

• Customer notifications - sends notifications to costumers;

• Live tracking - has live tracking of the transportation

• Delivery analytics - has data on delivery;

• Proof of delivery - has an implemented method to prove delivery ;

• Workload balance - takes into account the workload of drivers;

• Real-time (RT) adjustments - allows real-time adjustments;

• Driver preferences - takes into account driver preferences;

• Electric vehicles (EV) charging - calculates route considering EV are part of the fleet and

their need for charging;

• Alternative routes - shows alternative routes.

Regarding the services considered, these were the ones studied:

• Routific - a software platform that provides route optimisation solutions for delivery fleets

and field service businesses[25];

• OptimoRoute - a cloud-based route optimisation platform designed to help businesses with

delivery and mobile workforce management by providing advanced algorithms for planning

and scheduling optimised routes [26];

• RoadWarrior - a cloud-based route planning and optimisation software that provides fea-

tures such as multi-stop route planning, real-time traffic updates, and customizable route

optimisation algorithms for businesses and individuals [27];

• AntsRoute - a fleet management software that offers route optimisation, real-time track-

ing, and customizable data visualization tools for businesses with delivery, collection, and

service fleets [28];

• Verizon Connect - platform that offers a range of features including vehicle tracking, fuel

management, driver behavior monitoring, and route optimisation for businesses with mobile

workforces [29];
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• Onfleet - cloud-based delivery management software that offers route optimisation, real-

time driver tracking, and customer communication tools for businesses with local delivery

operations [30];

• Route4me - fleet management software that offers route planning and optimisation, real-

time tracking, and mobile app integration for businesses with delivery, sales, and service

fleets [31].

These services are all route optimisation businesses.

The next table 2.2 encompasses what each service provides in terms of features.

Table 2.2: Route Optimisation Services

Service ODR ETA APIE CN LT DA PoDWB RTA DP EVC AR
Routific ✓ ✓ ✓ ✓ ✓ ✓ ✓ x x x x x
Optimo
Route

✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ x x x

Road War-
rior

✓ x ✓ x x ✓ x x ✓ ✓ x x

AntsRoute ✓ x x ✓ x ✓ ✓ x x x ✓ x
Verizon
Connect

✓ ✓ ✓ x ✓ ✓ x x ✓ x x ✓

Onfleet ✓ ✓ ✓ ✓ ✓ ✓ ✓ x ✓ x x x
Route4me ✓ x ✓ ✓ ✓ ✓ x ✓ x x x x

ODR - Optimise Delivery Routes; ETA - Estimated Time of Arrivel; APIE
- API Engine; CN - Customer Notifications; LT - Live Tracking; DA - De-
livery Analytics; PoD - Proof of Delivery; WB - Workload Balance; RTA
- Real Time Adjustments; DP - Drive Preferences; EVC - EV Charging;
AR - Alternative Routes

The most popular features by order are optimise delivery routes (7), delivery analytics (7),

API engine (6), customer notifications (5), live tracking (5), estimated time of arrival (4), proof

of delivery (4), workload balance (2), driver preferences (1), electric vehicles charging (1) and

alternative routes (1). After taking this into account, it becomes easier to know which features are

essential such as the optimisation of delivery routes and delivery analytics, and the ones that can

make a service stand out, such as considering electric vehicle charging.

2.2.3 Food Waste Platforms

Currently, there are a lot of platforms on the market that help with food waste. An analysis of said

platforms was carried out, and the following characteristics were considered:

• Sell food close to consumption date - sells food that is close to consumption preferred date

but it is still safe to eat;
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• Sell surplus food - sells excess food that would otherwise get wasted;

• Donate food - donates food to people in need;

• Include transportation - has a transportation system to the final consumer;

• Share information - uses their platform to educate on food waste;

• Check consumption limit of products - alerts when food products are close to the consump-

tion limit;

• Plan household food consumption - provides assistance with for example shopping lists,

recipes with specific ingredients, etc;

The difference between selling food close to the consumption date and selling surplus food

is in the context. Restaurants/markets/bakeries can have surplus food at the end of the day (for

example, prepared meals), and supermarkets/markets can have food near the end of the preferred

consumption date (for example, yogurts).

The platforms taken into account were:

• Too Good To Go - a mobile application that connects restaurants and markets with surplus

food with customers[32];

• Goodafter - online supermarket that sells products that are close to the end of the preferential

consumption period or surpassed [33];

• Olio - a mobile application that lets users upload food that they won’t need so it gets donated

[34];

• FlashFoods - a mobile application that connects consumers with supermarket products that

are close to the best-before date with discount prices [35];

• Food Rescue US - a platform connecting food donors from local stores that donate their

excess food with people in need [36];

• Karma - a platform that enables users to rescue fresh food from restaurants, bakeries, and

cafes that would have been thrown away [37];

• FoodCloud - a platform with the goal of connecting businesses with surplus food with char-

ities and community groups that need it [38];

• NoWaste - a mobile application that checks consumption dates and helps with planning

household food consumption [39];

• nosh - a mobile application that checks consumption dates and helps with planning house-

hold food consumption [40];
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• Kitche -a mobile application that checks consumption dates and helps with planning house-

hold food consumption [41];

• Fridgely - a mobile application that checks consumption dates and helps with planning

household food consumption [42];

The following table 2.3 shows the features included in each product.

Table 2.3: Food Waste Platforms

App SCCD SS D T I CCD PHC
Too Good to Go x ✓ x x ✓ x x
Goodafter ✓ x x ✓ x x x
Olio x x ✓ ✓ x x x
Flashfoods ✓ x x x x x x
Food Rescue US x x ✓ ✓ x x x
Karma x ✓ x x x x x
FoodCloud x x ✓ x x x x
NoWaste x x x x x ✓ ✓

nosh x x x x x ✓ ✓

Kitche x x x x x ✓ ✓

Fridgerly x x x x x ✓ ✓

SCCD - Sell Close to Consumption Date; SS - Sell Surplus; D -
Donate; T - Transportation; I - Info; CCD - Check Consumption
Date; PHC - Plan Household Consumption

From these tables, it can be concluded that there are two types of food waste apps: the ones that

sell/donate excess food and the ones that help manage food waste from a household perspective.

Too Good to Go, Goodafter, Olio, Flashfoods, Food Rescue US, Karma and FoodCloud belong to

the first type of apps and NoWaste, nosh, Kitche, and Fridgerly to the second type of apps. The

most common features of the first type of app are donate food (3), include transportation(3), sell

surplus food (2), sell food close to the consumption date (2), and share information (1). The second

type of app checks the consumption limit of products and helps plan household food consumption

in all examples.

2.2.4 Life Cycle Assessment

Life Cycle Assessment (LCA) is applied to evaluate the environmental impact of a product over

its life cycle. It can be used to analyse the contribution of each life cycle stage to the overall

environmental load and, afterward, be able to prioritise improvements. Furthermore, it can be

used as a comparison method between products [43].

An LCA study is divided into 4 stages [43].

Stage 1: Goal and Scope determines how much of the product life cycle will be considered

in the evaluation and how the evaluation will be carried out. It also specifies the standards used to

compare systems.
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Stage 2: Inventory Analysis describes the materials and energy flows of the system, the

interactions with the environment, mainly raw materials usage and emissions.

Stage 3: Impact Assessment details the impact of each category and assesses it by normaliz-

ing or weighting methods.

Stage 4: Interpretation reviews the results, determines data sensitivity, and presents results.

Calculating the LCA of a product can assist with searching for life cycles with a minimal

negative impact on the environment, taking decisions, deciding on the focus and priorities for

strategic planning, creating new products or modifying existing processes, and, finally, marketing

/ eco-labeling [43].

2.2.5 LCA Software

Five software tools that calculated the evaluation of a product’s life cycle were analysed. The first

one is Simapro, a software tool that provides insights into the environmental performance of prod-

ucts. It models and analyses complex life cycles, measures the environmental impact of products

and services across all life stages, and identifies the hot spots of every link in the supply chain

[44]. The second one is Sphera which offers a holistic view of the product’s energy consumption,

ecological hot spots, and the resulting environmental impacts. Moreover, it calculates the prod-

uct’s life cycle and compares it with alternative scenarios. It also provides a database that details

the costs, energy, and environmental impact of sourcing and refining materials. Finally, it presents

greener alternatives for manufacturing, distribution, recycling, pollution, and sustainability [45].

Furthermore, openLCA is an open-source tool that calculates sustainability and life cycle assess-

ments, showing analysis results and identifying main drivers through the life cycle. Life cycle

costing and social assessment are also integrated [46]. In addition, Ecochain offers two solutions

to estimate the life cycle assessment. Ecochain Helix measures the impact of large product portfo-

lios, estimating each LCA and analysing the environmental insights on multiple levels. Ecochain

Mobius, however, measures a product’s environmental footprint, compares different products and

materials, and facilitates the design of more sustainable products [47]. Finally, iPoint is a software

tool that offers solutions for the entire product life cycle, including carbon footprint, life cycle as-

sessment, circular economy, design for sustainability and compliance solution, and digital product

passport [48].

2.3 Route Optimisation Algorithms

In this section, an introduction to the Vehicle Routing Problem will be presented, including its

variants. Additionally, the methods used to solve this specific problem will be showcased.

Previous work conducted by the Artificial Intelligence and Computer Science Laboratory at

University of Porto focused in generation and optimisation of inspection routes for economic

and food safety, partnering with the Portuguese Food and Economic Safety Authority (ASAE).

Findings can be found in articles [49], [50], [51], [52], [53]. In the case of the current project, the

goal is to optimise routes as well but from producers of fruits and vegetables to consumers taking
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into account food waste and environmental factors, taking inspiration from this previous work in

developing the solution.

2.3.1 Introduction to the Vehicle Routing Problem

The Vehicle Routing Problem (VRP) is a linear optimisation problem, common in logistics and

transport, that has the goal of figuring out how to use a fleet of trucks with different capacities to

cater to a group of customers who are geographically spread out around a central depot [54] [55].

It is one of the most widely studied problems in the literature of Operations Research and, over the

years, the approaches have become more advanced in order to accommodate real-life complexities

[54].

2.3.2 VRP Variants

In article [56], a summary of various Vehicle Routing Problem (VRP) variants was presented.

These variants represent different problem settings and constraints in the VRP. For instance, the

Capacitated VRP variant explicitly considers the capacity of each truck [57], while the Time-

Dependent VRP variant takes into account both the distance and the time of day to predict travel

time [58, 59]. The Pickup and Delivery Problem has paired pickup and delivery points, and there

are several variants of this problem [60, 61]. The Multi-Depot VRP variant contains more than

one depot, and vehicles are assigned to them [62, 63]. In contrast, the Stochastic VRP variant

assumes that some elements such as travel times are random [64].

Other variants include the Location Routing Problem, which decides whether to open one or

more depots and calculates the route after that [65, 66]. In contrast to the Dynamic VRP, which

is a dynamic operation where client requests are published throughout the planning period and

assigned in real-time[67, 68], the Periodic VRP version finds the most efficient path and schedules

the tours for specific days of the week [69, 70]. The Inventory Routing Problem variant guarantees

that there are no stock-outs at each customer [71, 72]. The Fleet Size and Mix VRP variation also

selects the fleet’s most cost-effective combination of vehicles[73, 74].

The Generalized VRP variant divides customers into clusters, and only one customer in each

cluster is visited [75]. The Multi-compartment VRP variant deals with goods that are inhomoge-

neous and non-inter-mixable, so they need to be in different compartments of the vehicle [76, 77].

The Site-dependent VRP version limits the amount of vehicle types that can visit each site to a

subset rather than all of them [78]. The Split-delivery VRP variation enables multiple vehicles to

cater to each client [79, 80]. In addition, the Fuzzy VRP variation formulates subjective, unclear,

and imprecise parts using fuzzy logic [81, 82].

The Open VRP variation doesn’t demand vehicles to come back to the depot once the route

has been completed [83, 84], the VRP with Loading Constraints variant calculates the best paths

within packing restrictions [85, 86], the Multi-echelon VRP variant studies the movement of flows

in a multi-echelon distribution strategy [87], and the VRP with Time Windows variant takes into
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account service time intervals and due dates, being divided in Hard Time Windows (hard con-

straint) and Soft Time Windows (soft constraint with penalty) [88], [89].

2.3.3 Algorithms used in VRP

Either exact or approximate algorithms are used to solve VRP problems [56],. Exact algorithms

reach the optimal solution however they can only tackle problems on a small scale. Compara-

tively, approximate algorithms tend to be used in practice as they can quickly provide satisfactory

answers to complex issues. Exact algorithms are classified into three categories, direct search tree

algorithms, dynamic programming, and integer linear programming [90]. Approximate solutions

include classic heuristics and metaheuristics. The categories for classical heuristics are saving al-

gorithms, sequential improvement algorithms, sweep algorithms, petal algorithms, and Fisher and

Jaikumar two-phase algorithms [91] [92] .

Metaheuristics, compared to classic heuristics, perform a deeper search of the solution space,

thus being able to reach better solutions, in spite of bigger computation costs [92]. Metaheuristics

can be classified in two types[56], local search and population search. Examples of local search

algorithms are tabu search (TS), simulated annealing (SA), greedy randomized adaptive search

procedure (GRASP), variable neighborhood search (VNS), and large neighborhood search (LNS).

For population search, some examples are genetic algorithms (GA) and ant colony optimisation

(ACO).

2.3.4 Other Technlogies

Apart from exact and approximate algorithms, other technologies are starting to be applied to these

types of problems. For example, article [93] developed a state-of-the-art review on the applica-

tions of blockchain and AI in transportation systems, including the advantages and challenges.

Furthermore, article [94] discussed various applications of AI in transportation systems, including

knowledge-based systems (KBS), neural networks (NN), and fuzzy systems. It also arrived at the

conclusion that AI technologies are expected to improve transportation safety and environmental

compatibility in the future.

2.4 Sustainable Route Optimisation

Over the years, the interest in more sustainable approaches has increased and route optimisation

was no exception. The demand for environmental protections and the responsible use of natural

resources has motivated companies to take into account environmental concerns in their decisions

[95]. Thus, the interest in green route optimisation has increased. In addition, one of the biggest

impacts caused by transportation is the over-exploitation of resources, such as energy and water.

The use of energy specifically increases pollution with the release of greenhouse gases, contribut-

ing majorly to climate change and global warming. This article [96] has also added air pollution,

noise, land use and safety hazards including accidents as negative impacts of transportation. Thus,
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this section will present an introduction of the Green Vehicle Routing Problem (GVRP), the envi-

ronmental impact factors, and different instances of GVRP.

2.4.1 Introduction to Green VRP

The Green Vehicle Routing Problem (GVRP) has the goal of harmonizing both the environmental

and economic costs by implementing effective routes to meet environmental concerns, decreasing

its negative impact, and financial objectives [56].

2.4.2 Environmental Impact Factors

In transportation, one of the factors that influences the environmental impact is fuel consumption.

Furthermore, the study [97] details different emission models. There are "numerous energy and

emission models available and they differ in their modeling approaches, modeling structures, and

data requirements" [98]. The initial study [97] categorizes fuel consumption models in increasing

levels of complexity. First, only basic fuel consumption techniques are included in the factor

models. Then, the microscopic models estimate immediate vehicle fuel use and emission rates at

a more precise level, while the macroscopic models estimate network-wide emission levels using

average aggregate network variables.

This study [97] then concludes that vehicle speed is quite crucial for fuel consumption and

it’s critical to travel at a speed that minimizes fuel consumption. Furthermore, medium-duty cars

should not be chosen over light-duty vehicles and medium-duty should be preferred over heavy-

duty vehicles. At last, a positive road gradient should be considered when planning a route due

to the fact fuel usage rises as a result of it. Finally, the article [97] reiterates the suggestion of

using multi-objective optimisation in green road transportation considering the several factors that

impact the environment.

2.4.3 Different Instances of Green VRP

In article[56], there are three categories for GVRP. The first one is Green-VRP which optimises

the energy consumption of transportation [99]. A vehicle dispatching plan with reduced pollution,

specifically a decrease in carbon emissions, is settled upon by The Pollution Routing Problem

[100], [101]. Finally, VRP in Reverse Logistics deals with the distribution aspects of reverse

logistics. Reverse logistics is the process of organizing, implementing, and managing backward

streams of raw supplies, in-process stock, packaging, and final products from a manufacturing,

distribution, or application point to a point of recovery or a point of proper disposal [102], [103].
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2.4.4 Algorithms for Green VRP

The article [104] analysed the algorithms used for Green VRP in a universe of 309 articles and

checked which strategies were more popular. It was concluded the most common strategy is Meta-

heuristics (41%) followed by Exact algorithms (18%), Exact Solver (16%), Hybrid (14%), Heuris-

tic (7%) and Software Application (4%). As stated by study [105], metaheuristic approaches re-

ceive more attention since they are a quicker method compared to exact methods, that fail to reach

a good solution in a reasonable amount of time.

Additionally, the article [104] also checked the variables that were used in Multi-Objective

strategies for Green VRP. The most common variables taken into account are Emissions (21%),

Cost(19%), and Social Factors(17%). As an example, in study [106], they have three goals, that

are decreasing the operational costs of travel, the fuel consumption based on the distance traveled

and taking into account the load of the vehicle and increasing customer satisfaction. Another

example is the article [107], that wants to minimize the distance traveled and the CO2 emissions.

In this case, the estimation of CO2 also takes into consideration the state of the vehicle, whether it

is empty, lowloaded, halfloaded, high loaded and fully loaded.

2.5 Electric Vehicle Route Optimisation

Electric vehicles are a sustainable solution to use for transportation compared to fossil fuel vehi-

cles. There has been a rise in interest in applying this technology and it’s directly connected with

green route optimisation. This section will go over the relevance of electric vehicles, the Electric

Vehicle Routing Problem (EVRP) and its variants.

2.5.1 Relevance of Electric Vehicles

Electric cars feature various eco-friendly characteristics, including fewer GHG emissions, im-

proved energy efficiency, and decreased noise pollution[108]. Thus, the adoption of these vehicles

provides a good chance to improve the environment [108], [109], [110], [111].

The transportation industry emits a considerable amount of CO2, impacting negatively the

environment. The use of electric vehicles and, consequently, the decrease of CO2 emissions com-

pared with other vehicles, will help reduce the negative impact on the environment. The article

also noticed an increase in interest in purchasing electric vehicles. Hence, one can conclude that

betting on this technology as a tool for a greener transportation industry is a good idea [112].

However, it should be noted that there are some cons compared to typical fossil fuel vehicles.

For example, the article [113] mentioned the long charging time of EV batteries, the low energy

density of batteries, and the scarcity of public and/or private charging stations for EVs. Addi-

tionally, the article [114] also concluded that the use of electric vehicles for transportation should

"not be automatically associated with profitability, but rather with exploration and preparation in

anticipation of expected future developments".
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2.5.2 Introduction to EVRP

The main difference between EVRP and VRP is the need to consider the electric vehicle’s mileage,

battery capacity, charging/swapping station time window, and the vehicle characteristics and power

performance as well as the fuel consumption constraints of the VRP [115]. These added con-

straints make the EVRP more challenging than the traditional VRP. Additionally, while develop-

ing a solution for EVRP, researchers need to take into account additional factors such as vehicle

capacity/load capacity, vehicle energy usage, accessible charging stations, charging technology

employed, charging station capacity limitation, grid capacity constraint, immediate price of elec-

tricity and charging cost [108].

2.5.3 EVRP Variations

In article [108], three variations of EVRP were introduced. The first one is EVRP with charging

where it takes into account the charging location, with the possibility to charge at the place of the

customers, depots and charging stations. It also considers the capacity of the charging stations.

The second variation is EVRP with a time window (EVRP-TW), both with hard and soft time

windows. Finally, the last variation is EVRP with a mixed fleet (EVRP-MF). This can comprise

identical types of EVs and fossil-fuel vehicles, mixed types of EVs and fossil-fuel vehicles and

mixed types of EVs.

2.6 Food Waste

Food Waste has become a relevant problem for today’s world. Sustainable Development Goal

(SDG) 12.3 states that by 2030, global food losses should be reduced by half throughout the entire

food value chain, including post-harvest losses and the end consumer [4].

Food loss is "the decrease in the quantity or quality of food resulting from decisions and

actions by food suppliers in the chain, excluding retail, food service providers and consumers".

Food waste, on the other hand, is "the decrease in the quantity or quality of food resulting from

decisions and actions by retailers, food services and consumers"[116], [117]. However, some

authors don’t make any distinction between them [118].

Preventing a surplus of food or loss throughout production and consumption along the food

value chain is the first step in achieving the goal of reducing food waste. Reuse encompasses the

actions done to give surplus food to those in need. The recycling stage includes using exceeding

food for animal feed or composting and the recovery stage uses the surpluses to produce energy.

Finally, the disposal takes care of eliminating the surpluses in a landfill [116]. Prevention has been

the least promoted solution however it is the most environmentally favorable option to handle

this problem and for long-term sustainable consumption and production as well [119], [120], and

[121].

As explained in the food waste hierarchy, food surplus doesn’t need to go to waste. For exam-

ple, food donation can contribute to FLW reduction and social and environmental advancements
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[122], [123]. Additionally, due to the uncertainty of demand and supply, fresh products could be

frozen when possible to reduce food waste. However, it leads to a decrease in the value of the

product [122], [124]. This section will be explaining the current impacts of food waste and the

causes of food waste in transportation.

2.6.1 Impact of Food Waste

According to assessments from the Food and Agriculture Organization of the United Nations

(FAO), about one-third of the food produced fails to reach consumption[116], [1]. Furthermore,

food waste is an issue since it not only fails to feed those in need but also consumes a significant

amount of resources [116], [125]. Additionally, halting ongoing food losses would be sufficient

to satisfy 1.9 billion people’s caloric needs at a time when, according to the United Nations (UN),

815 million people are hungry worldwide[116], [3]. Therefore, it is widely acknowledged that,

rather than a lack of production, distribution problems cause the issues in the global food supply

chain[116], [126].

Furthermore, the article [127] summarizes the environmental, social and economic impacts of

food waste. For environmental impact, it notes the rise of methane emissions from greenhouses,

the ineffective usage of agricultural land and water and the waste of non-renewable energy. For

social impact, it reffers to the reduction in nutrition level, the greater susceptability to diseases

caused by micronutrient deficits, the food prices rise, making access more difficult and the de-

crease in both salaries and output of labor. Regarding the economic causes, it considers the reduc-

tion in reveneu, the increase in expenditure for disposal and treatment of waste and the decrease

of funds available for additional investment.

2.6.2 Causes of Food Waste in Transportation

In the shipment, storage, distribution, and wholesale stage, the specific causes of food loss in

the fruits and vegetable sector are variations in temperature (strawberries, tomatoes, potatoes, etc),

storage pushing (lettuce, apples, potatoes), weather-related sales variability (lettuce), demand fore-

cast inaccuracy (lettuce, tomatoes, broccoli), storage deterioration (onions and broccoli), destruc-

tive quality control (onions and avocados), distance traveled (citrus), and, finally, shipping delays

(bananas) [122], [124]. Furthermore, perishable products, like fruits and veggies, need manage-

ment approaches and models that take into account additional challenges such as temperature

controls, quality decay, or waste reduction methods [128], [129], [130].

During transportation, FLW is "influenced by the type of transport, infrastructures,distance

between pickup and delivery and duration of moving and handling" [119]. The causes of FLW

during transportation are expired products in transit, improper handling, inadequate packaging,

interruption of the cold chain, inappropriate type and condition of transport, lack of protection of

the products in the cargo space, presence of ramp and slipways on the routes and finally, lack of

cold chain facilities [119] [131].
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The article [131] continues by saying that it is critical to tweak the routes since poor prod-

uct placement combined with intense vibration during transportation can result in damaging the

packages. Additionally, a prolonged transportation process leads to the product having a shorter

lifespan when it finally reaches the customer. This could be restrictive, particularly for foods that

are easily perishable, like fruits and vegetables. In addition, the articles [132], [133] consider

transportation the most critical step through the food journey due to the problems affecting the

products during shipments and storage activities, especially in international and intercontinental

trips.

2.7 Sustainable Agriculture

This section will briefly elaborate on the impacts of agriculture and two examples of alternative

food systems.

2.7.1 Impact of Agriculture

The articles [134], [135] forecasted that the transport industry contributes to nearly half (48.5%) of

the emissions in the alimentary production supply chain when a complete "farm to fork" analysis is

made, which takes into consideration agriculture, food processing, distribution, and consumption.

Furthermore, approximately 30% of the world’s energy is used for food production. Additionally,

eutrophication of water (more than 50%)[134], [136], biodiversity loss (60%) and land conversion

(60%) as well as nutrient overload (70%) and climate change (30%) [134], [137] are all directly

impacted by global food systems and the food and beverage businesses which sustain them.

Furthermore, given the majority of food needs to be refrigerated during transit, such refrigera-

tion systems can consume up to 40% of the diesel. This may help clarify why freight transportation

uses over 25% of all petroleum globally and contributes more than 10% of all fossil fuel-related

carbon emissions [134], [138]. However, it has been concluded that delivering orders to homes

through automobiles is more environmental friendly than having a lot of people go to the store

individually by car. The delivery services go to all delivery points in one round-trip in the quickest

path to each residence. Hence, the efficiency of the routes reduces the carbon footprint of food

shopping [134], [139].

2.7.2 Regional Food Systems

One can then conclude that modern food supply systems face major environmental and social

problems. Regional food systems, in which consumers favor nearby food suppliers, could con-

tribute to finding a solution [140]. Additionally, while the majority of locally produced food is

provided to stores, some of it is sold directly to consumers. The articles [140], [141], [142], [143]

further add the perceived reasons why consumers would prefer regional foods, them being lower

prices, fresher food, safer and more nutritious food, decreased dependence on oil and gas and
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long-distance travel, as well as the potential to boost the regional economy. This increase of inter-

est for regional foods has the potential to be highly advantageous for small farms, which make up

85% of all regional food producers and have an annual income of less than $75,000 [140], [144].

Nonetheless, there are some disadvantages of direct producer-consumer contact, such as the

preference from consumers to buy food in grocery stores and a lot of farmers struggle with the

cost of transporting their produce to farmer markets [140], [144], [145]. In order for food regional

systems to unlock their full potential, the respective producers must find a way to scale their

operations and, by using institutional and retail outlets, they may reach a wider spectrum of clients

with their products.

It should be also taken into account that, even though regionally produced foods travel shorter

distances, due to the scaling that may be accomplished by long-distance freight movement of entire

truckloads, regional food systems are typically less effective [140], [146]. The best practices for

improving the efficiency of these regional systems are utilizing vehicles effectively, minimizing

vacant backhauling, selecting the right vehicle, making regular and timely deliveries, utilizing

third-party logistics providers’ services, and establishing transportation partnerships.

2.7.3 Short Food Supply Chain

Short Food Supply Chain (SFSC) is "a supply chain involving a limited number of economic op-

erators committed to cooperation, local economic development, and close geographical and social

relations between producers, processors, and consumers" [147]. SFCS represents an alternative

food system that is more sustainable due to the fact that low food miles (the distance food travels)

of local food systems "imply lower fuel consumption, lower CO2 emissions, and fewer distribution

phases" [148], [149], [150], [151].

As previously mentioned, the short-distance advantage cannot be enough to decrease the en-

vironmental impact if there are other factors present, like a "lack of an efficient coordination in

transport logistics, the increasing use of private cars or the frequent journeys with low load factors

required" [147], [152], [153], [154].

2.8 Implications and Future Directions

The study conducted gathered the current context of the Vehicle Routing Problem applied to sus-

tainability and where food waste can be implemented. Considering the articles reviewed, route

optimisation taking into account both food waste and sustainability hasn’t been properly explored

yet. Therefore, an opportunity arises in this field where the development of these algorithms could

be useful for the industry. Furthermore, this chapter has shown the importance and the impacts

of food waste in today’s world. Factoring in the information presented, one can conclude that

although the literature on green vehicle route optimisation is extensive and the interest in turning

transportation more sustainable is increasing, there isn’t yet a focus on putting together efforts to

at the same time decrease food waste and environmental impacts of transportation. Hence, one of

the future steps in the literature would be to develop route optimisation algorithms that included
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both food waste and environmental impact factors. Given the increase of interest in making oper-

ations more sustainable and reducing food waste, there is a huge potential in this field of research

to develop these algorithms.



Chapter 3

Methodology

This chapter presents the methodology employed to define the problem, how the proposed method

generates a solution, the features added to complement the solution, and the algorithms applied.

3.1 Problem Definition

This section thoroughly explains how the solution proposes the representation of the problem. The

Classes Definition subsection showcases how each class is organized and what it represents and

the Problem Creation subsection brings light on how the information comes together.

3.1.1 Classes Definition

In order to represent the problem, several classes were created. The FoodType class represents a

type of produce, for example apples or oranges. It contains:

• id: integer;

• name: string;

• no_days: int - number of days since collected it takes to get too ripe;

• volume: float - individual volume of one product (example: one apple -m3).

The Consumer class represents a consumer and has:

• id: integer;

• latitude: float;

• longitude: float;

• request: list - list of tuples with the structure (FoodType: FoodType, quantity:integer,

date:datetime.datetime) being quantity the amount of products from FoodType and date the

date that the consumer made the request;

22
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• too_ripe: boolean - if it is true, it means that the consumer can receive close to end of

consumption date produce.

The Producer class represents a producer and, similarly with the Consumer class, has:

• id: integer;

• latitude: float;

• longitude: float;

• stock: list - list of tuples with the structure (FoodType: FoodType, quantity:integer, days_rippen:

integer, date:datetime.datetime) being quantity the amount of products from FoodType,

days_rippen being the amount of days passed since it was ripped and date the date the

product is available for transportation.

The Vehicle class represents the vehicles of the problem that transport the food and has:

• id: integer;

• fuel_type: string;

• consumption: float - consumption of fuel per meter;

• fuel_price: float;

• fuel_emissions: float - emissions of the fuel type per unit of consumption;

• capacity: float - the volume capacity of the car (m3)

The Problem class represents the whole problem and contains:

• producers: list;

• consumers: list;

• vehicles: list;

• food_types: list.

The Food Delivery class represents a food delivery between a producer and a consumer and

what the producer delivered to the consumer. It has:

• producer: integer - id of the producer;

• consumer: integer - id of the consumer;

• food_list: list - list of tuples with the structure (FoodType: FoodType, quantity: integer,

days_rippen: integer), similar to the one in stock in Producer object;

• total_volume: float - the total volume corresponding to the food_list.
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The CarRoute class represents a route that a car will do in one day. It contains:

• vehicle: Vehicle - vehicle that is performing the route;

• food_delivery_list: list - list of FoodDelivery objects that correspond to the ones being taken

care of by the vehicle;

• prod_cons: dictionary - dictionary with the keys as producers (their id) and the values as a

list of ids of consumers that the producers will deliver food;

• route: list - list of strings that represents the order where the car will pick up or deliver food.

Finally, the RouteSolution class represents a single solution, with the information of the Car-

Routes. It has:

• car_routes: list - a list of the CarRoutes;

• vehicles_info: list - list of the Vehicles of the problem;

• producers_info: list - list of the Producers of the problem;

• consumers_info: list - list of the Consumers of the problem;

• food_type_info: list - list of the FoodTypes of the problem;

• dist_dict: dictionary - dictionary with the key as a tuple with (lat1: float, lon1:float, lat2:float,

lon2:float) and the value dist:float that is the distance between points (lat1, lon1) to (lat2,

lon2);

• date: datetime.datetime - date of the solution;

The figure 3.1 represents the classes of the proposed solution.

3.1.2 Problem Creation

With the use of the Problem class and a problem creation function, the program reads the infor-

mation of the problem and creates the objects for Producer, Consumer, Food_Type, and Vehicle,

the ids for producer and consumer are assigned to be sure there are no repeated ids, and assembles

the lists containing the information. The Problem Class allows access to the information required

to solve the problem efficiently and is then used to generate RouteSolution solutions.

3.2 Dataset

The first step to understanding which dataset to use was defining which variables were needed

for the problem. Because this is a route optimisation problem taking into account food waste

and environmental sustainability, not only was it vital to have information about the location of

producers and consumers, but also information about the food that was going to be transported,
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Figure 3.1: Diagram of the classes

the stock of the producers, the requests the consumers have, information about the cars and its

emissions. The different variables needed for the problem reflect on the characterization of the

classes of the problem. So, for consumers, one needed the location, if they could receive food that

was too ripe, and the requests with the date on it. For producers, there was also a need for the

location and its stock with the dates. For FoodTypes, besides the product’s name, there was the

number of days it took for the product to get spoiled and the volume of each unit occupied. Finally,

for the vehicles, it was also essential to refer to the type of fuel, the fuel price, the CO2 emission

rates, and the vehicle’s capacity. As seen from the variables needed, a simple VRP dataset would

not be enough. Hence, an extensive search for a dataset was carried out.

3.2.1 Search for Datasets

Two dataset websites were used to find possible datasets [155] and [156]. For dataset [155], the

keywords "food delivery", "food delivery transportation", "transportation of perishable products",

"green vehicle routing problem" and "vehicle emissions" were used. However, there were no

datasets that could be used for the problem.

[156] is a website that contains only VRP datasets and the following keywords were used:

"GVRP", "Green", "G-VRP", "food waste", "environment" and "perishable products". Seven

datasets that looked promising were found. However, some of them were repeated, and the latitude

and longitude were the only helpful information since the nature of the problems was different.

Some datasets contained only electric vehicles not considered in this solution, others did not have

different types of vehicles, and none had information regarding food waste.

Additionally, the article [157] contains the benchmarks datasets for VRP that was also con-

sulted. Unfortunately, the datasets mentioned in this article suffered the same problems as dataset
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[156]. Due to the difficulty in finding appropriate datasets that could fit the problem, the dataset

used was generated.

3.2.2 Initial Dataset

The first dataset used to solve the problem was written by hand and contained four text files:

"consumers.txt", "food_types.txt", "producers.txt," and "vehicles.txt". The locations used for the

consumers and the producers were chosen in northern Portugal. The consumers’ file has ten con-

sumers, and each line represents a consumer. The producers’ file has three producers. Each line

represents a producer. Likewise, the vehicles file also has three vehicles. Finally, the food types

file has ten fruit types and is represented by each fruit in one line.

Example of a consumer line:

1 0 41.193125 -8.660231 1 watermelon-1-22/05/2022,apple-3-23/05/2022

Example of a producer line:

1 0 41.242969 -8.648129 orange-20-2-22/05/2022,strawberry-40-4-22/05/2022

Example of a vehicle line:

1 0 diesel 15 1.507 2.6 500

Example of a food type line:

1 0 orange 10 0.1

3.2.3 Dataset Generation

Since the initial dataset was rather small and no dataset was found online, the dataset for testing

was generated. First, 60 coordinates from the North part of Portugal were chosen for the consumer

locations, and 18 coordinates from the North of Portugal were chosen for the producer ones. The

locations were registered in a file for the consumer locations and another for the producer locations.

Furthermore, more produce variety was added to the food types file, with 20 fruits and vegetables

now. For both the producer and consumer generation, the number of days had to be indicated as

the initial date. A function for request generation was written that would generate a list of requests

in a determined day. The generator randomly selects the size of the request list between 1 and 5,

and then a sample of food types would be randomly chosen with the size of the request list, so

each request for the day had a different type of produce. The quantity was also randomly chosen

between 1 and 10. The consumer generation function generated a request list for each consumer
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location and each day and randomly chose whether the consumer could receive extra food. Each

line of the new consumer file generated corresponded to the consumer’s information and the one-

day request list. Similarly to the request generation function, a stock generation function was

also developed. This function generates a stock list and randomly chooses a quantity between 30

and 100 for each food type. It also selects the number of days since ripped between the values

of one and the number of days it takes for the food type not to be appropriate for consumption.

The producer generator function generated a stock for each location and day. Finally, a vehicle

information generator function was also created. Four fuel types were introduced, gasoline, diesel,

hybrid, and LPG, as list strings. The usual interval of consumption values regarding each fuel type

was also in a list, and the index of an element of this list was the same for the index of the type of

fuel correspondent. A fuel emissions list with the values for each fuel type was also added. Since

the fuel price is always changing, the function randomly generates four prices between the values

of 1 to 2.5. Finally, the number of vehicles for the problem was chosen randomly between 12 and

20. For each vehicle, the type of fuel was randomly selected, and then consequently, the values

of the price and the emissions were gathered, and the consumption was randomly chosen between

the typical values of the fuel type. The vehicle’s capacity was also generated between 300 and

1000. Each line of the new vehicle document corresponds to a vehicle.

The figure 3.2 shows the data flow of the files to the Problem class.

Figure 3.2: Diagram of the data flow

3.3 Generation of a Solution

As mentioned, the RouteSolution class represents a solution with the corresponding CarRoutes.

The function that generates a solution requires an instance of the Problem class, with the infor-

mation about the problem as a parameter, the distances dictionary to calculate the distances of

the routes, the current date, and two boolean parameters, one that represents if the food should

be optimally allocated concerning food waste and if the solution should allocate extra food. The

respective sections will explain the cases where the food should be optimally allocated or if the

solution should allocate extra food close to consumption date.
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For the case where the food is not optimally allocated, the function will first allocate which

producer will provide the food for each consumer request. It will call a function, allocate_food,

demonstrated in listing 3.1.

1 function allocate_food(problem):

2 for each consumer in consumers do:

3 for each request in consumer request:

4 producer <- choice(producers)

5 if producer possible_to_supply request:

6 food <- producer update_supply request

7 add food to list fl

8

9 add consumer id to list of producer id in visits dict

10

11 return visits, fl

Listing 3.1: Allocate Food Function

As seen in listing 3.1, for each request, a random producer is chosen, and with possible_to_supply,

it will check if the producer has the product that fulfills the request. If so, the update_supply func-

tion updates the producer’s stock with the values of the request and returns a FoodDelivery class

with the request as a food_list. The visits dictionary keeps the producers as keys and the list of

the consumers that will receive produce from the producer as values. Afterward, the food delivery

list is uniformed by reducing the objects with the same producer and consumer and adding the

lists. Once this is concluded, the function will decide which car will care for which producer and

respective consumers, like in listing 3.2.

1 for each producer id in visits keys:

2 car <- choice(vehicles)

3 add producer id to list of card id in car_assignment dict

Listing 3.2: Initial Car Allocation

A random vehicle will be allocated to each producer with a car_assignment dictionary where

the key is the car’s id, and the value is a list of producers the car will transport its produce. The

final step is creating the CarRoute objects in listing 3.3.

1 for each vehicle in vehicles:

2 sub_fl <- sub_food_list of list of producers from vehicle id in car_assignment

dict from new_food_list

3 route <- create CarRoute with vehicle and sub_fl

4 add route to list routes

5 solution <- create RouteSolution with routes, problem, distances and date

Listing 3.3: Create CarRoute Objects
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For each vehicle, the sub_food_list function is called and will create a new list of FoodDelivery

objects that only have the producers of the car as producers, and a CarRoute object is created. An-

other section explains the generation of the routes mechanism. To conclude, figure 3.3 represents

the flow of the function.

Figure 3.3: Diagram of the generate_route function flow

3.3.1 Fitness Function

The fitness function is calculated with three factors, the economic factor, the emissions factor, and

the food waste factor. These parts are added to the fitness, and the goal is to minimize the fitness

function. Therefore, the smaller the fitness result is, the better. The economic factor is the sum of

the economic factor of each car route that’s calculated like the following:

economic f actor = distance∗vehicle.consumption∗vehicle. f uel_price (3.1)

This way, it calculates the price of each route and adds the total. The emissions factor is also

the sum of the emissions factor of each car route and is calculated like this:

emissions f actor = distance∗vehicle.consumption∗vehicle.emissions (3.2)
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Finally, the food waste factor adds the food waste of each food in the food list in all the food

deliveries of all car routes and is calculated like this:

f oodwaste f actor = f ood.no_days− f ood.days_since_harvested (3.3)

It calculates the difference between the days the product has until it goes rotten and the days

the product has. This way, it prioritizes the produce closer to the consumption date and takes a

step at preventing food waste. However, in case the product has been harvested longer than the

days it takes to rot, the calculation goes like this:

f oodwaste f actor = f ood.no_days+ f ood.days_since_harvested (3.4)

This technique penalizes the solution if the algorithm has, by chance, chosen produce that is

too old for direct consumption. Both the emissions factor and the economic factor are divided

by 100000000 and the food waste factor is divided by 1000 so each value has similar order of

greatness and consequently similar importance. Furthermore, the value of the fitness is easier to

read and interpret.

3.3.2 Distances Calculation

An API, called Openrouteservice [158], calculates the distances between two points, represented

by their latitude and longitude. The calculation takes into account the distances of what the cars

need to tavel. Other APIs were taken into consideration as well, such as Google Maps API [159],

Bing Maps API [160] and Mapbox API [161], however the Openrouteservice was free and with

a bigger limit of operations using the student version. The table 3.1 shows a quick comparison

between the features of each API.

Table 3.1: APIs Comparison

Feature OpenRouteService GoogleMaps BingMaps Mapbox
Geocoding ✓ ✓ ✓ ✓

Directions ✓ ✓ ✓ ✓

Distance Matrix ✓ ✓ ✓ ✓

Traffic Data ✓ ✓ ✓ ✓

Open Source ✓ x x x

3.3.3 Optimisation of Food Allocation

When creating a RouteSolution object, there is the option of allocating the producers to the re-

quests optimally, considering food waste, which means that the algorithm will choose the producer

with the oldest produce that hasn’t gone over the ideal consumption date.

1 for each request in consumers request:
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2 for each producer in producers:

3 for each index i in list stock:

4 if request name equals stock[i] name and request quantity smaller or

equal stock[i] quantity:

5 if current_producer stock[current_index] days_since_harvested

smaller stock[i] days_since_harvested and stock[i]

days_since_harvested smaller or equal stock[i]no_days:

6 current_index <- i

7 current_producer <- producer

Listing 3.4: Allocate Food Optimally

In listing 3.4, for each request, it will check the producers with the stock and the correspond-

ing oldest produce without going over the consumption date. In this way, delivering the oldest

produce instead of the more recent one will decrease the chances of food waste. Afterward, the

FoodDelivery object is created, and the producer’s stock is updated.

3.3.4 Route Representation

The route in a CarRoute object is a list of strings where, in the case of a producer, it is the string

version of its id. However, in the case of a consumer, the string in question is in the format of

"consumer_id - producers_id. For example, if the consumer has the id seven and, in that stop, the

vehicle will deliver produce from producers 1 and 2, the element will be represented by "7-1,2".

Here is an example of a simple route:

1 ["0", "1","2", "4-1", "6-0", "8-2", "7-1,2", "9-0,2"]

3.3.5 Generation of Routes

When initialising a CarRoute object, the define_route function in listing 3.5 is called to create the

route taking into account the producers and the consumers.

1 route <- generate_route()

2 probability <- random()

3 if probability smaller 0.5:

4 optimize_route()

Listing 3.5: Define Route

The generate_route() function returns a list corresponding to the route of the CarRoute, and

the optimize_route function will be explained in its section. The generate_route() in listing 3.6 is

divided in two possible strategies: generate_prod_cons_route and generate_prods_first_route.
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1 function generate_route():

2 current_route <- [] #empty list

3 probability <- random()

4 if probability < 1/2:

5 current_route <- generate_prod_cons_route()

6 else:

7 current_route <- generate_prods_first_route()

Listing 3.6: Generate Route

The generate_prod_cons_route strategy, for each producer of the CarRoute, puts first the pro-

ducer and then the consumers after the list of consumers is shuffled. Additionaly, the gener-

ate_prods_first_route puts all the producers at the beginning of the list and then shuffles the con-

sumers. The generate_complete_random_route randomly was initially used as well and it gener-

ates randomly the order of the route and it keeps generating until the order constraint is respected,

however, when testing with the bigger dataset, this approach would take too long so it was re-

moved.

3.3.6 Order Constraint

When generating or tweaking the route list, the proposed solution considers the order of the ele-

ments since the producer needs to go before the respective consumer so that the vehicle can pick

up the product and then deliver it. Therefore, an order constraint is in place. The function in listing

3.7 implements this constraint and returns True if the order makes sense and False if it doesn’t,

therefore, in the case that at least one consumer is before the respective producer in the order of

the stops.

1 for each stop in route:

2 if stop is_consumer:

3 for producer in get_producers_list of stop:

4 if producer not appears_after stop in route:

5 return False

6 return True

Listing 3.7: Order Constraint

For each route element, the function checks if it is a consumer. In that case, for each producer

related to that element, in get_producers_list, it will check if the producer is before the consumer

in the order of the route by calling the appears_after function. This function returns True if the

consumer appears after the producer in the route order and False if otherwise.

3.3.7 Optimisation of Routes

When generating a route, there is a probability of optimising it. The idea of optimising the gen-

erated route came up since, in a CarRoute, the same consumer could receive products from dif-
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ferent producers, and the routes generated two stops for the same consumer. Therefore, the opti-

mize_route goes over the route, and if there are two stops on the same consumer, it deletes the first

stop and adds the producer of the first stop in the second stop, reducing the number of stops of the

vehicle and making it more efficient.

3.4 Solution Tweaks

The program includes three tweak functions to increase the diversity of the solutions, where each

tackled a different part of the solution and slightly changed it. One of the functions slightly alters

the food allocation of the solution. One slightly alters the order of the routes, and the other the car

allocation.

3.4.1 Food Allocation Tweaks

The Food Allocation Tweak strategy changes at random the producer of a FoodDelivery object as

shown in listing 3.8.

1 while not sanity_check:

2 route1 <- choice(car_routes)

3 route2 <- choice(car_routes)

4 food_delivery <- choice(route1.food_delivery_list)

5 new_producer <- choice(list(producers from route2))

6 for each request in food_delivery.food_list:

7 if new producer not possible_to_supply request:

8 sanity_check = False

9 consumer <- consumer from food_delivery

10 give_back_stock to producer from food_delivery

11 take_out_food_delivery food_delivery in route1

12 add_food_delivery food_delivery in route2

Listing 3.8: Food Allocation

The function randomly plucks two CarRoutes from the car_routes list and chooses a FoodDe-

livery from the first CarRoute. Additionally, it chooses a new producer from the second CarRoute,

and for each request in the food_list of the FoodDelivery instance, the function checks if the

new_producer can fit that demand. If impossible, the cycle starts again by randomly selecting two

CarRoutes. When it finds a fitting switch, it calls the give_back_stock function to update the stock

of the first producer that is no longer catering to the requests and calls the take_out_food_delivery

function to take out the FoodDelivery object from the CarRoute and makes the necessary changes.

Afterward, the stock of the new_producer is updated, and the food_list from the FoodDeliv-

ery is also updated, considering the difference of days that passed since the producer harvested

the produce. Finally, the object is updated, and the second CarRoute is also adjusted with the

add_food_delivery function.
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3.4.2 Route Order Tweaks

This function chooses a CarRoute from the solution and alters its route slightly. The listing 3.9

showcases part of the function.

1 while not sanity_check:

2 idx1 <- random(0, len(route)-1)

3 idx2 <- random(0, len(route)-1)

4 val1 <- route[idx1]

5 val2 <- route[idx2]

6 new_route <- route

7 new_route[idx1] <- val2

8 new_route[idx2] <- val1

9 sanity_check <- call order_constraint on new_route

Listing 3.9: Route Order Tweak

It chooses two random indexes and switches the values. It repeats the process until the route

fulfills the order constraint.

3.4.3 Car Allocation Tweaks

For the car allocation tweak, if the CarRoutes use all cars, the function randomly chooses two

CarRoutes and switches their vehicles. However, if the solution is not using cars, it chooses a

random CarRoute and switches the vehicle with an unused vehicle. One can have a better overview

in listing 3.10

1 cars_unused <- get_cars_unused()

2 if cars_unused is empty:

3 switch_cars <- sample 2 cars from car_routes

4 vehicle1 <- switch_cars[0].vehicle

5 vehicle2 <- switch_cars[1].vehicle

6 switch_cars[0].vehicle <- vehicle2

7 switch_cars[1].vehicle <- vehicle1

8

9 else:

10 rand_car <- choice(cars_unused)

11 rand_car_route <- choice(car_routes)

12 rand_car_route.vehicle <- rand_car

Listing 3.10: Car Allocation Tweak
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3.5 Volume Constraint

The volume constraint comes from the finite space in the vehicles transporting the food. Therefore,

there is a function in listing 3.11 that checks if the vehicle is transporting excess volume at any

given time in the route.

1 current_volume <- 0

2 for each index i in list route:

3 if route[i] is_consumer:

4 subtract from current_volume volume_consumer_stop from route[i]

5 else:

6 add to current_volume volume_producer_stop of route[i]

7 if current_volume bigger vehicle.capacity:

8 return False

9 return True

Listing 3.11: Volume Constraint

The curr_volume variable keeps count of the volume the vehicle is currently transporting. It

iterates over the route, and if the element is a consumer, it takes out the total volume of the de-

livery scheduled for that spot. If the element is a producer, it calls the get_volume_producer_stop

function that retrieves the total volume that the vehicle will receive at that stop. This function

considers multiple stops at the same producer, so it only calculates the total volume between the

current producer stop and the next one if existent. In each element of the route, it checks if the

curr_volume goes over the vehicle capacity. The solution breaks the constraint, and the function

returns False. If the solution respects the constraint at the end of the iteration, it returns True.

In case the route does not respect the volume constraint, the rearrange_stops_capacity func-

tion, representation in listing 3.12, changes the route so that the volume constraint is respected.

1 producer_with_bigger_capacity <- get_prod_w_bigger_capacity()

2 if producer_with_bigger_capacity is empty:

3 route <- generate_prod_cons_route()

4 else:

5 for each producer in producer_with_bigger_capacity:

6 take_producer_from_route producer

7 sub_route <- get_prod_subroute of producer

8 route <- route add sub_route

Listing 3.12: Rearrange Stops Capacity

First, the function will use the function get_prod_w_bigger_capacity to list the producers

whose total volume of products is more significant than the vehicle’s capacity. If no producer

has that amount of food to sell, the route will just be recalculated to have first the producer and

then the consumers, as explained in generate_prod_cons_route. If any producer needs to deliver
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more volume than the vehicle’s capacity, the take_producer_from_route function is called and

takes out the producer and respective consumers from the route. With get_prod_subroute, it will

calculate a subroute just for the producer and its consumers and add a new producer stop when

necessary. Finally, it adds the calculated subroute at the end of the previous route. This way, the

route will not break any capacity constraints.

3.6 Allocation of Food Close to Consumption Date

As previously mentioned, there is the option of allocating the food close to the end of consump-

tion date so that it is not wasted. In that case, the generate_route function will call the allo-

cate_extra_food function, represented in listing 3.13.

1 extra_food <- get_food_too_ripe()

2 for each producer in extra_food keys:

3 sorted_distances <- get_closer_consumers of producer

4 close_consumers[producers] <- [first 2 elements of sorted_distances]

5 for each producer, food_list in extra_food:

6 for each food in food_list:

7 consumer <- choice(close_consumers[producer])

8 producer_consumer_extra[(producer, consumer)] add food

Listing 3.13: Allocate Extra Food

In this function, the get_food_too_ripe function is called and returns a dictionary where the

keys are the producers and the values are a list of tuples corresponding to the stock of the producer

with the product that is one day from the limit of the consumption date, on the limit of the con-

sumption date or older than the consumption date. This function also takes these products from

the producer stock. Afterward, for each producer, the get_closer_consumers function will return

a list of the consumers eligible to receive food close to the consumption date sorted by the closest

consumers to the producer. The close_consumers dictionary then has the producer’s key and the

values as a list of the two closest consumers that can receive extra food. Then, each extra food of

the producer will randomly allocate to either of the closer consumers. Finally, it will create the

FoodDelivery objects corresponding to the producer and consumers and return a list of them.

1 extra_food <- allocate_extra_food()

2 for each food in extra_food:

3 if food.producer not in extra_producers:

4 add food.producer to extra_producers list

5 for each route in car_routes:

6 for each producer in extra_producers:

7 if producer in vehicle list from car_assignment dict:

8 extra_food_producer <- list of food in extra_food with producer

9 add_extra_food with producer and extra_food_producer to route
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Listing 3.14: Extra Food Allocation

After getting the FoodDelivery list, the function gets a list of producers delivering the extra

food. Then for each CarRoute of the solution, if the producer is allocated to that CarRoute, a

sublist of the extra_food list is created only with the FoodDelivery with the producer as producer.

The add_extra_food function is called, where it adds the FoodDelivery objects to the CarRoute,

and if the consumers are already not visited by the vehicle, they are added to the route at the end

of it. This logic can be seen in listing 3.14

3.7 Route Planning for Several Days

There is also a possibility to plan routes for several days. The get_next_x_routes function creates

a list of RouteSolution elements where each corresponds to the solution proposed for each day. It

is represented in listing 3.15.

1 function get_next_x_routes(problem, starting_day, number_of_days):

2 for each day i in range(number_of_days):

3 date <- starting_day + days*i

4 sub_problem <- get_sub_problem of problem until date

5 solution <- generate_route_solution of sub_problem

6 add solution to routes list

7 update_problem problem with sub_problem

8 clean_up_update problem

Listing 3.15: Get Next X Routes

In the parameter section, the problem is the real problem with all the information from the files,

the starting_day is the first day of planning, and x is the number of days the function will calculate

routes. For each day, it calculates the current date, and then it gets a subproblem of the real problem

where it excludes requests and stock with dates later than the current date. Afterward, it calculates

the solution for the day, using the generate_route_solution, and appends it to the routes list. It

then calls the update_problem function, which updates the total problem stock after allocating the

food to the consumers. Finally, it calls the clean_up_update function, cleaning the empty stock

and adding one day since harvested to the left produce.

3.7.1 Fitness

The fitness of a solution of several days is similarly calculated to the fitness of just one day, in

listing 3.16

1 for index i in range(current_solution):
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2 add to fitness the fitnes of current_solution[i] multiplied by 1/(i+1)

Listing 3.16: Route Planning for Several Days Fitness

In this case, for each day, it calculates the solution’s fitness, divides the value by the day, and

adds to the total sum. This way, the days closer to the first day have a more significant impact on

the solution than the ones that are further away, prioritizing the first days over the later ones.

3.7.2 Solution Tweaks

To tweak a solution within several days, one randomly chooses an element of the solution and then

uses with equal probability either the tweak_car_allocation function or the tweak_stops_order.

The tweak_food_allocation function is not used since tweaking the food allocation in one day

could interfere with the food allocation of the following days. Because of this, when creating

RouteSolution solutions for each day, the option to allocate food optimally, considering food

waste, is used.

3.8 Algorithms

Several metaheuristics algorithms were implemented to reach better solutions for the problem.

3.8.1 Neighbourhood Generation

The Hill Climbing, Simulated Annealing and Tabu Search algorithms used the same neighbour-

hood generation method, represented in listing 3.17.

1 function neighbourhood_generation(n_neighbours, solution):

2 for _ in range(n_neighbours):

3 new_neighbour <- solution

4 probability <- random()

5 if probability smaller 1/3:

6 tweak_food_allocation(new_neighbour)

7 elif probability smaller 2/3:

8 tweak_stops_order(new_neighbour)

9 else:

10 tweak_car_allocation(new_neighbour)

11 add neighbourhood list new_neighbour

12 return neighbourhood

Listing 3.17: Neighbourhood Generation

With an equal probability of each tweak function, the neighbourhood was generated by calling

tweak_food_allocation, tweak_stops_order and tweak_car_allocation.
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3.8.2 Hill Climbing

The Hill Climbing algorithm requires the number of maximum iterations, an initial solution state,

and the number of neighbours to create each time. A new neighbourhood is generated from

the current_state for each iteration, and the smallest fitness checks the best_neighbour. If the

best_neighbour fitness is more significant than the current_state, the current_state is returned. If

not, the current_state becomes the best_neighbour, and the algorithm continues. One can check

the listing 3.18 for a clearer representation.

1 function hill_climbing(max_iterations, initial_state, n_neighbours):

2 current_state <- initial_state

3 for _ in range(max_iterations):

4 neighbourhood <- neighbourhood_generation of n_neighbours with current_state

5 best_neighbour <- minimum fitness of neighbourhood

6 if fitness of best_neighbour bigger or equal fitness of current_state:

7 return current_state

8 current_state <- best_neighbour

9 return current_state

Listing 3.18: Hill Climbing

3.8.3 Simulated Annealing

The simulated annealing algorithm needs the initial state as a solution, the temperature, the cool-

ing rate, the minimum value for the temperature, and the maximum number of iterations. The

acceptance_probability function, in listing 3.19, determines the probability of accepting the new

solution. If the new fitness is smaller than the current fitness, the probability is 100%. However, if

not, the probability is calculated according to the temperature and the difference between the two

fitness results.

1 function acceptance_probability(fitness, new_fitness, temperature):

2 if new_fitness smaller fitness:

3 return 1

4 else:

5 return exp((fitness minus new_fitness) divided by temperature)

Listing 3.19: Acceptance Probability

For each iteration, a new solution is generated with the neighbourhood_generation function

from the current_state, and the acceptance_probability is calculated. If the new solution is ac-

cepted, the current_state becomes the new_solution, and if the current_cost is smaller than the

best_cost, the best_state becomes the current_state. The temperature also decreases with the cool-

ing rate. The algorithm continues until the temperature reaches the minimum temperature or the
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number of iterations reaches the maximum value. By then, the algorithm returns the best_state

and the best_cost, corresponding to the best solution and best fitness, like in listing 3.20.

1 function simulated_annealing(initial_state, temperature, cooling_rate,

min_temperature, max_iterations):

2 while temperature bigger min_temperature and i smaller max_iterations:

3 new_state <- neighbour from neighbourhood_generation of size 1

4 new_cost <- fitness of new_state

5 ap <- acceptance_probability(current_cost, new_cost, temperature)

6 if ap bigger random():

7 current_state <- new_state

8 current_cost <- new_cost

9 if current_cost smaller best_cost:

10 best_state <- current_state

11 best_cost <- current_cost

12 temperature equals temperature multiplied by cooling_rate

13 add 1 to i

14 return best_state, best_cost

Listing 3.20: Simulated Annealing

3.8.4 Tabu Search

The Tabu Search algorithm, represented in listing 3.21 requires an initial solution, the tabu list size,

maximum iterations, and the number of neighbours as parameters. For each iteration, the algo-

rithm created a neighbourhood with the number of neighbours specified and the current_solution,

which is at first the initial_solution. Afterward, it iterates over the neighbourhood, and when a

solution where the fitness is smaller than the current_fitness and the solution is not in the tabu list,

the current_solution becomes this solution. After going through the neighbourhood, it compares

the current_fitness to the best_fitness, and if the value of the current_fitness is smaller than the

best_fitness, it updates the best_solution. It adds the current_solution to the tabu_list, and if the

tabu_list goes over the maximum size, it removes the oldest element. After reaching the maximum

iterations, it returns the best solution.

1 function tabu_search(initial_solution, tabu_list_size, max_iterations, n_neighbours

):

2 while iteration smaller max_iterations:

3 neighbourhood <- neighbourhood_generation of size n_neighbours from

current_solution

4 for each neighbour in neighbourhood:

5 if neighbour fitness smaller current_fitness and neighbour not in tabu_list

:

6 current_solution <- neighbour

7 current_fitness <- neighbour fitness

8 if current_fitness smaller best_fitness:
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9 best_solution <- current_solution

10 best_fitness <- current_fitness

11 add current_solution to tabu_list

12 if length of tabu_list bigger tabu_list_size:

13 take first element of tabu_list out

14 add 1 to iteration

15 return best_solution

Listing 3.21: Tabu Search

3.8.5 Genetic Algorithm

The genetic algorithm, in listing 3.22 starts by generating a population with the size stipulated and

getting the current solution as the best solution from this initial population. Afterward, it generates

the offspring for each generation and creates a new population, sorted by the lowest fitness value.

If the best solution from the new population is better than the current solution, the variable is

updated. After the number of generations defined is concluded, it returns the current_sol.

1 function genetic_algorithm(problem, distances, population_size, generations):

2 population <- generate_population(population_size, problem, distances)

3 sort population list according to fitness

4 current_sol <- first element of population

5 current_fitness <- fitness current_sol

6 for _ in range(generations):

7 offspring <- generate_offspring from population

8 population <- generate_new_population from population and offspring

9 fit <- fitness of first element of population

10 if fit snaller current_fitness:

11 current_sol <- first element of population

12 current_fitness <- fit

13 return current_sol

Listing 3.22: Genetic Algorithm

3.8.5.1 Population Generation

The population generation is taken care of by the function generate_population, which creates

different instances of solutions to the problem. These solutions are created from zero, with the

generate_solution function, to increase the diversity of the population.

3.8.5.2 Crossover

The crossover function takes two possible solutions and generates two children. It calls two strate-

gies, the stops_order_crossover, which mixes the routes between parents, and the cars_allocation_crossover,

which mixes the cars instead. It is showcased in listing 3.23
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1 equal_dicts <- 0

2 for each car_route1 in solution1.car_routes:

3 for each car_route2 in solution2.car_routes:

4 if c1.prod_cons equals c2.prod_cons:

5 add 1 to equal_dicts

6 if equal_dicts equals length of solution1.car_routes and length solution1.

car_routes equals length solution2.car_routes:

7 new_solution1, new_solution2 <- stops_order_crossover between solution1,

solution2

8 else:

9 new_solution1,new_solution2 <-cars_allocation_crossover between solution1

solution2

Listing 3.23: Crossover

The stops_order_crossover, in listing 3.24, needs the solutions to have the same allocation of

producers and consumers, so it makes sense to cross between the routes. Therefore, the function

compares the dictionaries prod_cons of both solutions, representing the allocation of producers

and consumers. In case they are equal, the function calls the stops_order_crossover. If not, the

function calls the cars_allocation_crossover. The order crossover of two routes with the same

producers and consumers works like the following.

1 idx1 <- random(1, lim-2)

2 idx2 <- random(1, lim-2)

3 auxlist1 <- route2[idx2:] add route2[:idx1] add route2[idx1:idx2]

4 auxlist2 <- route1[idx2:] add route1[:idx1] add route1[idx1:idx2]

5 auxlist1 <- [element for element in auxlist1 if element not in route1[idx1:idx2]]

6 auxlist2 <- [element for element in auxlist2 if element not in route2[idx1:idx2]]

7 child1 <- auxlist1[-idx1:] add route1[idx1:idx2] add auxlist1[:-idx1]

8 child2 <- auxlist2[-idx1:] add route2[idx1:idx2] add auxlist2[:-idx1]

Listing 3.24: Stops Order Crossover

The function takes two indexes and uses them as an interval. The first child gets part of the

elements of route two at first, and then the interval of elements between the indexes of route one

and then the rest of the elements of route two. This method guarantees that there are no repeated

elements in the route. The second child gets part of the elements of route one at first and in the end,

and the interval from route two. If the route children created do not respect the order constraint,

the correct_order function is called. Listing 3.25 represents it.

1 producers <- list of elements from route if "-" not in element

2 while not order_constraint:

3 route <- list of elements from route if element not in producers list

4 for each producer in producers:

5 rand_idx <- random(0, length route)
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6 insert in route producer in index rand_idx

7 order_constraint <- check order_constraint_sanity_check in route

8 if not order_constraint:

9 add 1 to tries

10 if tries equals 20:

11 route <- producers add route

12 order_constraint <- True

Listing 3.25: Correct Order

The function tries to place the producers in a different order in the route for 20 tries. If by 20

tries, no solution fulfills the order constraint, the route will become the producers appearing first

and then the consumers. For the car_allocation_crossover, in listing 3.26, there does not need to be

any similarity between the solutions and the solutions across the cars they use for the CarRoutes.

1 idx <- random(0, lim-2)

2 for index i in range(0,idx+1):

3 add cars_1[i] to new_cars_1 list

4 add cars_2[i] to new_cars_2 list

5 for index in range(idx+1, length cars_1):

6 add cars_1[i] to new_cars_2 list

7 for index in range(idx+1, length cars_2):

8 add cars_2[i] to new_cars_1 list

9 if repeated values in new_cars_1:

10 new_cars_1 <- correct_car_crossover of new_cars_1

11 if repeated values in new_cars_2:

12 new_cars_2 <- correct_car_crossover of new_cars_2

Listing 3.26: Car Allocation Crossover

The function takes one index from the list of vehicles used, and for the first child, the list of

vehicles used will be the first elements of the first solution and then the last elements of the second

solution according to the random index. For the second child, it is the opposite. If any of the

new solutions have repeated elements, the function calls the correct_car_crossover that, for each

repeated element, switches it with a car not being used by the solution.

3.8.5.3 Mutation

The mutation of solutions is done through the function mutate and is the same as the neighbour-

hood_generation function explained previously.

3.8.5.4 Tournament

The tournament function takes a list of solutions with the tournament size and returns the solution

with the smallest fitness.
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3.8.5.5 Offspring and Neighbourhood Generation

To generate offspring, the generate_offspring function, represented in listing 3.27, is called.

1 function generate_offspring(current_neighbourhood, tournament_size):

2 for _ in range(population_size/2):

3 tournament_list <- sample(current_neighbourhood, tournament_size)

4 parent1 <- tournament(tournament_list)

5 parent2 <- choice(current_neighbourhood)

6 child1, child2 <- crossover(parent1, parent2)

7 if should_mutate():

8 mutation(child1)

9 if should_mutate():

10 mutation(child2)

11 add child1 to offspring list

12 add child2 to offspring list

13 return offspring

Listing 3.27: Generate Offspring

The offspring will generate the same number of children as the population size. For every

two children, it will choose two parents, one from the tournament and another one randomly, both

from the current neighborhood, and use a crossover between them to generate the two children.

Then, there is a probability for each child to mutate. This function then returns the list of the

offspring. The current population and the offspring are required to generate a new population.

This function, represented in listing 3.28, sorts the current_population, and the offspring as the

smallest fitness being the first and the best half of each list is added to the new population. Thus,

using the steady-state strategy, the next population has the best from both the previous population

and the offspring.

1 function generate_new_population(current_population, offspring, population_size):

2 sort current_population by fitness

3 sort offspring by fitness

4 for index i in range(population_size/2):

5 add current_population[i] to new_population

6 add offspring[i] to new_population

7 sort new_population by fitness

8 return new_population

Listing 3.28: Generate New Population
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Experiments and Results

This chapter goes over the experiments performed to validate the proposed solution, and reveals

the results obtained.

4.1 Experiments Explanation

This section highlights the experiments carried out and how they were done. A personal computer

ran the experiments of the algorithms and registered the fitness results and the time it took to solve

them in seconds. The standard deviation of the fitness results was later calculated and added. Each

experiment was repeated three times. The computational power was severely limited because a

single personal computer was used for the experiments.

The experiences focused on the developed algorithms and their parameters. For the Hill Climb-

ing algorithm, the maximum number of iterations and the neighborhood size were explored. The

Simulated Annealing algorithm experiments explored values for the temperature, the cooling rate,

the minimum temperature, and the maximum number of iterations. The Tabu Search algorithm

experiments tweaked the values of the tabu list size, the maximum number of iterations, and the

neighborhood size. Finally, the Genetic algorithm experiences focused on changing the population

size, the tournament size, the mutation probability, and the number of generations. Furthermore,

both individual solutions of one day and several days (four days) were tested. Different varia-

tions of neighbourhood generations were tested. Variant 1 corresponds to the Food Allocation and

Stops Order tweak, the variant 2 includes the Car Allocation and Stops Order tweak, and, finally,

the variant 3 has the Food Allocation and Car Allocation tweak. The option for optimal food

allocation and extra food allocation close to the consumption date were also tested.

Hill Climbing

This section presents the results for the Hill Climbing algorithm. The values experimented for

this algorithm are in table 4.1, for the baseline algorithm, the food allocation optimisation option

and extra food allocation option close to consumption date. The values in table 4.2 reference the

results using Variants of the Tweak Function, Variant1, Variant2 and Variant3. Finally, the values

in table 4.3 are the ones for the route planning for several days.
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Table 4.1: Values for Hill Climbing

It No N Fit S T FitO SO TO FitE SE TE
20 10 12.56 0.87 3.50 16.47 0.18 3.40 16.49 0.39 4.02
20 20 11.92 0.88 8.80 15.78 0.43 9.08 15.12 1.28 9.97
20 50 11.9 0.33 24.74 14.88 0.89 23.71 15.11 0.57 26.47
50 10 12.54 1.07 5.77 15.56 0.21 6.30 16.50 0.49 4.43
50 20 10.77 0.44 23.5 14.24 0.29 22.94 15.00 0.75 12.91
50 50 11.32 0.38 64.35 13.54 0.28 60.28 14.88 0.12 67.93
200 10 11.50 0.26 5.85 15.69 1.99 9.09 16.94 1.13 5.42
200 20 10.63 1.02 39.55 10.8 1.63 63.46 13.85 0.59 40.54
200 50 9.07 0.72 143.9 7.98 0.27 239.78 11.45 1.01 175.40
400 70 7.50 0.44 434.81 5.41 0.60 467.56 10.84 0.46 337.30

It - Maximum Iterations; No N - Number of Neighbours; Fit - Fitness (Baseline); S - Stan-
dard Deviation (Baseline); T - Time (Baseline); FitO - Fitness (Food Allocation Optimisa-
tion); SO - Standard Deviation (Food Allocation Optimisation); TO - Time(Food Allocation
Optimisation); FitE - Fitness (Extra Food Allocation); SE - Standard Deviation (Extra Food
Allocation); TE - Time (Extra Food Allocation)

From table 4.1, one can see that the fitness values improve over iterations and size of neigh-

bourhood, as expected.

Table 4.2: Hill Climbing Variants

It No N Fit1 S1 T1 Fit2 S2 T2 Fit3 S3 T3
20 10 13.53 0.96 7.01 12.55 0.39 2.19 12.90 0.66 2.95
20 20 12.16 0.92 14.65 13.07 0.30 9.12 13.00 0.34 14.52
20 50 12.64 0.37 35.05 12.38 0.26 30.99 12.63 0.28 24.77
50 10 12.54 0.47 11.01 12.67 0.59 1.97 11.89 1.29 2.23
50 20 11.32 0.32 32.37 12.38 0.42 10.85 11.48 0.53 23.63
50 50 10.62 0.55 94.23 11.20 0.04 67.91 11.04 0.69 63.34
200 10 12.51 0.61 13.42 12.16 0.13 3.98 11.55 1.03 4.57
200 20 9.88 0.09 80.81 12.90 1.57 9.98 10.38 0.83 32.18
200 50 7.46 0.47 279.77 11.10 0.60 134.27 8.17 0.55 226.99
400 70 6.74 0.49 429.86 10.49 0.74 171.41 6.90 0.51 351.53

It - Maximum Iterations; No N - Number of Neighbours; Fit1 - Fitness (Variant1); S1 -
Standard Deviation (Variant1); T1 - Time (Variant1); Fit2 - Fitness (Variant2); S2 - Stan-
dard Deviation (Variant2); T2 - Time(Variant2); Fit3 - Fitness (Variant3); S3 - Standard
Deviation (Variant3); T3 - Time (Variant3)

Regarding table 4.2, one can see that the fitness values are lower in Variant 1 and 3, and Variant

2 takes the shortest amount of time.

For table 4.3, as expected, one can see that the fitness values are higher than compared to the

baseline algorithm.
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Table 4.3: Several Days Hill Climbing

It No N Fit S T
20 10 18.62 0.9 4.21
20 20 18.07 0.48 19.23
20 50 18.01 0.08 49.53
50 10 18.25 0.56 4.22
50 20 18.31 0.24 21.60
50 50 17.43 0.25 116.48
200 10 18.81 0.36 3.61
200 20 18.22 0.47 17.94
200 50 17.48 0.31 130.13
100 120 16.79 0.21 525.28

It - Maximum Iterations; No N - Number of
Neighbours; Fit - Fitness; S - Standard Devia-
tion; T - Time

4.2 Simulated Annealing

This section shows the results obtained from the Simulated Annealing algorithm. The first param-

eters tested for the algorithm are in table 4.4. However, the time it took to run was too short, so the

parameters were adjusted in table 4.5. This table has the baseline algorithm, the food allocation

optimisation option and the extra food allocation option close to consumption date. The values

in table 4.6 reference the results using Variants of the Tweak Function, Variant1, Variant2 and

Variant3 with Simulated Annealing. Table 4.7 references the results from the route planning for

several days option.

Table 4.4: Small Simulated Annealing

It Te Cool M T Fit S T
500 100 0,99 0,5 11.23 0.37 11.00
500 100 0,99 1 11.27 0.61 12.13
500 500 0,99 0,5 11.38 0.97 13.21
500 500 0,99 1 11.85 0.35 14.17
1000 100 0,99 0,5 11.54 0.42 16.31
1000 100 0,99 1 11.74 0.42 10.83
1000 500 0,99 0,5 10.82 0.61 15.98
1000 500 0,99 1 10.88 0.10 14.69

It - Maximum Iterations; Te - Temperature; Cool - Cooling Rate; M
T - Minimum Temperature; Fit - Fitness; S - Standard Deviation; T -
Time

From table 4.4, one can check that the algorithm is quite fast compared to other algorithm

tests, thus arising the need to tweak the parameters in order to run for longer.

Regarding table 4.5, it shows that the fitness values don’t vary much considering different

parameters.
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Table 4.5: Values for Simulated Annealing

It Te Cool M T Fit S T FitO SO TO FitE SE TE
1e4 1e3 0,99 1e-14 5.29 0.25 76.64 4.25 0.09 72.60 17.03 0.10 79.88
1e4 1e3 0,99 1e-16 5.48 0.22 85.83 3.98 0.10 81.26 17.36 0.32 89.88
1e4 1e4 0,99 1e-14 5.56 0.18 82.14 3.84 0.03 76.96 17.41 0.41 85.63
1e4 1e4 0,99 1e-16 5.19 0.23 92.26 3.91 0.26 85.65 17.59 0.22 94.83
1e5 1e3 0,99 1e-14 5.66 0.15 77.53 4.21 0.31 73.37 17.49 0.22 80.63
1e5 1e3 0,99 1e-16 5.21 0.27 93.42 4.04 0.16 83.07 17.21 0.56 90.19
1e5 1e4 0,99 1e-14 5.56 0.08 93.64 4.29 0.29 77.43 17.44 0.46 97.24
1e5 1e4 0,99 1e-16 5.29 0.23 100.61 3.92 0.15 85.66 17.39 0.18 118.81
1e18 1e15 0,99 1e-40 - - - - - - 16.53 0.10 365.35

It - Maximum Iterations; Te - Temperature; Cool - Cooling Rate; M T - Minimum Tempera-
ture; Fit - Fitness (Baseline); S - Standard Deviation (Baseline); T - Time (Baseline); FitO -
Fitness (Food Allocation Optimisation); SO - Standard Deviation (Food Allocation Optimi-
sation); TO - Time(Food Allocation Optimisation); FitE - Fitness (Extra Food Allocation);
SE - Standard Deviation (Extra Food Allocation); TE - Time (Extra Food Allocation)

Table 4.6: Simulated Annealing Variants

It T Cool M T Fit1 S1 T1 Fit2 S2 T2 Fit3 S3 T3
1e4 1e3 0,99 1e-14 4.79 0.05 115.83 9.85 0.31 83.62 4.67 0.02 75.29
1e4 1e3 0,99 1e-16 4.25 0.18 124.43 10.42 0.28 98.51 4.35 0.45 83.69
1e4 1e4 0,99 1e-14 4.38 0.12 91.98 9.79 0.75 89.13 4.41 0.08 79.30
1e4 1e4 0,99 1e-16 4.09 0.14 102.61 9.11 0.57 99.79 4.27 0.08 87.78
1e5 1e3 0,99 1e-14 4.48 0.33 117.25 9.48 0.56 102.23 4.51 0.10 75.33
1e5 1e3 0,99 1e-16 4.21 0.11 124.65 8.58 0.65 129.46 4.42 0.27 83.85
1e5 1e4 0,99 1e-14 4.21 0.09 118.46 9.08 0.22 125.89 4.47 0.09 79.65
1e5 1e4 0,99 1e-16 3.98 0.22 93.11 9.03 1.24 126.67 4.29 0.04 87.86

It - Maximum Iterations; Te - Temperature; Cool - Cooling Rate; M T - Minimum Tempera-
ture; Fit1 - Fitness (Variation1); S1 - Standard Deviation (Variation1); T1 - Time (Variation1);
Fit2 - Fitness (Variation2); S2 - Standard Deviation (Variation2); TO - Time(Variation2); FitE
- Fitness (Variation3); SE - Standard Deviation (Variation3); TE - Time (Variation3)

Table 4.7 shows that Variant 1 and Variant 3 achieve similar fitness results, smaller ones com-

pared to Variant 2. Variant 3 is the quickest and Variant 1, on average, takes the longest.

As expected, from table 4.7, the time taken to run several routes is longer than baseline.

4.3 Tabu Search

This section displays the results of the experiments using the Tabu Search Algorithm. The first

values used as parameters are in table 4.8 with the baseline option, the food allocation optimisation

option and the extra food allocation option close to consumption date. The table 4.9 presents the

results using Variant 1, Variant 2 and Variant 3 for the Tweak Function. The results in table 4.10

are from the route planning for several days option.
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Table 4.7: Several Days Simulated Annealing

It Te Cool M T Fit S T
1e4 1e3 0,99 1e-14 16.21 0.42 177.49
1e4 1e3 0,99 1e-16 16.02 0.16 209.20
1e4 1e4 0,99 1e-14 16.31 0.13 193.1
1e4 1e4 0,99 1e-16 16.34 0.15 216.73
1e5 1e3 0,99 1e-14 16.42 0.18 193.13
1e5 1e3 0,99 1e-16 16.13 0.33 239.38
1e5 1e4 0,99 1e-14 16.32 0.18 231.43
1e5 1e4 0,99 1e-16 16.03 0.24 215.9

It - Maximum Iterations; Te - Temperature; Cool - Cooling Rate; M
T - Minimum Temperature; Fit - Fitness; S - Standard Deviation; T -
Time

Table 4.8: Values for Tabu Search

It No N T L Fit S T FitO SO TO FitE SE TE
20 20 5 13.06 0.28 9.48 15.93 0.37 8.67 16.26 1.00 19.14
20 20 15 11.84 0.60 9.60 15.55 0.17 11.24 15.64 1.18 19.78
20 40 5 11.23 0.85 19.73 15.84 0.10 24.52 15.35 0.47 40.64
20 40 15 12.61 0.53 19.86 15.34 0.71 18.21 15.54 0.64 40.66
50 20 5 10.87 0.60 23.93 14.43 0.40 21.84 14.96 0.22 50.57
50 20 15 10.98 0.91 24.25 14.40 0.55 22.16 14.92 0.33 51.99
50 40 5 10.67 0.67 50.24 13.91 0.60 46.77 14.86 0.68 105.36
50 40 15 10.45 1.45 50.54 14.12 0.22 46.37 14.33 0.36 105.23
200 20 5 8.03 0.29 95.75 8.55 0.24 87.81 11.42 0.52 201.44
200 20 15 8.03 0.43 98.23 9.39 0.46 89.85 11.90 0.07 205.98
200 40 5 7.33 0.60 204.43 7.93 0.48 183.52 11.28 0.30 424.64
200 40 15 7.91 0.51 208.47 8.34 0.50 206.18 10.92 0.20 409.90
325 40 5 5.91 0.10 468.78 5.50 0.33 290.32 9.56 0.35 359.8

It - Maximum Iterations; No N - Number of Neighbours; T L - Tabu List Size; Fit - Fit-
ness (Baseline); S - Standard Deviation (Baseline); T - Time (Baseline); FitO - Fitness
(Food Allocation Optimisation); SO - Standard Deviation (Food Allocation Optimisa-
tion); TO - Time(Food Allocation Optimisation); FitE - Fitness (Extra Food Allocation);
SE - Standard Deviation (Extra Food Allocation); TE - Time (Extra Food Allocation)

For table 4.8, one can see that the fitness values also improve when increasing the number of

iterations and the number of neighbours.

As previously noted, in table 4.9, the variants that achieve the best results are 1 and 3. The one

that takes the shortest amount of time is 3 and the longest is 1.

Regarding table 4.10, one can see that, as expected, it takes longer to run a solution for several

days than a single solution with the baseline approach.
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Table 4.9: Tabu Search Variants

It No N T L Fit1 StD1 Time1 Fit2 StD2 Time2 Fit3 StD3 Time3
20 20 5 12.57 0.78 13.73 12.36 1.22 14.57 11.89 0.42 13.83
20 20 15 11.53 1.86 16.94 12.06 0.66 14.41 12.47 0.31 15.20
20 40 5 12.00 1.34 31.22 12.34 0.67 30.15 11.99 0.72 23.48
20 40 15 12.30 1.31 33.74 12.58 0.39 30.45 12.00 0.75 19.88
50 20 5 11.76 0.93 39.59 11.41 0.73 38.09 10.58 1.27 23.83
50 20 15 11.82 1.57 39.23 12.41 0.35 37.93 11.59 0.20 24.57
50 40 5 11.07 1.31 78.66 11.35 0.48 68.65 10.92 0.73 50.78
50 40 15 11.46 1.82 76.31 10.44 0.52 51.83 10.94 0.52 50.74
200 20 5 8.57 0.47 160.07 9.99 0.99 98.15 7.91 0.13 95.40
200 20 15 7.87 0.32 151.98 9.63 0.38 99.47 8.03 0.32 98.06
200 40 5 7.39 0.21 316.59 10.25 0.11 208.90 6.93 0.29 201.09
200 40 15 7.27 0.20 295.78 8.74 0.87 259.28 7.21 0.14 289.92
325 40 5 5.59 0.14 416.95 8.76 0.83 376.83 5.78 0.15 322.44

It - Maximum Iterations; No N - Number of Neighbours; T L - Tabu List Size; Fit1 -
Fitness (Variation1); S1 - Standard Deviation (Variation1); T1 - Time (Variation1); Fit2
- Fitness (Variation2); S2 - Standard Deviation (Variation2); T2 - Time(Variation2); Fit3
- Fitness (Variation3); S3 - Standard Deviation (Variation3); T3 - Time (Variation3)

Table 4.10: Several Days Tabu Search

It No N T L Fit S T
20 20 5 17.97 0.41 26.59
20 20 15 18.11 0.20 29.06
20 40 5 17.87 0.36 52.77
20 40 15 17.93 0.68 52.52
50 20 5 17.55 0.17 65.98
50 20 15 17.65 0.15 66.26
50 40 5 17.32 0.31 117.51
50 40 15 17.35 0.38 112.37
200 20 5 16.65 0.40 235.65
200 20 15 16.53 0.13 241.20
200 40 5 16.01 0.34 472.58
200 40 15 16.26 0.05 512.03

It - Maximum Iterations; No N - Number of Neighbours; T
L - Tabu List Size; Fit - Fitness; S - Standard Deviation; T -
Time

4.4 Genetic Algorithm

This section reveals the results by running the Genetic Algorithm. The first values to experiment

this algorithm are in table 4.11, along with the food allocation optimisation option and the extra

food allocation close to consumption date option. The values in table 4.12 represent the results

from the route planning for several days option.
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Table 4.11: Values for Genetic Algorithm

Gen P S T S M Fit S T FitO SO TO FitE SE TE
20 20 5 0.2 11.43 0.51 14.31 15.90 0.07 12.77 15.00 0.52 14.49
20 20 5 0.5 11.64 0.41 15.84 15.55 0.21 15.76 15.52 0.40 19.30
20 20 10 0.2 11.31 0.17 13.14 15.65 0.44 12.83 14.76 0.22 17.69
20 20 10 0.5 11.49 0.57 16.16 15.70 0.10 15.15 16.00 0.56 21.30
20 50 5 0.2 11.00 0.14 38 15.15 0.20 32.22 14.83 0.36 41.81
20 50 5 0.5 11.2 0.35 51.07 15.14 0.30 37.76 14.85 0.64 49.74
20 50 10 0.2 11.33 0.46 42.27 15.23 0.44 33.22 14.47 0.70 42.18
20 50 10 0.5 10.65 0.45 45.43 15.28 0.06 39.25 14.58 0.23 59.05
50 20 5 0.2 11.59 0.35 34.25 15.51 0.40 28.38 14.68 0.66 44.54
50 20 5 0.5 11.61 0.78 40.37 15.95 0.39 34.76 15.18 0.51 58.12
50 20 10 0.2 11.68 0.56 33.41 15.73 0.56 29.69 14.80 1.29 48.73
50 20 10 0.5 11.73 0.48 39.22 15.54 0.04 35.15 15.39 0.20 61.05
50 50 5 0.2 10.97 0.32 84.98 15.71 0.35 77.24 14.23 0.39 118.13
50 50 5 0.5 11.23 0.10 110.16 15.23 0.34 91.22 14.57 0.17 128.68
50 50 10 0.2 11.21 0.34 82.68 15.26 0.30 76.88 14.62 0.29 108.81
50 50 10 0.5 10.65 0.39 101.02 15.41 0.11 113.02 14.32 0.52 130.99
200 20 5 0.2 11.48 0.33 142.82 15.73 0.50 110.61 15.13 0.26 161.41
200 20 5 0.5 11.15 0.71 191.03 15.58 0.31 155.36 15.11 0.66 183.98
200 20 10 0.2 11.33 1.07 145.68 15.70 0.56 131.6 14.53 0.54 154.90
200 20 10 0.5 11.70 0.44 156.46 15.51 0.49 137.98 15.53 0.07 187.67
200 50 5 0.2 11.10 0.30 378.32 15.24 0.10 338.71 14.57 0.65 397.11
200 50 5 0.5 11.01 0.63 457.28 15.26 0.56 405.05 14.73 0.23 472.77
200 50 10 0.2 11.23 0.20 390.72 15.57 0.36 359.63 14.81 0.24 410.16
200 50 10 0.5 11.16 0.33 470.86 15.27 0.17 404.40 14.42 0.20 517.53

Gen - Generations; P S - Population Size; T S - Tournament Size; M - Mutation Rate;
Fit - Fitness (Baseline); S - Standard Deviation (Baseline); T - Time (Baseline); FitO
- Fitness (Food Allocation Optimisation); SO - Standard Deviation (Food Allocation
Optimisation); TO - Time(Food Allocation Optimisation); FitE - Fitness (Extra Food
Allocation); SE - Standard Deviation (Extra Food Allocation); TE - Time (Extra Food
Allocation)

From table 4.11, one can see that the fitness values don’t differentiate much from the different

set of parameters, unlike the time taken to run the algorithm.

In table 4.12, comparing the same set of parameters between this approach and the baseline,

one can see that calculating the route for several days takes way more time than the baseline

approach.
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Table 4.12: Several Days Genetic Algorithm

Gen P S T S M Fit S T
20 20 5 0.2 18.00 0.19 49.57
20 20 5 0.5 17.91 0.20 56.15
20 20 10 0.2 17.88 0.21 44.32
20 20 10 0.5 18.07 0.25 63.44
20 50 5 0.2 17.65 0.12 137.07
20 50 5 0.5 17.62 0.27 168.92
20 50 10 0.2 17.30 0.50 145.14
20 50 10 0.5 17.60 0.26 153.33
50 20 5 0.2 17.89 0.11 120.02
50 20 5 0.5 17.84 0.24 141.04
50 20 10 0.2 17.85 0.13 118.31
50 20 10 0.5 18.00 0.31 143.33
50 50 5 0.2 17.84 0.25 303.97
50 50 5 0.5 17.49 0.03 392.28
50 50 10 0.2 17.62 0.24 341.32
50 50 10 0.5 17.18 0.31 407.26
60 60 10 0.2 17.40 0.16 518.91

Gen - Generations; P S - Population Size; T S - Tournament Size; M -
Mutation Rate; Fit - Fitness; S - Standard Deviation; T - Time



Chapter 5

Discussion

This chapter analyses the results of the algorithms and discusses the reasons for said results. Fur-

thermore, it explores the solution diversity in a critical light and its efficiency as well. Finally, it

goes over the challenges faced when developing the proposed solution.

5.1 Results Comparison

This section analyses the results presented in the last chapter. It concludes the most impactful

parameters, the quickest algorithm, which algorithm found the best results, and which tweak func-

tions improved the results most by comparing them.

5.1.1 Hill Climbing

For the Hill Climbing algorithm, the parameter that primarily influences the time it takes to run is

the Number of Neighbours when this number is low. For example, whether the maximum number

of iterations is 20, 50, or 200, it takes less than 6 seconds to run the algorithm with ten neighbours

per iteration. However, increasing the neighborhood size, generating more possible solutions, and

increasing the selective pressure make it easier to find a better solution than the current one. This

way, the algorithm runs through more iterations, and the number of maximum iterations parameter

becomes more relevant. For example, with 20 iterations and No of Neighbors as 10, the time is

3.50; with 200 iterations, it is 5.85, a slight increase. However, comparing the time it takes with 50

neighbours and 20 iterations, 24.74, and 50 neighbours and 200 iterations, 143.9, the difference is

way more prominent.

Regarding fitness, both parameters are essential to achieve a better result. When the neighbor-

hood’s size increases, the competition between neighbours increases, and the likelihood of finding

a better solution increases. When the algorithm runs for more iterations, more possible solutions

are generated, enabling better solutions. This way, when increasing both parameters, the fitness

value decreases accordingly. One can look at figure 5.1 to visualize this effect. The standard de-

viation is generally smaller when the number of neighbours is more considerable. This might be

53
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explained by the bigger selective pressure, which can lead to a more systematic search and a more

stable convergence pattern, reducing the variability and resulting in a smaller standard deviation.

(a) Maximum Iterations (b) Number of Neighbours

Figure 5.1: Hill Climbing Parameters and Fitness

5.1.2 Simulated Annealing

The first tests for Simulated Annealing used relatively small parameters, and since Simulated

Annealing does not create a neighbourhood in each iteration, the time it took to run this set of pa-

rameters was considerably shorter compared to the other algorithms. Given this initial feedback,

the values for the parameters were changed so that the algorithm could run for more extended

periods. To achieve this, the maximum number of iterations was increased, such as the tempera-

ture, and the minimum value for the temperature was decreased. Looking at the values, one can

then confirm that the time it takes to run the algorithm increases for more significant maximum

iteration values, bigger temperatures, and smaller minimum temperatures. However, it varies little

compared to other algorithms due to the choice of parameters.

The fitness results are similar for the second set of parameters. The fitness has converged

since it has been running for quite some iterations, and the results are reasonable compared to

other algorithms. To see a more significant difference in fitness and time, choosing parameters

further away from each other would be beneficial. Either way, having a more considerable value

for maximum iterations and temperature and a smaller value for minimum temperature allows

the algorithm to run for longer, creating more solutions and increasing the chances of finding a

better solution. Figure 5.2 visually represents how parameters influence fitness. For the standard

deviation, the results are overall similar and generally minor. This might also be a consequence of

the algorithm convergence.

5.1.3 Tabu Search

Regarding the Tabu Search algorithm, one parameter that revealed little significance was the Tabu

List Size, having similar Fitness and Time values. For future work, other values for Tabu List Size

should be tested. Regarding the maximum number of iterations and the number of neighbours,

given the algorithm’s nature, the neighborhood’s size is less relevant than in comparison with Hill
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(a) Maximum Iterations (b) Minimum Temperature

(c) Temperature

Figure 5.2: Simulated Annealing Parameters and Fitness

Climbing since it runs through all iterations independently of finding a better solution. Thus,

increasing the maximum number of iterations and the size of the neighbourhood will improve the

fitness results, with the bigger neighborhood size increasing selective pressure and the number

of iterations generating more solutions. Similarly, increasing these parameters will take longer

to run the algorithm. When doubling the number of neighbours from 20 to 40, the time is also

approximately doubled. Analysing the values of maximum iterations, the values for the time are

also approximately proportional. One can consult figure 5.3 to visualize this.

Considering the standard deviation, it is generally more prominent when the tabu list size is

bigger. This might be explained by the fact that when the list size is bigger, the diversification of

solutions is encouraged by avoiding previously visited solutions. This effect may introduce more

randomness or stochasticity in the search process, and the behavior becomes less deterministic,

leading to a broader range of solutions explored and a more significant standard deviation.

5.1.4 Genetic Algorithm

When analysing the Genetic Algorithm table, four parameters were tested: the number of gen-

erations, the population size, the tournament size, and mutation probability. These parameters

strongly influenced the time to run the algorithm but not the fitness. When increasing the mutation

probability by tweaking more solutions, the time it takes to run the algorithm is slightly longer.

By increasing the mutation rate, one should also expect the diversity of the solutions to increase.
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(a) Maximum Iterations (b) Number of Neighbours

(c) Tabu List Size

Figure 5.3: Tabu Search Parameters and Fitness

Regarding the tournament size, by increasing this parameter, more solutions compete to be the

parent of offspring. Thus, more time was taken to run the algorithm, and more selective pressure

was expected. By increasing the population size, more solutions are created, technically increas-

ing the diversity of the population. Furthermore, the number of offspring created increases for

each generation and the time to run the algorithm. Finally, by running the algorithm through more

generations, more solutions are created, and more time is necessary to run the algorithm. Even

after taking into account these considerations, the parameter tweaking did not translate into signif-

icantly better results for fitness. Figure 5.4 is a visual representation of how parameters influence

fitness.

Regarding the standard deviation, this value decreases when the population size increases.

This might happen because when the population size increases, it provides more individuals to

undergo selection, crossover, and mutation operations in each generation. This increased number

of potential parents allows the algorithm to explore more offspring solutions. The algorithm might

exploit reasonable solutions more efficiently because of the increased chance of a better solution.

This improved exploitation capability reduces the variability in the population over generations

and might contribute to a smaller standard deviation.

For future work, one should either try to improve the crossover method or try for more gener-

ations to improve the fitness results. As discussed later in the Tweaks and Diversity section, the

tweak function that provided the best results was the food allocation one. However, for Genetic

Algorithm, there isn’t any crossover function that tackles the food allocation and that might be
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why the results are worse than the other algorithms. One could also change the mutation rate dur-

ing the algorithm, starting with a higher mutation probability, favouring exploration, and slowly

decreasing it, favoring solution exploitation. Finally, one could mutate the whole population to

escape the local optimum when fitness does not improve for generations. One should also con-

sider the algorithm’s complexity and the data structure. This combination makes this approach

computationally expensive and is most likely not the best solution.

(a) Generations (b) Population Size

(c) Tournament Size (d) Mutation Rate

Figure 5.4: Genetic Algorithm Parameters and Fitness

5.1.5 Baseline Algorithms

Considering the fitness results and the time it took to reach them, the algorithm that reached the

best results in a shorter time was Simulated Annealing. Regarding time, the Simulated Annealing

is the quickest since it does not have to generate neighbourhoods or population. It only generates

one solution for each iteration. The second best algorithm is Tabu Search, with fitness results

similar to Simulated Annealing with 350 maximum iterations and 40 neighbours, but it takes more

than four times longer. With a similar time (between 430-470 seconds), Hill Climbing comes next,

and finally, Genetic Algorithm. This algorithm takes quite a long time, and the results are worse

than the other algorithms.

In conclusion, the fastest and most efficient algorithm for the simplest version of the problem

is Simulated Annealing, followed by Tabu Search, Hill Climbing, and finally, Genetic Algorithm.

A recap can be visualized in figure 5.5.
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Figure 5.5: Comparison of Baseline Algorithms

5.1.6 Food Allocation Optimisation

The Food Allocation Optimisation feature was also tested in all algorithms to see if it could im-

prove the results. For both Hill Climbing and Simulated Annealing, the fitness results improved

significantly, going from 7.50 to 5.41 (27.87%) and 5.29 to 3.92 (25.90%) in the last iteration,

respectively. For Tabu Search, the fitness also improved slightly from 5.91 to 5.50 (6.94%). How-

ever, Tabu Search and Hill Climbing started with worse solutions than their simpler counterparts,

so these two algorithms evolved more with this feature. Regarding the Genetic Algorithm, the

results were worse than its simple version (15.27 to 11.16 in the last iteration - 36.83% increase).

Its results in this modality also did not fluctuate much. A visual comparison between this feature

and the baseline for all algorithms is in figure 5.6.

Regarding time, applying this feature for Simulated Annealing, Tabu Search, and Genetic

Algorithm made the algorithms run faster. In the case of the Simulated Annealing, it was 14.85%

faster, Tabu Search was 38.07% faster, and Genetic Algorithm was 14.11% faster. In the case of

Hill Climbing, it took a little longer, 7.53 %, which can be explained by the fact that it generated

better solutions, making the algorithm run for more iterations. Comparing the algorithms between

each other, the order stays the same as the simple version, having Simulated Annealing with the

best results in a shorter amount of time, Tabu Search having similar results as Hill Climbing but

taking way less time, and Genetic Algorithm last. With these results, one can conclude that this

feature was a success.

5.1.7 Extra Allocation for Food Close to Consumption Date

This modality not only allocates the food requested by the consumers but also allocates food close

to the consumption date to specific consumers who can receive food in these conditions. Therefore,

the fitness results will be bigger than the basic version of the problem since more food and stops

are considered in the fitness function.
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(a) Hill Climbing (b) Simulated Annealing

(c) Tabu Search (d) Genetic Algorithm

Figure 5.6: Food Allocation Optimised compared to Baseline

Comparing the different algorithms, both Hill Climbing and Tabu Search have similar times

(337.30 and 369.8, respectively), and Tabu Search has a slightly better result than Hill Climbing

(9.56 over 10.84). In the case of Simulated Annealing, it took 365.25 seconds to reach a result

of 16.53, taking a similar time as Hill Climbing and Tabu Search but a significantly worse result.

For the Genetic Algorithm, with only 187.67 seconds, it reached a fitness of 15.53, so it reached

better results quicker than Simulated Annealing. A visual representation of this comparison can

be checked in figure 5.7. In this case, contrary to the other cases, Tabu Search is slightly better

than Hill Climbing, the Genetic Algorithm, and Simulated Annealing.

5.1.8 Route Planning for Several Days Algorithms

Regarding the route planning for several days algorithms, since one solution is a list of RouteS-

olution objects instead of a single RouteSolution, the algorithms will naturally take longer to run

compared to the simple version. Using similar sets of parameters from the baseline, the time of

each algorithm also varied more compared to the baselines.

Simulated Annealing only required 215.9 seconds to reach 16.03 of fitness. Both Tabu Search

and Genetic Algorithm required more time to reach their final result. Tabu Search reached 16.26 at

512.03 seconds which was a better result than the Genetic Algorithm, which with 518.91 seconds,

only achieved 17.40. Regarding Hill Climbing, it reached 16.79 of fitness for 525.28 seconds,

with a worse result than Tabu Search and a better result than Genetic Algorithm with similar
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Figure 5.7: Comparison of Extra Food Allocation Close to Consumption Date

times. Therefore, the algorithms’ performance order is Simulated Annealing, Tabu Search, Hill

Climbing, and Genetic Algorithm, similar to the baseline. In figure 5.8, one can observe how the

different algorithms performed in this modality.

Figure 5.8: Comparison of Temporal Allocation

5.1.9 Tweaks and Diversity

In order to check which tweak function produces better results, Hill Climbing, Simulated Anneal-

ing, and Tabu Search were tested with variants of the neighbourhood generation. The first variant

includes the food allocation tweak and the stops order tweak, and the second variant includes the

car allocation and stops order tweak. The third variant includes the car allocation tweak and the

food allocation tweak. Analysing the results, one can see that the variants that produce the best

fitness results are Variant 1, with the food allocation tweak and stops order tweak, and Variant

3, with the food allocation tweak and car allocation tweak. These variants have similar fitness
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results, and one can then conclude that the tweak function that improves the results the most is the

food allocation one. The variant with the worst results is Variant 2, with both the car allocation

and stops order tweak. Since the values for Variant 1 and 3 are similar, one can assume that the

stops order and the car allocation tweaks produce similar results in terms of fitness. A comparison

between these variants in the different algorithms can be visualized in figure 5.9

Regarding time, the variant that takes the longest is the first variant, and the variant that takes

the shortest amount of time is the third. These results were taken from the Tabu Search and Simu-

lated Annealing’s tables since these algorithms go through all the iterations indicated in maximum

iterations. For Hill Climbing, since Variant 2 produces worse solutions, the algorithm fails to cre-

ate improved solutions in the neighbourhood and consequently takes a shorter time to run, stopping

earlier. With these values, one can then conclude that the car allocation tweak function is faster

than the stops order tweak function.

These variants were not tested in the Genetic Algorithm since the core of it is in the crossover

of the parents, using different functions other than the tweak ones. The tweak ones are used to

mutate the solutions, and they are not called at all times.

(a) Hill Climbing (b) Simulated Annealing

(c) Tabu Search

Figure 5.9: Tweak Variations Comparison

5.2 Solution Diversity

In order to reach good results, several approaches were applied to increase the diversity of the so-

lutions. First, there are two ways to build a route, either by putting the producer and its consumers
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first or all the producers and then the consumers. Additionally, when creating a route, there is a

0.5 possibility of optimising the route. If there is more than one stop in a consumer by different

producers, it condenses the last one with all the producers. When allocating a consumer to a pro-

ducer, it is done randomly (when the option for optimal food allocation is false). Furthermore,

there are three possible ways to tweak a solution: changing the food allocation, the order of the

route, and the cars assigned to the solution. When calling the food allocation tweak and adding the

food delivery to the route, it randomly adds the producer in the first five stops and the consumer in

a random position in case the route did not stop in those places before.

For the genetic algorithm, when generating a child, there are two possible crossover methods,

one tackling the car allocation and one the route order. It has a given probability of suffering mu-

tation with the three tweak functions. However, ideally, three possible crossover methods should

have been implemented, adding one tackling the food allocation. These approaches allow to ei-

ther build solutions that can be widely different from one another or efficiently tweak the solution

slightly with the hopes of improving fitness.

5.3 Solution Efficiency

When building a solution, it is crucial to reflect on its efficiency, especially to achieve good results

in a reasonable amount of time.

Firstly, Python is not the most efficient choice memory-wise, and it was required to deep copy

some data structures defined so that the functions would alter the correct ones. This operation can

be time-consuming for complex data structures, as is the case. In addition, initially, there were

three ways to build a route, one completely random. However, after testing with the generated

dataset, that option had to be removed because it took too long to find a randomized route that

fulfilled the order constraint.

Furthermore, the process of optimally allocating food can be tricky since each consumer needs

to go to each request, and each producer and each element in its stock has to find the number of

days closer to the consumption date. Randomly allocating food is quicker since the first producer

that can supply the request is the one that is allocated. The tweak food allocation function can also

take a while since it has to find two car routes randomly, pick a food delivery object from the first

one, and randomly find a producer to supply that food delivery, and the cycle keeps going until

that requirement is fulfilled. The points mentioned can be improved for future work.

5.4 Challenges

Throughout the development of the solution, several challenges were faced. Due to the nature of

the problem, a lot of information has to be taken into consideration to blend the economic factor,

the environmental factor, and the food waste factor. Given this, the data structure to represent

it needs to hold a considerable amount of data, and it entails a more difficult job of applying

metaheuristic concepts. For example, to change the solution slightly and to hold diversity, three
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methods that tackle different parts of the solution, the order of the routes, the food allocation

between producers and consumers, and the car allocation, had to be implemented. Furthermore,

achieving a viable method for crossover between two solutions proved challenging, taking the

order crossover for routes and a similar idea for the car allocation, even though it behaves differ-

ently. Finally, having an intricate data structure also meant looking out for tiny technicalities when

mixing and changing each RouteSolution.

As seen in the State of the Art section, another attempt at incorporating food waste and envi-

ronmental impact in a route solution algorithm was not found. Hence, it proved to be challenging

to evaluate objectively the results reached. Additionally, finding a dataset that incorporated all

the information needed for the problem was impossible due to the aforementioned reason, and the

dataset used for the testing had to be generated.



Chapter 6

Conclusions

This chapter summarizes the work developed, recapping the steps taken and if the project achieved

the initial goal. The project’s contributions are also discussed, and the final section introduces the

future work suggested.

6.1 Summary

The first step towards developing the dissertation was figuring out its goals. Afterward, an inves-

tigation towards the State of the Art on Route Optimisation applied to Food Waste and the Envi-

ronmental Impact was carried out using the systematic literature review method. Subsequently,

the proposed solution was developed by implementing the simple version, then adding features,

such as a volume constraint, allocating food close to consumption date to specific consumers,

route planning for several days, and optimising food allocation and routes. Four algorithms were

also developed to reach better solutions, Hill Climbing, Simulated Annealing, Tabu Search, and

Genetic Algorithm.

After the development stage, several experiments were carried out. These focused on record-

ing each algorithm’s fitness results and time to run different sets of parameters, calculating the

standard deviation of the fitness results, testing the base option, the food allocation optimisation

option, allocating food close to the consumption date, route calculation for several days, and the

diversity of the tweak functions. The results were then discussed, taking into account the different

algorithms and their behaviour, which algorithm worked best, which parameters contributed the

most to the results, which tweak function helped the most achieve better solutions, the overall

solution diversity and efficiency, and, finally, the challenges faced when developing the solution.

6.2 Contributions

Considering the initial objectives, the dissertation shows that the study was done on route optimi-

sation algorithms and how it explored ways to minimize the environmental impact. Furthermore,

it addressed the need to utilize food waste by allocating food close to the consumption date to

64
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specific consumers. Finally, the proposed solution calculates optimised routes incorporating food

waste and environmental variables. Thus, all in all, the main goal of the dissertation was com-

pleted. The proposed solution considers the economic, food waste, and environmental impact

factors and proposes routes based on them. Furthermore, it considers the vehicle’s capacity, can

allocate food optimally right away, can allocate food close to the consumption date to specific

consumers able to receive it, and can plan routes for several days.

Going back to the research question "How to improve route optimisation considering sustain-

ability and food waste minimisation?", the work developed is a proposed answer. As specified

previously, no other attempt was found to combine food waste and environmental impact in route

optimisation. The results reached in this dissertation can be a first ground in considering food

waste when planning route optimisation of produce. From here, this idea can be improved and

implemented, decreasing food waste during the transportation of goods and the environmental im-

pact of this necessary activity. Furthermore, this solution also raises awareness of the pressing

matters of food waste and the negative impact on the environment from transportation. Hopefully,

it motivates others to act on these pressing challenges.

6.3 Future Work

Regarding future work, several considerations can be implemented to enrich the food waste and

environmental impact factors. One can consider how loaded the vehicle is when predicting the

CO2 emissions and the environmental impact of refrigeration in the vehicles for the environmental

factor in the calculations. Additionally, one can consider bad flooring, ramps, and air quality for

calculating the food waste factor. Furthermore, one can also make the weights of each factor in

the fitness function customizable for the user. Another interesting aspect to add to the solution is

considering electric vehicles in the fleet and charging stations. Finally, to further develop the aspect

of route optimisation, one can consider as well time windows, which means ensuring deliveries

are performed within specific time frames that are acceptable or preferred by the stakeholders and

the drivers’ time constraints by taking into account the daily working hours and mandatory breaks

and rest periods.

In conclusion, the possibilities are varied to construct the solution further, and it is a ground-

breaking opportunity to keep investing in applying food waste and environmental impact together

with route optimisation.
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