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Abstract

The highly competitive e-commerce industry is rapidly growing, which brings challenges in han-
dling not only logistics services, such as warehousing and shipping, but also payments processing
and fraud detection. Businesses need to monitor key performance indicators (KPIs) to achieve
operational excellence, but this increasing complexity leads to the need for better resource and
time allocation to find and correct any issues. Tools have been developed to monitor operational
KPIs and support decision-making, providing insights through, e.g., drill-down analysis, anomaly
detection, target comparison, amongst others. However, there is still not a standardised approach
for monitoring KPIs in the context of e-commerce marketplaces, which are websites that sells
goods online from a variety of providers.

One of the main luxury fashion companies, Farfetch, operates an online marketplace and cur-
rently lacks a systematised way to prioritise which KPIs’ behaviours should be paid attention to
on a weekly basis. To create this standardised approach, a tool was developed which, through a
Slack App, informs stakeholders about the critical KPIs they should focus on for the marketplace.
It does so by providing insights based on three main criteria:

1. determining if a KPI has significantly deviated from its target;
2. if it has exhibited recent outlier behaviour;
3. if its actual has fallen within the prediction interval calculated by its corresponding forecast-

ing model.
To determine the best forecasting model for each KPI, both exponential smoothing models and

Prophet were tested with cross-validation. The selection was based on the Mean Absolute Scaled
Error (MASE). The outputs of each of the criterion are red, yellow and green lights, which are
categories differentiated by adjustable thresholds. By combining the results of the aforementioned
criteria, a KPI’s behaviour is classified as an "alarm" or an "attention", being that an “attention”
is a less severe version of an "alarm". If the KPI worsened compared to last week, it is classified
directly as either “bad alarm” or “bad attention”. For good alerts, i.e., KPIs which improved and
which were classified as “alarm” or “attention”, a different division is made: they are categorised
as “recovering” if they are still off target and “over-performer” if they are already on target. When
a KPI is neither of these, if the forecasted value for the following week is significantly off target,
the alert is “future attention”.

The “MAD-Delta” approach is also introduced to detect which dimension groups are the best
and worst contributors for each KPI as a whole, depending on whether it improved or worsened,
respectively, in comparison to the previous week.

To evaluate the tool’s accuracy, thirty scenarios which were categorised as different alert types
were presented to two stakeholders, who independently classified them. The results show sub-
stantial agreement with the tool’s classifications, highlighting its quality, whilst also having led to
the implementation of improvements in the tool. However, variations in stakeholder perceptions
underscored the challenges of creating a unanimous classification system.
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Resumo

A altamente competitiva indústria do e-commerce está a crescer rapidamente, o que traz desafios
no que respeita não só a serviços de logística, como warehousing e shipping, mas também ao
processamento de pagamentos e à deteção de fraude. As empresas precisam de monitorizar os
seus Key Performance Indicators (KPIs) para alcançarem excelência operacional, mas esta com-
plexidade crescente leva à necessidade de uma melhor alocação de recursos e tempo para detetar
e resolver quaisquer problemas. Na literatura, foram desenvolvidas ferramentas para monitorizar
KPIs operacionais e apoiar a tomada de decisões, fornecendo informações através de, por exem-
plo, análises drill-down, deteção de anomalias, comparação com target, entre outros. No entanto,
ainda não existe uma abordagem normalizada para monitorizar os KPIs no contexto dos market-
places de e-commerce, que são websites que vendem bens de uma variedade de fornecedores.

Uma das principais empresas de moda de luxo, a Farfetch, opera um destes marketplaces e
não dispõe de uma forma sistematizada de priorizar os comportamentos dos KPI, semanalmente.
Para criar esta abordagem standardizada, foi desenvolvida uma ferramenta que, através de uma
aplicação no Slack, informa os stakeholders sobre os KPIs críticos nos quais se devem concentrar
para o marketplace. Esta fornece informações com base em três critérios principais:

1. determinar se um KPI se desviou significativamente do seu target;
2. se foi considerado um outlier face ao comportamento das semanas recentes;
3. se se enquadrou no intervalo de previsão calculado pelo modelo de previsão correspondente.
Para determinar o melhor modelo de previsão para cada KPI, modelos de exponential smooth-

ing e o modelo Prophet foram testados através de cross-validation, sendo que a seleção se baseou
no Mean Absolute Scaled Error (MASE). Os outputs de cada um dos critérios são luzes vermel-
has, amarelas e verdes, que são categorias diferenciadas por thresholds ajustáveis. Combinando os
resultados dos critérios anteriormente mencionados, o comportamento de um KPI é classificado
como um "alarm" ou um "attention". Se o KPI piorar em relação à semana anterior, é classificado
diretamente como "bad alarm" ou "bad attention". Para os bons alertas, ou seja, os KPIs que
melhoraram e que foram classificados como "alarm" ou "attention", é feita uma divisão diferente:
são classificados como "recovering" se ainda estiverem fora do target e como "over-performer" se
já estiverem dentro do target. Quando um KPI não é nenhum destes, se o seu valor previsto para
a semana seguinte estiver significativamente fora do target, o alerta é "future attention".

A abordagem "MAD-Delta" também é introduzida para detetar que grupos de dimensões são
os melhores e piores contribuidores para cada KPI como um todo, dependendo de se este melhorou
ou piorou, respetivamente, em comparação com a semana anterior.

Para avaliar a qualidade da ferramenta, trinta cenários que foram classificados como diferentes
tipos de alerta foram apresentados a dois stakeholders, que os classificaram de forma indepen-
dente. Os resultados mostram uma concordância substancial com as classificações da ferramenta,
tendo também conduzido à implementação de melhorias nesta. No entanto, as discordâncias nas
perceções dos stakeholders sublinharam os desafios da criação de um sistema de classificação de
alertas unânime.
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"How one shouts into the woods, so it echoes back out."
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Chapter 1

Introduction

The dimensions and complexity of e-commerce keep rising, especially since the Covid-19 pan-

demic. In 2023, e-commerce sales are expected to correspond to 20.8% of retail purchases and are

predicted to grow 10.4%. For companies with business-models based on e-commerce, this means

the macro-services which build the operations have to handle the increasing demand. Payment

processing and fraud detection are both key services to ensure order fulfilment in this context.

USD 41 billion was lost to e-commerce fraud in 2022 and USD 48 billion is anticipated to be

lost in 2023 (Forbes, 2023). Moreover, the logistics services necessary to ensure the order fulfil-

ment and delivery, such as warehousing, shipping and packaging are also key. In 2022, the global

market of e-commerce logistics was valued at USD 315.82 billion and, from 2023 to 2030, it is

projected to grow at a compound annual growth rate of 22.3% (Research, 2023).

These services need to be constantly monitored and improved, with the purpose of maximiz-

ing the value delivered to the customer. However, as e-commerce keeps expanding, not only is

monitoring KPIs challenging, but so are the decisions regarding resource allocation when dealing

with problems revealed by the poor results of the KPIs.

There have been tools developed to monitor operational KPIs, although most of these con-

trol tools refer to an industrial environment. The tools used for business monitoring are meant

to empower the optimization of operations, to make informed decisions and to improve overall

performance. They do this through drill-down analysis of KPIs, anomaly detection to identify

outliers and their causes, target comparison and other analyses, which culminate in insights trans-

mitted with proactive notifications.

Since e-commerce marketplaces started to arise in the 1990s and continue to grow exponen-

tially (Nanehkaran, 2013), there is still not a standard methodology to monitor KPIs in this context.

Furthermore, different marketplaces face different challenges in different sectors, such as in the

grocery sector, where the items must arrive to the customer’s residence in optimal conditions to

be consumed (Erdmann and Ponzoa, 2021); in the vinyl sector, where the records must arrive free

of any damages, including those caused by heat and mould (Kneese and Palm, 2020); or in the

fashion sector, where there is a significant pressure on logistics due to the common returns (Hjort

and Lantz, 2016). This thesis addresses the case of Farfetch, a luxury fashion marketplace.

1



2 Introduction

1.1 Farfetch

Farfetch believes in empowering individuality and its goal is to become the premier global plat-

form for luxury apparel by establishing connections among creators, curators and customers. It

was founded in 2007 by José Neves and it is a luxury fashion e-retail platform that connects con-

sumers with a premium selection of fashion items from boutiques and brands worldwide.

The company started in 2008 by operating solely as a marketplace, through which the company

still charges a commission on each sale made through its platform. Farfetch sources its products

from more than 1200 boutiques and over 3000 brands. Additionally, the company generates rev-

enue through advertising, delivery fees and other ancillary services. Farfetch’s platform provides

several benefits to both buyers and sellers. To buyers, it offers a convenient and secure way to

shop for luxury fashion items, with access to a wide range of products from around the world.

To sellers, Farfetch provides a platform to reach a global audience, increase brand awareness and

benefit from the company’s marketing and fulfilment capabilities.

In its early years, it was able to follow a zero-stock policy, as products were sent directly from

the boutique to the customer through third-party logistics (3PL) partners. Due to the company’s

quick expansion and the acquisition of some boutiques, it was necessary to keep certain inventory

in privately owned warehouses to fill orders from these Farfetch-owned businesses. However, the

dropshipping model continues to be the main method of order fulfilment.

In 2015, it became Farfetch Group, as it acquired Browns – a renowned British fashion and

luxury goods boutique – and it started offering Farfetch Platform Solutions (FPS). FPS gives

luxury brands and retailers access to Farfetch’s e-commerce and technology capabilities, which

can be deployed independently or combined. These include, among other services, the creation of

their own website, the creative content production of items, in-store innovations like the Farfetch

retail suite of technology products and Fulfilment by Farfetch (FxFF), which is a warehousing

service where Farfetch manages partners’ stock in its warehouses.

Both through Marketplace and FPS, the company operates as a platform, leveraging its existing

scale and infrastructure to create new and innovative businesses. It operates like an ecosystem,

connecting with its communities and collaborating with them to produce, exchange and co-create

value within the platform.

An important distinction to make is between store and tenant. Stores are often also referred

to as partners and they sell through the Marketplace, whilst tenants, termed also as clients, sell

through their own website, which they acquired through FPS. Both partners and clients then sell

to the final consumers. Furthermore, first-party (1P) partners and tenants are owned by Farfetch

and third-party (3P) ones are not.

Farfetch has been experiencing constant growth and, in 2018, it became a publicly listed com-

pany. In recent years, it has acquired three major stakeholders: the sneaker and streetwear market-

place Stadium Goods in 2018, the brand platform New Guards Group (NGG) in 2019 and luxury

beauty products retailer Violet Grey in 2022.
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Farfetch serves its businesses with a pure service mindset and works to enable an amazing

experience to tenants and their customers, by delivering world-class operations services while

driving retention and efficiency. Its operations services are at the core of its platform and are a

flying wheel that services the three business units:

• Marketplace: the business unit that manages all the business to consumer (B2C) channels,

including Farfetch.com, Browns, Stadium Goods and Violet Grey;

• Farfetch Platform Solutions: the business to business (B2B) unit dedicated to offering

end-to-end e-commerce solutions that meet the specific needs of Farfetch’s clients;

• New Guards Group: the home of multiple international luxury brands, which adds a brand

platform layer to Farfetch’s technology, logistics and data platform.

Operations sits within its platform layer and provides many different services to its different

businesses. This organizational structure, visable in Figure 1.1, allows the group to benefit from

the synergies created by the platform areas, delivering more scalable and efficient services and

contributing to its mission.

Figure 1.1: Operations Organizational Structure

1.2 Project Framework, Motivation and Goals

The project was integrated into the Operations Performance & Optimization team, which serves

as an intermediary between the multiple Operations teams and Finance. The former provides the

latter with support in planning and result optimization, taking into account both the client and
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the partner perspectives. Additionally, it also supports the service managers regarding operational

performance.

For the last few years, Farfetch has been going through a period of intense growth, due to the

emergence of new business units and models, as FPS and NGG are both relatively recent, so some

business-as-usual (BaU) processes are still being defined and optimized. Additionally, this growth

is also due to the increasing trend in the number and size of tenants and partners, which impacts

order volume and, therefore, pressures all areas regarding Operations. With the goal of facing the

underlying difficulties, Farfetch has recently gone through internal restructuring, to optimize the

synergies between each business unit (BU).

Operations can be divided in multiple ways. For example, an analysis on Operations can be

done, on a higher-level position, for, e.g., Fulfilment by Farfetch (FxFF) and non Fulfilment by

Farfetch (nonFxFF), or for Marketplace and FPS. However, further division can help to better

understand how to improve performance.

The way Operations as a whole is monitored has also been recently changed in order to be

aligned with the internal restructuring. The operational results regarding the previous week are

presented and discussed in a tactical meeting with responsible employees from all the operations

service provider teams, including some in higher-level positions. As the meeting is short and

there are many topics to be discussed, there is a need for a tool that can not only analyse multiple

operational areas and dimensions, but also convey which KPIs’ incidents the stakeholders should

focus on and with which priority. Since multiple operational areas are involved in the meeting,

each one monitors their KPIs in a personalised manner and there is not a common methodology.

Finding a fair fashion to do this that can be applied to any KPI is one of this project’s goals.

Moreover, although this tool would be especially useful in the weekly tactical meeting’s context,

the overview it would provide of the operations performance through systematised criteria would

be practical for the Operations teams.

Hence, the specific objectives of this project are:

• To create a tool which uses established criteria to empower a systematised approach for

the prioritisation of which KPIs’ behaviours should be paid attention to, each week. This

focused view can not only assist in increasing the productivity of the tactical meeting, but

also lead to further discussions outside of this context;

• To predict which KPIs will be significantly off target in the following week, which expands

the tool’s approach from a post-mortem one to a more proactive one.

This helps raise a better awareness of operational performance throughout all the teams and

throughout the higher-level stakeholders responsible for these areas, as a summary of the main

possible topics is provided without any extra work on their part. All these objectives are regarding

operational performance in the Marketplace context. However, in the future, this tool can be

expanded to KPIs in other BUs.
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1.3 Methodology

The Gantt chart shown in Figure 1.2 shows the steps that were defined for this project. There

was an overlap between most of the stages, as some of them were related and to incorporate some

buffers.

• Business and Operations overview, understanding of the main tools and databases,
problem comprehension: getting familiar with both Farfetch and the project, regarding

the monitoring processes throughout the Operations teams and the dynamics of the weekly

tactical meeting;

• State of the art study for outlier detection and business process monitoring: under-

standing the research on both of these areas to incorporate this knowledge on the decisions

ahead;

• Conceptualisation of possible criteria and alert types, definition of KPI scope: deciding

which are the base criteria to set off alerts, the alert type classification and which KPIs would

be included;

• Definition of the forecasting models to evaluate and model testing for each KPI: choos-

ing the most appropriate forecasting models according to the problem’s context and the

research done in step 2; testing through cross-validation, in order to understand which is

better for each KPI;

• Decision on the approach for each of the criteria: characterising the methodology for

each criteria;

• Development of the final tool: continuously incorporating features in the tool as more of

its design is being defined;

• Definition of how to conduct dimension analysis and its scope: delineating the dimension

analysis approach and the most fitting dimension for each KPI;

• Impact analysis, definition of future work: inquiring not only about how relevant the alert

types are, but also about the relevance of the information shown by the tool.
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Figure 1.2: Project’s Gantt Chart

1.4 Structure of the Dissertation

The dissertation is divided into five additional chapters.

Chapter 2 includes the literature review of the major themes regarding this thesis, such as

performance measurement, business process management and outlier detection, also providing a

background on time series forecasting and forecasting model evaluation.

The following chapter explains the context in which the problem is integrated in, which entails

understanding the order processing workflow, the KPIs regarding fulfilment, delivery, payments

and fraud, and how their monitoring is done as preparation for the weekly tactical meeting.

The Fourth Chapter describes how the tool was developed, namely in which criteria it is based

on, how dimension analysis is performed and which alerts can be set off associated with which

information.

Chapter 5 shows the results of the forecasting models, which are used for one of the tool’s

criteria. Moreover, the quality of the alert type classification is analysed, which led to some

changes in the tool.

Finally, the Sixth Chapter brings together all the topics discussed in the preceding chapters,

the key conclusions and potential future courses of action.



Chapter 2

Literature Review

The core of an enterprise’s value production is represented by its business processes. Conse-

quently, a complete management of business process performance offers a significant contribution

to business success (Hammer and Champy, 2009). Business monitoring primarily works to spot

changes or trends that point to opportunities or issues that call for managers to take preventative

or corrective action (Nesamoney, 2004).

This chapter first provides a process monitoring overview, with the introduction of key con-

cepts and examples of some tools which have been developed in the literature and some that

have been commercialised. Furthermore, outlier detection methods and the time series forecasting

models explored in this thesis are explained, along with some background theory.

2.1 Industrial Alarm Systems

Process monitoring is a key activity in industrial settings, both in discrete and process manufac-

turing. Discrete manufacturing processes create individual items in small batches, which are gen-

erally homogeneous and have low variability. Unexpected events can arise, such as safety risks,

malfunctions and shortage of available agents, which are notified by signals and alerts (Chen and

Jin, 2006). On the other hand, process manufacturing is a method of producing items in which

components or ingredients are combined and then put through a series of procedures until the

product is finished and in its final state. Manufacturers frequently use quality specifications, which

include standards with acceptable tolerance limits and a list of the attributes to be checked, in order

to control the process variability. Quality problems typically result from a failure of the input at

some point along the batch manufacturing process rather than from a single defective machine or

operator (Fisher et al., 2020).

There are important differences when transposing process monitoring in an industrial scenario,

where the traditional alarm systems are placed in, to the context of e-commerce operations. When

an alarm happens in the traditional context, an operator often intervenes immediately by detecting

its cause and trying to take corrective actions (Izadi et al., 2009). Even though e-commerce oper-

ations monitoring can be done on a daily-basis, e-commerce companies with a business-model

7
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based on a marketplace, in which suppliers sell their products directly to buyers (Hagiu and

Wright, 2015), acquire proportions which make monitoring hard to accomplish live. Thus, a post-

mortem approach is applied, which is not continuous, but done with a certain frequency instead,

and is divided throughout the main macro-services. Moreover, in the industrial context there are

clearly false alarms (Xu et al., 2011), whereas when monitoring operations in e-commerce, there

is not a clear distinction between what the business wants to be alerted to, as it is not a binary

truth. Finally, in industrial contexts, there is often an attempt to define a limit to the maximum

number of alarms an operator should receive per hour or day, especially in discrete manufactur-

ing, so they do not become too overwhelming (Wang et al., 2015), whereas in e-commerce, as the

monitoring is done throughout multiple teams responsible for their own KPIs and not in a contin-

uous way, there is not a need to establish a maximum number. All these differences are related to

the fact that those interested in receiving the alarms in one scenario are operators, responsible for

live monitoring variables which either depict the quality of the industrial process or are essential

in process safety, whereas the ones in an e-commerce context are business analysts and people in

higher management positions, reporting about the processes behind multiple macro-services.

2.2 Performance Measurement

Performance measurement is essential for developing a diagnosis, controlling and measuring re-

sults, developing strategies and disseminating them throughout the company (Wouters, 2009).

The most important issues that need to be addressed to evaluate corporate performance are

both why and what should be measured, which cannot be judged separately (Lebas, 1995). To

carry these tasks on, the concept of key performance indicator was developed.

A KPI is a quantifiable performance indicator — also referred to as "metric" in some liter-

ature — that represents a significant performance determinant for an organization’s present and

future success (Parmenter, 2015). It is assessed within a specific analysis period and it has a target

value that should be attained or maintained during that time to reflect the accomplishment of set

business objectives (Wetzstein et al., 2008). When KPIs are correctly established and executed,

they provide insights on exactly where to intervene as a means to boost performance (Weber and

Thomas, 2005). Considering these purposes, a KPI should be defined according to its attributes,

links to other performance indicators and ties to other formalized ideas like roles, procedures and

goals (Popova and Sharpanskykh, 2010). Moreover, for a metric to be effective it should be ac-

tionable, aligned with the company’s strategy, owned, standardized and context driven, amongst

other aspects (Eckerson, 2010). Thus, to stay competitive, a corporation must identify its per-

tinent indicators, how they relate to its set goals and how they depend on the activities carried

out (Popova and Sharpanskykh, 2010). The measurement of process performance constitutes an

integral component of Business Process Management (BPM), enabling organizations to system-

atically evaluate the effectiveness and efficiency of their processes in achieving desired outcomes

and organizational objectives.
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2.3 Business Process Management

Elzinga et al. (1995) defines BPM as a methodical, structured approach to process analysis, im-

provement, control and management with the goal of raising service and product quality.

There are multiple proposed BPM lifecycle models, but a crucial component present in all of

them is the constant supervision of business objectives (de Morais et al., 2014). Business activity

monitoring (BAM) technology often supports this by providing continuous, close to real-time

monitoring of processes built on an event-driven architecture (Jeng et al., 2003).

2.3.1 Business Activity Monitoring

While BPM provides a comprehensive framework for process design, implementation and im-

provement, BAM complements these efforts by delivering real-time visibility and monitoring

functionalities that enable performance measurement, bottleneck identification and proactive decision-

making. BAM is used to increase the efficiency of business operations by monitoring them and

promptly bringing issues to the responsible stakeholders’ attention (Jiang et al., 2007). Monitoring

and control have the purpose of finding and addressing not only the technical causes of anomalous

business process behavior, but also the operational issues that arise when carrying out business

processes (Zur Muehlen, 2001).

Both push (active monitoring) and pull (passive monitoring) technologies can be used for

business-related monitoring (Zur Muehlen and Rosemann, 2000). BAM enables the close to

real-time active monitoring of process instances and the computation of business process KPIs

(Golfarelli et al., 2004). It uses strategies such as statistical process control, which calls for the

establishment of an upper and lower bound for the KPIs. These bounds are obtained from histor-

ical runtime data or are explicitly entered into the system (Gillot, 2008). When these boundaries

are breached, this type of BPM solution either alerts users or takes action to resolve the issue on

its own. This method can be applied to management-by-exception, i.e., when an issue is handled

as it arises, or to foresee and prevent unfavourable scenarios (Grigori et al., 2004). On the other

hand, passive monitoring entails asking for data on active process instances, for instance, to verify

the progress of a specific order.

Depending on the interest of the intended information recipient and the quality/quantity of the

information provided, monitoring information is best absorbed when it is provided at different

levels of detail. While some users may only be interested in high-level information, others may

wish to dig deeper and get more specific data (Leymann et al., 2002). This highlights the need for

a tool like the one developed for this thesis, as currently at Farfetch there is not an automated way

of receiving summarised information with the key monitoring takeaways.

2.3.2 Process Monitoring Models in the Literature

In Wetzstein et al. (2008), a KPI monitoring model is developed in which only KPIs calculated

based directly on runtime data of the respective processes are analysed. This means financial KPIs
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are not considered. Moreover, permitted ranges of KPI values are defined by the business analysts,

around the target value, to sound alarms to the proper KPI owners when its actual value falls

outside these parameters. These can then be translated, for example, into an email or a message on

the dashboards depicting the KPIs’ behaviours. This tool entirely relies on the business analysts’

ability to define proper ranges for each KPI, which can lead to ineffective alarms, as the reasoning

behind the range definition may be faulty and not based on the data history. Moreover, the ranges

being based on the target values may also be unsuccessful, as these targets may have been poorly

defined.

Another example of a business monitoring model is the platform known as intelligent Business

Operations Manager (iBOM). It makes it possible to manage and optimize business operations in

an automated, intelligent and process-oriented manner in accordance with organizational objec-

tives. iBOM offers an in-depth understanding of the business and of its operations. It also de-

tects actual or expected anomalies at the business and IT levels, provides an explanation for these

anomalies and suggests how to adjust some process elements to prevent insufficient executions.

Metrics are specified through its Metric Definer, which enables the user to set some parameters for

each KPI, like the values corresponding to green, yellow and red ranges. This system considers

the range as acceptable, the yellow one as troublesome and the red one as worthy of being alerted.

A requisite that business owners asked for in iBOM was for it to provide not only explanations,

but also forecasts for the performance of each KPI, without the need for the tool users to have any

data mining knowledge. Thus, provided historical data and certain parameters for each metric,

the factor analysis and prediction engine uses data mining techniques to recognize patterns that

can be explanatory of previous behaviour and predictors of future one. Through these predictions,

which are always associated with a confidence interval, users can better understand root-causes of

certain abnormal behaviours and act accordingly to attempt to reduce or eliminate the harm these

predicted values with negative impact can potentially result in. The predictions are made through

decision trees algorithms as they are easily interpretable by business users. Additionally, with

these trees and always considering the confidence intervals, they gain a better understanding of if

the KPIs will soon be out of range or violate any target commitments established in Service Level

Agreements (SLAs) (Castellanos et al., 2005). Giving the user the responsibility of defining the

values for green, yellow and red ranges may, once again, be risky and it may require frequent re-

definition, as the reality keeps changing. If this tool is applied to multiple KPIs, the user may have

difficulties in maintaining updated ranges and this feature may become obsolete. Additionally,

neither of these tools explicitly distinguishes between beneficial and detrimental alerts.

2.3.3 Process Monitoring Marketed Tools

There are many Business Process Management products available on the market. Those which are

worth mentioning in the context of this thesis include Business Activity Monitoring features.

IBM Business Process Manager provides comprehensive features for tracking and evaluating

process metrics in real-time. When a KPI breaches a defined threshold, the tool generates alerts

to promptly notify stakeholders about the issue. These alerts can be delivered through various
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channels, including email, SMS or integration with external notification systems. Additionally,

IBM Business Process Manager supports escalations paths and rules which can be defined to

automatically escalate process instances or tasks to higher-level users when specific conditions or

delays occur. The tool stores historical process data, enabling retrospective analysis and tracking

of process performance over time. Reports and visualizations of historical trends help identify

patterns, bottlenecks and areas for improvement. This data-driven analysis supports informed

decision-making for process optimization (IBM, 2021).

Oracle BAM empowers organizations to effectively monitor and analyse KPIs in real time.

Users can create personalized alerts that proactively notify them via email or SMS, allowing

prompt actions to be taken. By delving into specific details, users can uncover valuable insights

and identify the root causes of deviations. The system triggers alerts whenever a metric surpasses

a threshold defined by the user, ensuring proactive management of issues and maintaining perfor-

mance at desired levels. Oracle BAM provides customisable dashboards and reports that present

real-time data and insights with visualizations. Reports can also be generated and shared to pro-

vide detailed analysis and historical trends for informed decision-making. Moreover, users can

effortlessly slice and dice data using flexible querying and filtering options based on different

dimensions or criteria (Oracle, 2023).

Both tools have a steep learning curve due to their extensive feature set and both require

significant computing resources. Moreover, neither offers sophisticated forecasting capabilities,

although Oracle BAM can provide insights into historical and current data.

DataGenie also presents BAM features, but these are greatly supported by AI. It continuously

and autonomously monitors KPIs, recognises outliers and the factors that caused them and identi-

fies other KPIs that were impacted, amongst other features. The user must define the metrics to be

tracked, the dimensions they need to be tracked across, a population threshold below which they

do not need to be tracked (e.g., countries with less than 100 orders per week do not need tracking),

if within a dimension only specific values need to be tracked (e.g., not all the countries, but only

a specific set), amongst a few other parameters. The users can easily ingest all the insights as

they are presented in an easy-to-use StoryCard format, which can also be sent through internal

communication platforms like Slack. Its outlier detection process consists of analysing deviations

from the predictions calculated by their forecasting models. These models do not require any pro-

gramming expertise from the user and can be adapted to any metric and granularity (DataGenie,

2023). Although it is built on a strong analytical component, it lacks a target comparison for each

KPI.

2.3.4 Outcome-Oriented Predictive Process Monitoring

Besides the approaches already mentioned, there is also a group of methods known as outcome-

oriented predictive process monitoring which concentrate on foretelling whether a case will have

desired or undesirable repercussions. The predictions, which should be accurate, can be used by

the user to decide whether to take action in an effort to avert these outcomes or mitigate their

harmful effects.
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In addition to making predictions, another group of methods entitled prescriptive process mon-

itoring advise on when and how to intervene in a case that is already in progress to maximize a

specific utility function (Teinemaa and Depaire, 2019). The contribution of Teinemaa et al. (2018)

was to expand on these methods by adding an alarm-generating mechanism that informs the users

when it is time to act on the prediction. The framework created is equipped with a parameterized

cost model that captures the trade-off between the price of an intervention and the price of an un-

favourable result. The decision to raise an alarm or not is then made by the alarming mechanism

based on this cost model and the prediction made by a forecasting model. This can be challenging

in some contexts where these prices cannot be straightforwardly determined.

A technology called the Business Process Cockpit, created by HP, enables users to build and

track business KPIs on top of execution data for processes (Sayal et al., 2002). When combined

with the methodologies described in Castellanos et al. (2004), the cockpit enables users to addi-

tionally have explanations about why process measurements have specific values and about the

expected value of such metrics, in a close to automatic fashion, by interacting with the reporting

engine’s graphical user interface. The most appropriate data mining approach is chosen automat-

ically considering the kind of problem and metric addressed. However, for these approaches to

provide meaningful results the business must have a significant amount of good quality historical

data.

There are multiple situations in which, through the help of predictions, important information

can be retrieved, such as if, for example, there will be an abnormal deviation in a KPI, which

could violate SLAs or which could lead to a deadline not being met. If this is noted in time, the

system can alert an authority who could then take the necessary action and mitigate the impact of

the exception (Castellanos et al., 2004).

2.4 Monitoring Visualization Tools

In most firms, dashboards are the primary tools for monitoring business performance and pro-

cesses. By measuring current performance against a target intended to fulfil corporate goals, the

inclusion of KPIs in dashboards promotes quick and precise information, which makes them also

helpful for decision-making (Peral et al., 2017).

Both practical and visual-appealing elements should be present in a dashboard’s design: func-

tional elements include drill-down capabilities, presentation flexibility, scenario analysis or auto-

mated alerts, whereas cosmetic features should allude to how information is delivered to senior

management and how data is visualized (Janes et al., 2013). Furthermore, the complexity of in-

formation, reflected, for example, in the number of decision cues, and accessibility of dashboards

must be balanced, though, as they may have a detrimental impact on productivity and morale.

Since there are different ways to display measurements and trends on a dashboard, such as ta-

bles and graphs, those designing them must also deal with the issue of presentation format. They

should keep in mind that the link between the amount of information provided and choice accu-

racy is an inverted U-shaped curve, showing that accurate decisions can only be made when the
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amount of information is optimal (Yigitbasioglu and Velcu, 2012). Due to this difficult balance

and other reasons explained at the end of Chapter 4, they were not the chosen visualization tool

for the project presented in this thesis, but they are, nevertheless, an important part of the KPI

monitoring process in the company in which it was developed.

Effective data visualization aids in the comprehension of data relationships, which can be

done through nominal comparison, time series evolution, ranking, part of a whole, deviation,

distributions, and correlation (Archambault et al., 2015).

2.5 Time Series Analysis

A time series can be simply explained as a succession of observations taken sequentially in time. It

is typically thought of as a sample realisation from an infinite population of time series created by

a stochastic process, which can be stationary or non-stationary (Box et al., 2015). The fundamental

premise of time series analysis is that some elements of the historical pattern will persist into the

future. Thus, as it is the case in this thesis, it is frequently assumed that time series forecasting is

based on historical data for the primary variable rather than explanatory variables that could have

an impact on the variable being studied (Yu et al., 2014).

Through time series analysis, one can comprehend the reliance and structure of time series.

As a result, the knowledge gained from time series analysis can be used for forecasting, process

control, outlier detection, among other applications. Time series analysis is the investigation of

a temporally distributed sequence of data or the creation of a prediction model where time is an

independent variable (Box et al., 2015).

When analysing a time series, it is a common practice to decompose it into four components

(Hyndman and Athanasopoulos, 2018):

1. Trend: reflects an increase or decrease in the data on the long-term, although it does not

need to be linear;

2. Seasonal: present when the time series behaviour is influenced by fixed time periods, such

as months or days of the week;

3. Cyclic: occurs when the time series displays rises and falls which do not follow a fixed

frequency. These are often justified by economic conditions;

4. Remainder: represents the residue after the other components have been subtracted.

There are two types of decomposition: additive and multiplicative. Using an additive decom-

position, a time series is modelled as:

yt = Tt +St +Rt (2.1)

Whereas with the multiplicative decomposition, it is modelled as:

yt = Tt ×St ×Rt (2.2)
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Where yt is the original time series, Tt is the trend and cyclic components, St is the seasonal

component and Rt is the remainder component, at period t.

When multiplicative seasonality is present, unlike the additive one, there are significant changes

to widths or heights of seasonal periods over time (Hyndman and Athanasopoulos, 2018).

When modelling business time series behaviour it is common, although not mandatory, to find

a set of challenges, which often include (Taylor and Letham, 2017):

1. Trend: subtle and sometimes unpredictable changes in trend may occur, such as the impact

of market changes or of the entry of new products, leading to piece-wise trends;

2. Seasonality: it is common for multiple seasonal effects to be present, such as weekly and

annual, as they are representative of human behaviours;

3. Outliers: the presence of outliers is common throughout any type of time series, but espe-

cially expected in business related ones, as they are easily affected by calendar holidays and

by their own promotional events. Each of these are expected to produce somewhat simi-

lar impacts each year, which makes them useful for building forecasts, but not intuitive to

incorporate since some holidays are floating ones.

2.6 Outlier Detection

Although there is not a perfect characterization of an outlier, Hawkins (1980) has defined it as an

observation that differs so greatly from others that it raises the possibility that it was created by a

distinct mechanism.

2.6.1 Types of Outliers

There are multiple ways to categorise outliers, the following classification was created according

to an analysis on the literature on time series made by Blázquez-García et al. (2021):

1. Point outliers: describes a situation when a point datum, compared to either all the remain-

ing values in the time series or to its closest neighbours, exhibits anomalous behaviour at

a given time instant. Point outliers can either affect one or more time-dependent variables,

depending on whether they are univariate or multivariate;

2. Subsequence outliers: this term describes a series of time points that exhibit unexpected

behaviour together, even if each observation on its own may not necessarily qualify as an

outlier point. Additionally, subsequence outliers might be global or local and they might

affect one or multiple time-dependent variables;

3. Outlier time series: when a full time series contains anomalies, but this is only possible

when the input data is a multivariate time series.
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The forecasting models used in this thesis are used for univariate business time series and the

purpose of outlier detection in this context is to find univariate point outliers. Outlier time series are

outside of the thesis’ scope. Subsequent outliers analysis is not a necessary step, since the criteria

used by the tool which are not based on forecasting models are responsible for finding the patterns

the business wants to be notified of. In other words, if a KPI does present a constant improving

pattern, Farfetch does not need to be alerted each week, whereas if it presents a constant worsening

pattern, it will be alerted by the developed tool in the week in which it becomes significantly off

target, and the future target criterion will likely even alert for this before it happens. The criteria

in which the tool is based will be further explained in the Methodology chapter.

2.6.2 Techniques

Point outliers can be detected through multiple techniques (Blázquez-García et al., 2021):

1. Model-based: a point that greatly deviates from its predicted value is the most common and

intuitive definition for the term "point outlier”, thus a point, at time t, can be classified as

an outlier in a univariate time series if its distance from its expected value exceeds a certain

threshold. With this method, historical data are used to create a forecasting model that is

then applied to predict future values. The primary challenge with outlier detection using

prediction is establishing the value of the threshold that should be applied:

(a) The methodology falls under the category of estimation model-based methods if the

anticipated value is determined utilizing prior and subsequent observations to the cur-

rent value;

(b) In contrast, the methodology falls under prediction model-based methods if the antic-

ipated value is determined only by prior observations made in relation to the current

value.

2. Density-based: a point with less than τ neighbours - i.e., when less than τ objects are

located within a distance R of those points – is an outlier;

3. Histogramming: this approach is based on finding the points from the univariate time series

whose removal yields a histogram representation with less error than the original, even when

the number of buckets is decreased to allow for the separate storage of these points.

A model-based approach was chosen for detecting point outliers, as this approach, being based

on predicting values, is the most easily interpretable for the stakeholders who will receive the alerts

given by the developed tool.

When choosing a suitable methodology for an outlier detection system, there are two primary

factors to take into account (Hodge and Austin, 2004):

1. Adopting an algorithm that can effectively describe the data distribution and appropriately

highlight outlying points. Additionally, the method needs to scale to the size of the data sets

to be analysed;
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2. Selecting an interesting neighbourhood for an outlier, which is not simple. Numerous algo-

rithms create thresholds and build limits around normality as they process data. However,

these methods frequently rely on user-specified criteria, such the number of clusters, or they

enforce a particular distribution model.

2.6.3 Applied Methods

The reasons why each of the following methods were chosen will be explained in the Methodology

chapter of this dissertation.

2.6.3.1 Naïve Method

The naïve method is typically used as a benchmark, given its simplicity. For naïve forecasts, all

forecasts are simply set to be the value of the last observation. That is (Hyndman and Athana-

sopoulos, 2018):

ŷT+h|T = yT (2.3)

2.6.3.2 Exponential Smoothing

Some of the most effective forecasting techniques were motivated by Brown and Holt’s work in

the 1950s with their development of the exponential smoothing forecasting method. This method

can be described as a weighted average of historical observations with weights that exponentially

decrease as observations age. Depending on the value of the coefficient α , the weights decrease

exponentially: the prior observations are completely disregarded if α equals 1 and the present

observation is completely disregarded if it equals 0. This model’s ability to create relatively accu-

rate forecasts rapidly and for a variety of time series made it especially relevant for industry use

(Hyndman and Athanasopoulos, 2018).

The single exponential smoothing model was the base for the development of two others

Kalekar et al. (2004):

1. Single: the model assumes that there is no trend or regular pattern of growth and that the

data varies around a relatively steady mean;

2. Double (Holt): the only difference between it and simple smoothing is that trend must also

be updated each period. The coefficient for the trend smoothing is specified by β ;

3. Triple (Holt-Winters): it should be used when the data exhibits not only trend, but also

seasonality. This leads to a need to provide a third parameter to account for seasonality,

which can be either additive or multiplicative. The coefficient for the seasonal smoothing is

specified by γ and the coefficients describes for the previous models are also used.
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For this thesis, it is important to understand how prediction intervals are calculated for single,

double and triple exponential smoothing models. They are based on the residuals’ estimated stan-

dard deviation, while assuming a normal distribution with constant variance for the residuals. For

double exponential smoothing, the prediction intervals calculation not only considers the estimated

error distribution, but also the estimated standard deviations of the trend component. Regarding

triple exponential smoothing, the calculation considers, in addition, the estimated standard devia-

tion of the seasonal component. The prediction intervals incorporate all these error components to

reflect the uncertainty in future data (Chatfield, 2001).

2.6.3.3 Prophet

Prophet is a time series forecasting model built to handle the aforementioned typical characteristics

of business time series. It was developed by Facebook’s core Data Science team, having been

released in 2017 by Sean J. Taylor and Benjamin Letham. This decomposable model has four

primary elements: trend, seasonality, holidays and error, reflected through the following equation:

yt = gt + st +ht + εt (2.4)

The trend function gt models non-periodic changes in the time series’ values, st models pe-

riodic changes and ht models the effects of holidays. Any idiosyncratic changes that the model

cannot account for are represented by the error term εt .

Similar to Holt-Winters, Prophet can also take on additive or multiplicative seasonality, such

that a log transform can be used to achieve the latter seasonality, where the seasonal effect is a

factor that multiplies gt .

For each time series, the definition of the main elements that configure the Prophet model is

the following (Taylor and Letham, 2017):

• Two trend models can be applied by Prophet according to the type of forecasting problem:

when saturating growth is present, a logistic saturating growth model is used, whereas when

it is not then a piece-wise linear model with changepoints is employed, since a piece-wise

constant growth rate allows for a frequently useful and modestly resource-intensive model.

The trajectories of real-time data frequently exhibit rapid variations. By default, Prophet

will detect these changepoints and adjust the trend accordingly, but they can also be pro-

vided by the analyst based on established dates of product releases and other growth-altering

instances;

• Regarding seasonality, standard Fourier series are used to capture multi-period seasonal

effects;

• With respect to holidays and events, even though they can be viewed as foreseeable disrup-

tions that affect several business time series, their effects cannot adequately be represented
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by a smooth cycle, as they mostly do not behave in a periodic fashion. To tackle this is-

sue, one of Prophet’s possible inputs is a list of past and future occurrences, identifiable by

the unique name of the events or holidays, which can either be worldwide or countrywide.

Since the impacts of these events are not exclusive of the day of, it is common to encompass

the effect of the surrounding days.

There are various opportunities in the Prophet model formulation in which users can adapt it

according to their experience and external knowledge without having to comprehend the under-

lying statistics, such as capacities, changepoints, smoothing parameters, holidays and seasonality.

This type of modelling, which was named Analyst-in-the-Loop Modelling, allows analysts to

add their discretion using a small number of model parameters, while also keeping the flexibility

to, when needed, rely on completely automated statistical forecasting. For example, the τ param-

eter was incorporated to positively or negatively adjust the trend flexibility and the σ to tune the

magnitude of the seasonality component (Taylor and Letham, 2017).

When generating prediction intervals, Prophet follows a simulation-based approach, i.e., it

first creates multiple future trajectories by considering the uncertainty in the trend and seasonality

estimates and then it samples from the posterior distribution of the model parameters to generate

multiple future trends and seasonality patterns. Once the trend and seasonality trajectories are

obtained, Prophet combines them to compute prediction intervals. Prophet summarizes the range

of the simulated future values at each time point to determine the upper and lower bounds of the

intervals.

2.6.3.4 Median Average Deviation

The median is a measure of central tendency - a characteristic it shares with the mean -, but

it has the advantage of being very insensitive to the existence of outliers. The median is the

location estimator with the highest breakdown point, with it being 0.5. Furthermore, the MAD is

completely unaffected by sample size. Huber Huber (2011) describes it as the single most helpful

accessory estimate of scale, because of these two qualities.

To compute the median (M), the observations need to be ordered in an ascending fashion to

find the mean rank of the statistical series and the value associated with that rank. Afterwards,

all the absolute deviations from the median must be calculated and then the MAD is simply the

median of those (Leys et al., 2013). An observation is categorised as an outlier if it is outside of

an area defined by a lower and upper intervals, which are calculated by the median subtracted of

or added to a multiple of the MAD. Specific examples are provided in Chapter 4.

2.7 Forecasting Model Evaluation

Model evaluation is a crucial step given the large array of available forecasting models and corre-

sponding parameters. It does not only contribute to choosing the optimum model and parameter
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setup, but it also shows exactly how accurate and precise it is. Multiple performance error met-

rics that can be used to assess them, as well as methodologies for their validation are following

detailed.

2.7.1 Cross-Validation

When testing multiple forecasting models to determine, for each time series, which one better fits

their behaviour, cross-validation is better than a simple train-test split. However, cross-validation

in time series has more particularities than standard cross-validation, as the order of the observa-

tions is essential for the data to stay meaningful, which makes the random selection of data for

each train and test set unreliable. Therefore, in this thesis, the rolling origin technique was applied.

The following figure, extracted from Svetunkov and Petropoulos (2018), depicts the logic

behind this method. Initially, the first train set – depicted by the white area in the first row – is

chosen, which, for this thesis, was approximately 60% of the total data. After the forecasted and

the residual values for the first test and train set are calculated and stored, the data from a single

time period t is added to the train set, whilst the size of the test set, coloured in grey, remains

constant each time, as it simply moves one time period t ahead, as well. This is repeated until

the three-steps-ahead projections correspond to the last three available data points. The number

of times this process is done corresponds to the total number of origins. The number of origins

used for each KPI depended on how far back its data history went: if it started in 2018 then more

origins were implemented than if it started in 2021.

Figure 2.1: Cross-Validation with Rolling Origin in “Svetunkov, Ivan and Petropoulos, Fotios;
Old dog, new tricks: a modelling view of simple moving averages; (Svetunkov and Petropoulos,
2018), 2018”

The method is called rolling origin as the start of the test set keeps moving forward as more

train and test splits are done. This way, data are not randomly split, losing their chronological

order, and it simulates the reality of how the tool designed in this thesis will forecast. In other

words, the tool uses all available data, except the week being forecasted, to train the data and it

predicts the value for the week being analysed, repeating this process each week. In the example

represented in the figure, the forecast corresponds to the following three weeks, which, for future

explanatory purposes, can also be mentioned as forecasts for h=1, h=2 and h=3. As the number
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of weeks simultaneously forecasted increases, the harder it is to achieve accurate results, i.e., for

h=3 the model performance metrics calculated will probably be worse than for h=1.

2.7.2 Performance Metrics

The purpose of calculating performance metrics with the results of cross-validation is to deter-

mine the best forecasting model. Performance metrics evaluate the quality of the model and are

based on the errors obtained in cross-validation for each model. There is not an all-encompassing

rule for which performance metrics are better to make this judgement, as all of them have advan-

tages and disadvantages, which means the selection of the most appropriate ones depends on each

forecasting problem.

There are the different types of performance metrics (Hyndman and Koehler, 2006):

• Scale-dependent error metrics: the scale of this metrics is determined by the data’s scale.

Thus, they are helpful when contrasting various models used on the same set of data, but

they should not be applied, for instance, when evaluating data sets with various scales. Some

examples are Root Mean Square Error (RMSE) and Mean Absolute Error (MAE);

• Percentage error metrics: they can be be used to compare forecast accuracy across var-

ious data sets, which means they have the advantage of being scale-independent. Some

of the most typical measures are Root Mean Square Percentage Error (RMSPE) and Mean

Absolute Percentage Error (MAPE);

• Relative error metrics: these, unlike the percentage error metrics, are scaled by splitting

each error by the error acquired using a different standard method of predicting, which

makes them have a statistical distribution with undefined mean and infinite variance. More-

over, their calculation is only possible when there are multiple forecasts on the same series,

i.e., they are not adequate for a single forecast horizon. An example is the Mean Relative

Absolute Error (MRAE);

• Scale-free error metrics: these were created to handle the problems with using relative

error metrics. The error is scaled based on the in-sample MAE from a naïve forecasting

method. The mean absolute scaled error (MASE) is an example of this kind of metrics.



Chapter 3

Problem Description

This chapter provides a comprehensive understanding of Farfetch’s operations, the order process-

ing and the post order procedures, as the KPIs analysed in this thesis are related to these. The

order processing steps are stock validation, fraud check, product packaging, shipping preparation,

parcel pickup and delivery, whereas the post order possible steps are product return and payment

refund. It is key to comprehend all of these steps, in order to understand the KPIs which measure

their success. Then, for each KPI, the monitoring routines which occur as a preparation for the

weekly tactical meeting are described.

3.1 Operations Workflow

The following processes concern orders placed in Farfetch’s Marketplace, as it is the focus of

this thesis. Other marketplaces like Browns or other BUs like NGG have different needs and

capabilities and, therefore, slightly different processes.

3.1.1 Order Processing

Each step during the order processing only starts once the previous one is finished, except for the

first two steps which take place at the same time and independently of each other.

Step 1 - Stock Validation: After a successful checkout and order allocation, the order starts its

journey. Partners check if they physically have the product requested online by the customer

in stock. If they do not have it, Farfetch checks if an alternative partner is able to fulfil the

boutique order. In case this is not a solution, the order must be cancelled and the customer

refunded.

Step 2 - Fraud Check: The payment process is analysed to evaluate the risk associated with

the order and then accept or refuse the payment. To do this, Farfetch relies on external

service providers to support it in detecting fraudulent behaviour. This first analysis is done

automatically and can have three possible outcomes:

21
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• Order accepted: when it shows non-suspicious behaviour;

• Manual revision: when it shows suspicious behaviour;

• Order cancelled: when it shows very suspicious behaviour. The Farfetch fraud team

evaluates the legitimacy of the customer, assessing the risk of accepting the order or

not.

Step 3 - Product Packaging: The partner starts by selecting the packaging option in which the

items will be shipped to the customer, out of the thirteen box sizes and three envelope sizes.

It makes this decision knowing Farfetch’s recommendation, which is made according to the

order dimension, the best customer experience and delivery costs. When a partner does not

accept this suggestion, it creates an exception and it needs to justify the reason. The pack-

aging supply chain is composed of many suppliers worldwide, which deliver the boxes to a

warehouse managed by 3PL. The warehouse is responsible for managing partners’ packag-

ing requests. Some products can also be shipped directly by one of the FxFF warehouses

or stock points to optimize shipping costs and customer experience by shortening delivery

times.

Step 4 - Shipping Preparation: the products are packed and have all the necessary information

to generate the shipping labels. Partners order the creation of the shipping label in the

platform via the integration with the chosen carrier for the order, which should be done

almost instantaneously. Farfetch then generates the Air Waybill (AWB) with the details of

the carrier and the address of the customer. When shipping problems happen, like an error in

the shipping details or a legal restriction, the Delivery Support team is automatically notified

and works to solve them.

Step 5 - Parcel Pickup: the boutiques prepare the order to be picked up by the carrier and the

order becomes ready to send. The partner prints all the documents, inserts them inside and

outside of the box, closes the box and updates the order status to let the carrier know when

to pick up the package. If the partner faces any problem with the carrier or the shipping, it

can create an exception to avoid being penalized for their performance regarding speed of

sending in the operational excellence program in place. This program is an incentives and

penalties scheme, which considers some KPIs, including this speed, which is designed to

help partners achieve excellent service levels to positively impact the customer experience,

while also improving profitability and sales.

Step 6 - Delivery: this step starts when the package is picked up at partner location by the carrier

and it is on its way to its final customer destination. This process is managed by Farfetch,

partnering with more than fifteen carriers globally, like DHL, UPS and FedEx. Farfetch

combines multiple delivery capabilities to ensure all orders arrive at their final destination

at the estimated delivery window. The most common shipping options are standard and

express delivery, having each different estimated shipping times.
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3.1.2 Post Order Procedures

3.1.2.1 Product Return

After receiving an order, customers evaluate if they want to keep the product or return it for free,

making sure the returned items arrive at their origin within fourteen days after order delivery.

Some of the reasons that may make them want to return a product are:

• They received a wrong item;

• The item was not as described, for example, colour-wise;

• They changed their minds;

• There was a fitting problem;

• The ingredients, for beauty products, were not as expected.

They can start a return automatically through the website or they can request it through the

customer service team. After scheduling the pickup, the carrier collects the parcel and returns it

back to the partner.

3.1.2.2 Payment Refund

After receiving the returned product, the partner has two days to analyse the returned product and

accept or contest the return, otherwise it will be accepted automatically.

If the partner accepts the return, the customer receives the refund at the partner’s cost and the

return process is closed. In case the partner contests the return, the partner service team analyses

the situation and negotiates with it, which can lead to three outcomes:

• Partner and Farfetch do not accept the return: no refund is processed and the item is shipped

back to the customer;

• Partner does not accept the return: customer is refunded at Farfetch’s cost and the product

is sent to the Farfetch Boutique to be recovered and resold;

• Partner accepts the return: the customer is refunded at the partner’s cost.

The operations workflow is summarised in Figure 3.1.
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Figure 3.1: Operations Workflow

3.2 Key Performance Indicators

The KPIs chosen to be analysed regard Operations. Due to the complexity of this domain, it is

divided into building blocks, which are:

• Service Excellence, including all service areas, from service to the sellers on the platform,

service to the final customers of the platform (customer service) and service to the platform

customers (platform services);

• Supply Chain, including delivery and fulfilment;

• Content Creation within Creative Operations, which is responsible for all the imagery

and product written information necessary for an item to go online. This includes styling,

photographing, photo editing and producing merchandise descriptions and measurement

information;

• Fintech Operations, which includes payments and loss prevention, including fraud.
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To monitor the partners’ performance regarding the multiple key Operations areas, KPIs suit-

able for this purpose have been created by Farfetch. The ones studied in this thesis regard Supply

Chain, both the delivery and the fulfilment areas, and Fintech Operations.

3.2.1 Supply Chain – Fulfilment KPIs

1. No Stock (NS) [% Qty]: Ratio between items in an order that were identified as not having

stock divided by all the items that were processed. It includes the cases in which having no

stock happens due to Farfetch’s fault. This metric is reflective of the negative impact of a

no stock situation on the customer experience, as it often leads to a lost sale, which has led

Farfetch to be extremely demanding on this KPI’s performance;

2. Time to No Stock (TTNS) [days]: Days elapsed between the order creation and the order

"no stock" evaluation, for no stock net orders;

3. Speed of Sending (SoS) [days]: Measures the time between the moment the order was

placed and the moment when it was picked up by the courier and it only includes the steps

that are of the partner’s responsibility. Thus, it represents the time between the creation of

the order and the scan of the package at the end of step 5, with the deduction of the time

spent in all steps that are not controlled by the boutique (steps 2 and 4), the time spent on

weekends and holidays and the time where the order may be held by factors external to the

partner. The following are the steps included in between those moments:

• Step 1 - Stock Validation: time between the order creation and the stock confirmation,

spent verifying the available stock, excluding weekends and bank holidays;

• Step 2 - Fraud Validation: time between the stock confirmation and the fraud check

(if the fraud check is performed before the stock confirmation, then this time is 0).

It does not count for Speed of Sending because it is part of Farfetch’s responsibil-

ity. Moreover, when a partner has a type of integration that only allows it to validate

its stock after the fraud check, the Speed of Sending starts on the moment the fraud

validation is done;

• Step 3 - Decide Packaging: time spent during the packaging step, between the stock-

/fraud check and the packaging selection;

• Step 4 - Shipping Label: time spent creating the shipping label, between packaging

being selected and the label being created. After an order is placed and everything

goes according to Farfetch’s standards regarding payment, fraud and stock manage-

ment, there is an important step where the AWB is created. This is normally an auto-

matic step, but if the system is not able to match the address/zip-code, the order will

stop in Step 4 and request manual work to correct the problem. An order with these

characteristics is identified as a “Step 4 Order”;

• Step 5 - Waiting for Courier: time the partner spends waiting for the courier since

the AWB was created.
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(a) Speed of Sending of One Day (SoS1D) [%]: percentage of boutique orders sent in

less than one day, without weekends, holidays and exceptions;

(b) Speed of Sending of Two Days (SoS2D) [%]: percentage of boutique orders sent in

less than two days, without weekends, holidays and exceptions.

4. Wrong Item (WI) [% Qty]: ratio between the number of returns with the return reason

being having received a wrong item and the total quantity of returns. The current standard

is for this to be measured according to the date in which the order was sent, but for the

system that was created in this thesis the date used to calculate WI refers to the return being

processed. This means that, currently, this KPI does not have a useful interpretation when

observing the most recent data, since Farfetch is still receiving wrong item returns for recent

orders. Therefore, WI is currently being monitored by Farfetch with a delay of three weeks.

By analysing WI according to the date in which the return is processed, the alerts given by

the final system happen before the business detects any problems;

5. Time to Process Returns (TTPR) [days, gross]: time that partners take to process returns

after having received them.

3.2.2 Supply Chain – Delivery KPIs

1. Time in Transit Global (TITG) [days, gross]: measured in the step 6 of the order pro-

cess as the time between in-store pickup and the final delivery to the customer. It can be

divided into two other KPIs: Time in Transit Standard and Express, but this division was

not considered by the tool developed in this thesis;

2. Returns Transit Time (RTT) [days]: time in transit, for returns;

3. EDD Accuracy – Checkout (EDDA) [%]: measures the share of orders that were delivered

within the Estimated Delivery Dates (EDD) given to the customer in checkout or that were

too early, i.e., delivered before the EDD.

3.2.3 Fintech Operations – Payment KPIs

1. Payments Attempt Completion Rate (PACR) [%]: ratio between the number of com-

pleted payment attempts and the total number of payment attempts. A payment attempt is

defined as the customer action of trying to pay. A payment attempt is completed only when

all its instruments are completed;

2. Payment Completion Rate (PCR) [%]: ratio between the number of completed payment

sessions and the total number of payment sessions. A payment session aggregates all the

customer interactions within the same tenant, customer, calendar day and with the same

total order price.
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3.2.4 Fintech Operations – Fraud KPIs

Fraud Rejection Rate (FRR) [% GTV]: ratio between the sum of the amount of USD pre-

authorized or captured from orders which were cancelled due to fraud concerns and the total

amount of Gross Transaction Value (GTV) from that period. Although the targets established for

this KPI refer to it not surpassing certain thresholds, it is not as simple as that. There needs to

be an equilibrium between the KPI not having results that are too low or too high, as when FRR

is suspiciously low it may indicate the fraud team is not being successful at detecting fraudulent

behaviours.

3.3 Operations Monitoring

3.3.1 Weekly Operations Tactical Meeting

Every Monday, a one-hour-long meeting takes place between operational KPI owners, i.e., those

accountable for monitoring the metrics behaviour and more senior staff responsible for Operations.

The purpose of this meeting is to analyse how successfully Operations ran the week before and

to understand what should the Operations teams pay attention to, by trying to find the root causes

and fixing them if they are within Farfetch’s agency and not a sporadic event like strikes or natural

disasters. The macro-services represented in this meeting are Product Creation & Catalogue Man-

agement, Payments Processing & Fraud Prevention, Order Fulfilment, Order Delivery & Return

and Partner & Customer Care. These macro-services are then divided into areas, which allows

for better responsibility allocation and for a more comprehensive data exploration. The meeting

tends to be fast paced, as the goal is to cover all the areas within the established timeframe and

as Farfetch’s Operations scope is extensive. Some deep dives into uncovered issues and further

discussion often occur after the meeting, as some information is not relevant enough for most of

the stakeholders in the meeting.

Tactical meetings should be a place for problem and impactful situations sharing, so each team

can gain access to information that is not directly related to their field, but which may also affect

them. It acts as an instrument to diminish the organizational silos that inevitably exist due to the

Operations team being divided into further teams. It facilitates the information flow between them

and it clarifies their interdependencies, which may trigger otherwise non-existing discussions.

Each area requires people to prepare slides in a collaborative PowerPoint presentation which

is shared with interested stakeholders with the main highlights and lowlights about the KPIs’

behaviour in the previous week. There is also someone responsible in each area for presenting

their slides during the meeting and for clarifying any questions during and after it.

Previously to each meeting, those responsible for monitoring each KPI have different ap-

proaches on how to do so, as each metric requires a personalised process according to which

dimensions it should be viewed through and with which scopes. Furthermore, these people are

distributed by multiple teams and, therefore, have distinct routines regarding KPI monitoring.

How they carry their analyses will be explained next, specifically in the Marketplace context as it
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is the focus of the thesis, although the processes done for FPS are relatively similar. However, a

common denominator between all these approaches is the lack of a systematized methodology on

what classifies a topic as worthy of being mentioned in the tactical meeting.

According to the results of their previous data exploration, each team discloses their main

takeaways – highlights and lowlights, including updates on ongoing issues – in the tactical meet-

ing. Visually, it is either done through a Looker dashboard, which is also a useful data analytics

tool, or through the corresponding slides in the shared PowerPoint presentation.

It is important to mention that what is next described as the monitoring routines for each

area corresponds only to the basis of the KPI analysis since, depending on the initial conclusions,

further deep dives are often made.

3.3.2 Order Fulfilment

The areas in which this macro-service is divided into are FxFF and nonFxFF. All fulfilment KPIs

are monitored by the two teams, but some metrics, like Time to No Stock, are not discussed in the

tactical meeting due to lack of time.

For nonFxFF, the KPI analysis is done between the Partner Success Management team and

there is a deeper assessment at the partner level. This team is in charge of monitoring the fulfilment

performance of Farfetch’s partners which are not fulfilled by Farfetch.

This team makes the following analysis for NS, TTNS, SOS1d, SOS2d, WI and TTPR:

• Deviation week over week;

• Comparison with the data of the previous eight weeks;

• Partner analysis: for each partner, the team analyses the numerator variable (e.g., in NS it

is the quantity of NS items), the NS itself and the impact of the store on the overall NS

(which corresponds to the delta calculation, explained in the next chapter, which unveils the

negative and positive contributors. This analysis is only not done for TTNS, as the team

solely reviews its actuals per partner.

The operations FxFF team meets weekly to discuss the metrics which are part of their scope

of responsibilities, which are the aforementioned ones, with the goal of better understanding their

performance, possible root causes and next steps. To prepare for this meeting, all metrics are:

• compared to the monthly target and to the deviation from last week;

• reviewed by warehouse group (warehouses are aggregated by country and product type), by

partner and by stock point, comparing their performance with the previous four weeks, with

the main offenders being highlighted. Each step in the speed of sending process as a whole

is also analysed to see if there were any abnormalities.

3.3.3 Payment Processing & Fraud Prevention

The areas in which this macro-service is divided into are payments and fraud. The payments team

and the fraud team meet each week before the tactical meeting to share how the KPIs’ behaviours
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were and to discuss possible root causes and solutions. An analysis is carried out, both for PCR
and PACR:

• Absolute deviation regarding last week and absolute deviation regarding target. The way

demand mix affects the KPI is also considered, i.e., the impact of the demand in each

shipping region and the demand distribution fluctuations from week to week on the KPI’s

results;

• Customer mix, according to two customer types: existing and new customers. Their impact

on the metrics according to their share is examined and these shares are also compared to

their targets;

• Performance impact, which simply represents how the regions performed overall against

their targets and how this impacted the metrics as a whole;

• The performance of each payment method and of each channel (e.g., the Farfetch iOS App

or the website), when compared to target and the previous week.

For FRR, the following aspects are discussed:

• Absolute deviation regarding last week and absolute deviation regarding target;

• Relative deviation in GTV from promotions and in average rejected order value;

• Region analysis:

– Regions with the biggest relative deviations from target;

– Main drivers for the overall metric being off or on target;

– Region top offenders regarding chargebacks, i.e., payments which are contested by the

customer directly with the financial entity responsible for processing the payment.

At the end of these meetings, if there any inquiries about the analysis, they are discussed and

suggestions are often made regarding further analysis about new and reoccurring issues.

3.3.4 Order Delivery & Return

The areas in which this macro-service is divided into are Transit Time and EDD Accuracy.

Regarding EDD Accuracy, before the tactical meeting, the analyst responsible for analysing

this metric does a comprehensive overview of the metric’s last week’s behaviour. The orders

delivered last week as a whole are divided into “on time”, “too early” and “too late” deliveries.

The analyst investigates these shares and compares them with the ones from the previous week. An

overall target comparison is also made. EDDA is also looked at through the following dimensions:

• Customer region: comparison with the previous week and with the established targets.

There is also a “on time”, “too early” and “too late” analysis;
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• Service (express and standard): comparison with the previous week and with the same

week, but in the previous year. This is also done for each service in each customer region;

• Carrier: not only a week over week comparison, but also an analysis regarding “on time”,

“too early” and “too late”. Moreover, the volume order by carrier is also considered.

TITG’s actual is compared to the previous four weeks considering:

• Volume of orders delivered;

• Service type distribution;

• Distribution of transit time gross range (e.g., 0-3 days, 3-5 days);

• Carrier distribution.

RTT’s actual is compared to the previous four weeks considering:

• Volume of returns delivered;

• Returns delivered type distribution (direct and indirect);

• Distribution of returns delivered pickup accuracy (e.g., “on time”, “not on time – before”);

• Carrier distribution.

3.4 Project’s Challenge

Simple time and target based criteria are used to analyse the KPIs across these macro-services and

there is not a systematic way to decide which topics should be mentioned in the tactical meeting.

Moreover, there is not a prioritization concerning which order to discuss the KPIs’ behaviour in the

previous week. This prioritization could add value to the contents of the meeting, since sometimes

not all macro-services are talked through for lack of time. The solution to this problem does not,

however, necessarily entail discontinuing the way in which the analyses prior to the meeting are

done, since deep-dives and extensive examination are necessary, nevertheless. The tool developed

in this thesis serves as an add-on to the work currently done and as an answer to these issues

regarding the tactical meeting.



Chapter 4

Methodology

The classification of a KPI’s behaviour as an alert depends on each criterion’s analysis of a KPI,

which can either output a green, yellow or red light, according to certain thresholds. This chapter

starts with the introduction of this traffic light framework, which through the combination of four

criteria defines different types of alerts. There are three main criteria and a fourth one which is

only tested in certain conditions. Both the criteria and alert types are characterised. In the context

of this thesis, an alert alludes to a message given by the tool regarding a KPI’s behaviour in a

certain week, which reflects a situation relevant enough, according to the criteria, for the user to

be notified of. An alert is, therefore, a general term for a situation which the tool finds worth

noting. Alerts can, then, be classified in different types, which will be later explained.

In addition, to better the detail of the tool’s outputs, dimension analysis for each KPI was

implemented and is also explained in this chapter. The final topics regard the work behind setting

up the tool, which is embodied in a Slack App.

4.1 A Traffic Light Framework

After being familiarized with the current situation and understanding the multiple ways in which

the KPIs are monitored, it was possible to develop a common framework for setting alerts accord-

ing to the KPIs’ weekly performance.

The three final main criteria, in no particular order, are, according to the KPI’s weekly result:

1. Is the KPI inside a certain prediction interval according to the forecasting model?

2. Is the KPI an outlier according to the recent past?

3. Is the KPI significantly off target?

The combination of these three criteria was defined with the goal of being all-encompassing

of situations that could be of interest for the business.

When a KPI’s behaviour is judged with the outlier and the prediction interval criteria, the result

is either a green, yellow or red light. On the other hand, with the target criterion it can only be a
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green or a red light. Since targets are defined by humans and often have an error associated with

them, the tool created for this thesis is not as conservative towards them. Thus, it did not make

sense to create a yellow light on such a volatile parameter, but instead only trigger a red light when

the actual is significantly off-target and not simply off-target. The combination of these lights will

output different types of alerts, but when a KPI is not considered to be any alert, then a fourth

criterion is tested, the future target criterion, which, similarly to the target criterion, only outputs

a green or a red light. To establish the rules for each criterion regarding what sets the difference

between each colour, thresholds needed to be set.

4.1.1 Prediction Interval Criterion

Regarding this criterion, the rule which makes the KPI’s behaviour a yellow light is for it to be

outside the 80% prediction interval, but inside the 95% prediction interval. Whereas for it to be a

red light, it needs to be outside of the 95% prediction interval. Green light corresponds to being

inside the 80% prediction interval. These thresholds were chosen as they are common standards

in literature for prediction intervals (Hyndman and Athanasopoulos, 2018). Nevertheless, these

parameters are programmed in a straightforward way, so that Farfetch can easily calibrate them.

This criterion was chosen with the underlying purpose of predicting what the KPIs’ behaviour

one-week-ahead will be. If the best forecasting model for a certain KPI encompasses a seasonality

component, this characteristic influences the predicted value. By already considering this criterion,

if the tool was to additionally compare the actual of the week being analysed with the actual of

the corresponding week in the previous year, as it is currently done for some KPIs, it would be

redundant. This year-on-year comparison may even not be relevant if the metric’s behaviour does

not exhibit yearly seasonality, which is why this comparison was not used as one of the criteria.

However, this comparison is, in a way, still implicitly considered in models with a seasonality

component when calculating the prediction intervals.

To obtain a reliable forecasting model for each KPI, four different models were tested: simple

exponential smoothing, double exponential smoothing, Holt-Winters and Prophet. For each KPI,

to calculate the prediction intervals and the forecasted values, the corresponding best forecasting

model was trained with the available data regarding the weeks prior to the week being analysed.

To visually analyse the possible trend and seasonal components in each of the KPI time series,

decomposition plots were first devised. These graphs decompose a time series into a sum of

seasonal, trend and irregular components using moving averages. A fair indicator of the quality

of this decomposition is the randomness of the remainder component. However, this was done

merely as an initial overview of their behaviour and not an infallible method for determining the

presence of seasonality or trend. The decomposition plots are shown in Figures A.1 to A.12 in

Appendix A.

Some forecasting models have already been developed at Farfetch, including for some fulfil-

ment KPIs, but they are monthly based. Although the same code was not adapted for a weekly

model, Prophet with yearly seasonality was still used as a base for the Prophet forecasting. Pro-

ducing accurate weekly forecasts is inherently harder than monthly ones, as weekly data tend to
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be more volatile and subjected to noise compared to monthly data. Temporary events and random

fluctuations can affect weekly patterns, making it challenging to distinguish real trends. Further-

more, they are more susceptible to factors like weather, holidays or shifts in consumer behaviour.

Prophet has multiple advantages: it is generally reliable, it has parameters easily interpretable by

someone without a deep knowledge in data science, it is trained quickly, it is especially useful for

time series which show seasonality, it can handle multiple seasonality frequencies at once (for ex-

ample, weekly and annual), it is robust to outliers and it is does not require the data input to have

regular time intervals. Contrariwise, all exponential smoothing models are sensitive to unusual

events or outliers and cannot handle missing data.

Holt-Winters’ seasonality component is not as powerful as Prophet’s, as it does not allow for

multiple frequencies. Moreover, using it for yearly seasonality is challenging, as the number of

days in a year throughout the years is not constant and both the R and the Python Holt-Winters’

function do not allow non-integer numbers for the frequency parameter, which is a mandatory

input. Therefore, there is not a proper direct way of considering yearly seasonality, as whatever

integer is chosen there will always be a misalignment between the model and the calendar year.

However, Holt-Winters has a parameter not intrinsic to Prophet, which is α . Each forecasted value

is the weighted average of the prior observations, with weights decreasing exponentially according

to this parameter. Thus, it is capable of understanding whether to value more ancient observations

or not, whereas Prophet attributes the same weight to each one of them.

Since these two methods are solely applicable to seasonal time series, the simple and the

double exponential smoothing models were also tested.

4.1.1.1 Parameter Tuning

The Holt-Winters parameters, i.e., α , β and γ were determined by minimizing the squared pre-

diction error. Similarly, the corresponding arguments were tuned through the same method in the

simple and double exponential smoothing models. For Holt-Winters, the seasonality mode, which

can be additive or multiplicative, was also optimized.

Regarding Prophet, multiple components can be tuned, such as the seasonality prior scale,

which controls the magnitude of the seasonality fluctuation; the seasonality mode; the type of

growth, which can be either linear or logistic; the changepoint range, which indicates the percent-

age of historical data that allow a trend change; amongst others. Due to the considerable computer

power necessary to tune the entire list, it was decided to tune seasonality mode, similarly to what

was done with Holt-Winters, through cross-validation. Moreover, Facebook claims in Taylor and

Letham (2017) that its default parameters are appropriate for most forecasting problems.

4.1.1.2 Cross-Validation

The chosen timespan for the data used to build the forecasting models, if there was data available,

was the period between the beginning of 2018 and May of 2023, but if not, it was the following

longest timeframe, which was either since 2019 or 2021 for some KPIs.
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While doing cross-validation, for each origin, the three forecasted values and the three cor-

responding error values were stored, so that performance metrics could be calculated separately

for h=1, h=2 and h=3. The purpose is not only to evaluate the models on how well they predict

for h=1, which will be the practical case for the system, but also on how they handle forecasting

for bigger timespans. Therefore, for each h, the average of the chosen performance metrics was

calculated. Although the forecast period for the thesis’ use case is h=1, to understand how robust

each model is, the performance metrics were also calculated for h=2 and h=3.

By basing the model choice on the average of the performance metrics as a result of cross-

validation, instead of solely calculating them based on a single train and test set, the models’

performance can be better judged and, hence, choosing one which deals with overfitting can be

prevented.

4.1.1.3 Performance Metrics

The performance metrics calculated for each model tested for each KPI were the Mean Absolute

Scared Error (MASE) and the Mean Absolute Percentage Error (MAPE).

MASE: this metric evaluates how much better the model performs compared to a naïve model,

i.e., how much better its Mean Absolute Error (MAE) is compared to the MAE of the cor-

responding naïve forecast. This is reflected in Equations 4.1 and 4.2. Hence, MASE is a

scale-free error metric. If MASE is below 1, it evidences that the forecasts are better, on av-

erage, than the in-sample one-step forecasts from the naïve model (Hyndman and Koehler,

2006).

MASE =
MAE

MAEin−sample,nave
(4.1)

, where:

MAE =
1
n

n

∑
t=1

|yi − ŷi| (4.2)

The selection process was solely based on the models’ average MASE. The best model, for

each KPI, was considered to be the one with the best average MASE for h=1, h=2 and h=3,

that is, the average MASE for a three-day simultaneous forecast. It was also mandatory for

MASE to be less than 1 for h=1, as it is the practical use case for this project and, thus, the

model has to be meaningful for that. Nevertheless, the models with the best average MASE

not only consistently fulfiled this last criterion, but also always had the best average MAPE.

MAPE: MAPE is a percentage error metric, which means it is scale independent and, thus,

suitable for comparing forecast performance between different time series. It is calculated

through:
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MAPE[%] =
100
n

n

∑
t=1

|At −Ft |
At

(4.3)

, where At are the actual values and Ft the corresponding forecasts.

MAPE was not directly used as a criterion to choose the best model, due to its inherent bias

towards underforecasts. If a model is optimised based on minimising its MAPE, it will likely

lead to smaller forecasted values (Kolassa and Martin, 2011). However, as its definition is

easily understandable, it was calculated as an extra measure to show the stakeholders the

quality of the models.

4.1.2 Recent Observations Criterion

As the criteria for the final tool were being pondered, a problem arose: if the forecasting model

performs well enough, it will predict peeks and lows which set themselves apart from recent be-

haviour, i.e., the actual would likely still be within the 80% and 95% prediction intervals. There-

fore, if there was to be an alert it would not be due to the prediction interval criterion, even though

the business would still like to be aware of these situations, regardless of the forecasting model’s

ability to anticipate them. As stakeholders have an interest on being informed of unusual be-

haviour when compared to recent history, there was a need for a criterion that covered this. Hence,

a method to detect deviations in the recent past was needed.

When employing the mean as the central tendency indicator, three issues can be observed

(Miller, 1991). First, it presumes that the distribution is normal. Second, outliers have a significant

impact on the mean and standard deviation. Third, as indicated in Cousineau and Chartier (2010),

it is extremely unlikely that this method will find outliers in small samples. As a result, this

measure is essentially flawed: although it is intended to facilitate outlier detection, the presence of

outlying results undermines the indicator itself.

Although it is slightly susceptible to them, the MAD is very insensitive to the presence of

outliers. Furthermore, it is totally immune to the sample size (Dave and Varma, 2014). In the

event of outliers, the MAD is the most resilient dispersion measure in univariate statistics (Leys

et al., 2013).

When business analysts at Farfetch compare the week being analysed to the recent past it is

usually regarding the previous four weeks, as described in the previous chapter. However, this is

too brief to obtain meaningful MAD calculations, so eight weeks was the established timeframe.

Finally, the outlier rejection threshold must be set, which was suggested by Miller (1991) to

be 3 (extremely conservative), 2.5 (moderately conservative) and 2 (poorly conservative). Based

on these recommendations, two decision thresholds were implemented in this thesis, which led

the red light in this criterion to be defined by:

M−3×MAD > xi > M+3×MAD (4.4)
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And the yellow light to be defined by:

(M−2×MAD < xi < M+2×MAD)∧ (M−3×MAD > xi > M+3×MAD) (4.5)

, where xi is the KPI’s actual in the week being analysed and M is the median.

Finally, green light corresponds to the actual being inside the 2×MAD region.

These thresholds can be easily adjusted by the business, according to its needs.

4.1.3 Target Criterion

Unlike the two other criteria, the target criterion only classifies a KPI’s actual as a green or a red

light. It only triggers a red light when the actual is significantly off-target, which means a KPI will

still be associated with a green light regarding this criterion, if it is only slightly off-target. This

brought the question: how off-target can the business tolerate a KPI to be without raising concern?

At which threshold does the business want to be alerted regarding this criterion?

Before defining the threshold, the first step was to decide between absolute and relative target

deviations. Even though a relative one may seem to create a fairer approach across all metrics,

the following example shows its nuances. A 5% deviation from the target entails a 0.1pp absolute

deviation for an actual of 2%, which is close to the values that metrics like WI and NS usually

acquire, whereas for a KPI with actuals closer to 80%, this would entail a 4pp absolute deviation.

Therefore, simply basing this criterion on relative deviation is not a bulletproof method: a 5%

deviation is not equally as concerning for WI as it is for PCR. In other words, the smaller the

actual, the greater should the threshold be for classifying it as a red light.

This acknowledgment led to two conclusions:

• The threshold for the relative deviation from the target had then to be defined with a function,

since it should be high when the target is low and vice-versa. This type of relationship can

be translated into the rational function:

f (x) =
b
x

(4.6)

, where b is a constant and x is the target;

• Regardless of the target, the threshold should, at least, be a=3%. This value was defined

as the minimum threshold for there to be a red light in this criterion, based on a discussion

with some analysts considering practical examples of some KPIs with high targets. These

were the KPIs leading the discussion, because if the minimum threshold would already be
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too high for the KPIs which should have the lowest thresholds, it would mean the minimum

was poorly defined.

This meant the threshold function is defined as:

T hreshold(target) = a+
b

target
(4.7)

It is key to realise that the KPIs being analysed have targets which tend to range from 1 to 5

and from 60 to 97. Hence, the threshold function should be adequate for these values. Thus, the

two poles were tested: 1 and 97, which are usual target values for No Stock and Speed of Sending

of 2 Days, respectively. For each, analysts were asked from what value would they start getting

concerned due to too much deviation from target, as this marks a red light regarding the target

criterion. The results are shown in the following table:

Table 4.1: Data Points to Assist in the Definition of b

KPI Target Red Light Value Relative Deviation from Target [%]

No Stock 1 1.15 15
Speed of Sending of 2 Days 97 94 3.09

The threshold function should output the proper relative deviation from target, when the actual

is off target, which would trigger a red light, depending on the target value. Therefore, having

these two datapoint references and only one unknown variable in the function, b was determined

to be, approximately, 12.

The function then became:

T hreshold(target) = 3+
12

target
(4.8)

Parameters a and b can be regulated by the business, if, based on the analysts’ interpretation

of the targets, this function starts to no longer match the thresholds they want the tool to base this

criterion on.

To apply this threshold in an adequate manner, it was necessary to classify each KPI, according

to what was termed “target type”, i.e., whether the defined target was meant to be reached or

avoided. A KPI with the former aim was said to have a “minimum” target type and a KPI with the

latter goal a “maximum” target type. This idea is key to understand if the metric is off target in the

first place. The underlying concept behind these target types is that an incremental improvement

week over week for KPIs with a “minimum” target type corresponds to an increase, whereas for

the ones with a “maximum” target type it corresponds to a decrease. This is true regardless of the

KPI being on or off target.

Furthermore, targets for the KPIs in the considered scope are set monthly. However, for WI,

as explained in the previous chapter, it was not calculated according to the current standards with
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reference to date, so the monthly targets could not be applied to the criterion. Instead, the target

which was used was the yearly one, as it is valid regardless of the date used for the calculations.

Ideally, monthly targets with reference to the return processed date would exist and be used.

4.1.4 Future Target Criterion

This criterion is only checked when, according to the others, there is not an alert. Similarly to the

target criterion, this one can also only output a green or a red light.

Based on the historical data thus far, including the week being analysed, the KPI’s result in

the following week is predicted and, if the KPI becomes significantly off target, according to the

function explained for the target criterion, it results in a red light.

4.2 Dimension Analysis

Having had the criteria properly defined, the information that could be useful in case of an alert

had to be defined. As it is currently done while monitoring each KPI, the business is interested

in analysing certain dimensions. Only the dimension considered to be the most meaningful, for

reasons explained for each KPI, was assessed, although it may be relevant to add more dimensions

in the future.

Before deciding which one to analyse for each metric, the final KPIs had to be selected. One

of the tool’s goals is to create a distinction between how alarming the KPIs’ behaviour was in the

week being analysed, for the user to understand which ones they should first focus on. Therefore,

it was important to choose KPIs which were already being monitored, even if not discussed in the

tactical meeting, and which, when viewed together, could create a reasonable perception of the

business operations. An additional condition for the data used to train the forecasting models was

that there should not have been a significant change in the way the metric is calculated, since it

will negatively impact the forecast quality.

Regarding dimension selection, it was based on the MECE principle, which is a grouping

principle for dividing a set of objects into mutually exclusive (ME) and collectively exhaustive

(CE) subsets (Chia, 2019). There are multiple ways of achieving this. The process was to first

recognise what the current dimensions that the business goes through are and if these show a clear

magnitude difference, then the most high-level one is selected. This rule is only applicable to the

fulfilment metrics since, when analysing them, there is first a division between FxFF and nonFxFF,

which does not exist in the other KPIs. This is why for the fulfilment KPIs this division was done,

instead of a less magnitude one, such as dividing them according to the warehouses’ performance.

The goal of the dimension analysis is to give more detailed insightful information about the

KPIs which were either labelled as alarms or attentions. It was done through two different methods

for different KPIs: for the fulfilment metrics a more straightforward way and for the rest of the

KPIs an approach which, for simplicity reasons, will be referred to as the “MAD-Delta approach”.
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4.2.1 Payment Metrics

The dimension chosen was payment method, because the main takeaways of these KPIs are often

associated with this dimension in tactical meetings, which is aligned with the fact that the payment

process is highly dependent on the method.

4.2.1.1 The MAD-Delta Approach

This approach was used for both payment metrics and to explain it, its application on Payments

Attempt Completion Rate (PACR) will be detailed as an example. It is pertinent to note not only

that the dimension chosen for this KPI is payment methods, but also that this metric is the result

of the ratio between the number of completed charge operations and the overall number of charge

operations.

To verify, when there is a negative alert, which payment methods were the main contributors

to the poor performance, the analysts mostly focus on mentioning which had, in absolute terms,

the worst actuals and which had the most significant absolute deviation to target. However, this

does not encompass the full picture, as a payment method can have the lowest PACR or the most

significant deviation from its target, but not be the worst offender. The reasons for this are that, on

one hand, targets can be inadequately defined and, on the other hand, only assessing the PACR is

incomplete as the payment methods distribution, i.e., how many of the payments each method is

responsible for, is also a factor in determining the worst offenders.

To determine the payment methods with the most significant impact on the overall metric on

a certain week, the share regarding the number of completed charge operations and the share re-

garding the number of charge operations should be calculated for each. These shares are regarding

the entirety of the payment methods. Then, still for each method, the difference between the latter

and the former should be calculated, which results in an output which was named “delta” (∆). Its

general formulation is:

∆ (for each Dimension) = Share of Denominator – Share of Numerator

Its application to PACR is:

∆ (for each payment method) = Share of Number of Charge Operations – Share of Completed

Charge Operations

Therefore, a payment method can have the worst PACR in comparison to the others, but not

be the worst offender. The worst offender would be the one with the most negative impact. This

translates into the most positive delta, since a positive delta means its share of completed charge

operations is lower than its share of number of charge operations. In other others, its contribution

to the number of completed charge operations would be lower than its contribution to the number

of charge operations. To conclude this idea, not only would it be lower, but it would the payment

method with the most pronounced detrimental difference between its contributions.

A parallel way of thinking can be done to determine the best contributor – which should be

mentioned when there is a positive alert –, which would be the one with the most negative delta,

i.e., the one with the most pronounced beneficial difference between its contributions.
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It is key to remark that PACR is a KPI which goal is to be maximised, that is why, regarding

a payment method, its share of completed charge operations being greater than its share of charge

operations shows it is a beneficial contributor to the metric as a whole. However, if the objective

is for a KPI to be as low as attainable, the logic switches: it is desirable for the share regarding

the numerator to be inferior to the share regarding the denominator, which means a beneficial

contributor, dimension wise, would have a positive delta. On the contrary, a prejudicial contributor

would have a negative delta.

As each dimension has multiple options – e.g., there are more than twenty payment methods

available overall at Farfetch – it is not useful to show all negative or positive contributors each

time there is an alert regarding a detrimental or a favourable behaviour, respectively. In order to

filter the most impactful ones, the MAD technique for outlier detection was used within the data

referring to each dimension’s delta. The rules for detecting the main contributors are summarised

in the following table:

Table 4.2: Rules for the Detection of Main Contributors in each Dimension

KPI Goal Alert Type Rule (select dimensions with:)

Increase Good ∆ < M−2×MAD
Increase Bad ∆ >= M+2×MAD
Decrease Good ∆ >= M+2×MAD
Decrease Bad ∆ < M−2×MAD

These rules select the best and worst influencers, dimension wise, for good and bad alerts,

respectively. The MAD multiplier, in this case 2, can also be adjusted by the business, depending

on how conservative it wants to be regarding which contributors to show.

4.2.2 Fraud Metrics

FRR was analysed through the customer region dimension, because its performance is highly

influenced by the customer behaviour and not as significantly by the chosen payment method. The

approach for this further assessment was also the MAD-Delta one, considering FRR’s formula and

the fact that the goal, according to target, is to minimize this metric.

4.2.3 Delivery Metrics

The dimension for all the delivery metrics was customer region, since it has been a constant deep-

dive in tactical meetings, which shows the relevance of its impact on the overall metric.

For EDD, the MAD-Delta method was used, taking into consideration its formulation and its

objective of being as high as reachable.

Regarding TITG and RTT, since they correspond to average times, the delta formula used was:

∆ (for each Customer Region) = Share of Transit Time – Share of Total Time

Then, the MAD-Delta method was once again used for taking into consideration that the goal

is to minimize these two KPIs.
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4.2.4 Fulfilment Metrics

As explained before, the dimension for these KPIs is a division between FxFF and nonFxFF.

When looking through the FxFF lens, the original idea was to, unlike the other KPIs, include

not only Marketplace, but also FPS, since this is how the monitoring is being conducted at the

moment, as the goal is to analyse warehouse performance, which is Farfetch’s full responsibility,

regardless of the business unit. However, these are separate business units – the former being B2C

and the latter B2B – which are composed of different entities, with different needs, behaviours

and share distributions. This means, for example, that the impact in the overall KPIs when a

new partner starts selling through Marketplace is much less significant than when a new tenant

joins FPS, because there are more than one thousand Marketplace partners and less than fifty FPS

tenants. This made time series forecasting for FxFF as a whole much harder and, hence, the

multiple model results for the fulfilment metrics overall were not accurate enough for them to be

relevant. The decision was then made to just consider Marketplace when analysing FxFF.

Regarding nonFxFF, it can be divided into Marketplace and FPS, i.e., the analysis is not

currently done with them together. However, for the same reason that FxFF as a whole was not

considered in the final tool, nonFxFF was only analysed through Marketplace.

The approach for analysing both FxFF and nonFxFF within Marketplace was to compare the

KPI in each of these scopes with the corresponding target and to check whether the week-on-week

performance was favourable or not, i.e., if it became more on-target or not. The nonFxFF parcel is

much more significant on the overall KPIs, as it has always taken on a significantly greater share

of order volume.

4.3 Alert Types

For each KPI’s performance, the types of alerts are: alarm, attention and future attention.

4.3.1 Alarm

A KPI which is responsible for an alarm is characterised by having, at least, two red lights re-

garding the three main criteria (prediction interval, recent observations and target criteria). As

the name suggests, it represents a situation in which the KPI is showing considerable abnormal

behaviour in, at least, two of the criteria. An exception happened for FRR, as it is only judged

based on two criteria, since none of the forecasting models were accurate enough to consider the

prediction interval criterion. In that specific case, it is only an alarm if it shows two red lights or

one red light and one yellow light.

An alarm can either be, as it was labelled, “good” or “bad”. A good alarm means that, week

over week, the KPI became more on target, which depending on the KPI it can mean it increased

or decreased. It is crucial to distinguish between being on target and being more on target: more

on target does not indicate that it is on target. It just conveys that it acted according to the KPI’s

main objective, i.e., that it is moving in the desired direction.
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4.3.2 Attention

An attention is characterised by only having one red light or by having two yellow lights. An

attention is, putting it simply, a less severe version of an alarm, i.e., the performance shown does

not correspond to the norm, but it is not as disruptive as an alarm. Once again, for FRR what

characterises this type of alert is slightly different: it solely occurs when there is only one red

light, as it is not possible for it to have two yellow lights, since the target criterion cannot output

that colour.

Similarly to an alarm, originally an attention could also be entitled as “good” or “bad”, ac-

cording to the same rationale. However, to only deliver the key takeaways for each week of the

stakeholders’ interest, it was decided that good attentions were not relevant enough to be pre-

sented by the final tool. Thus, every attention depicted is a bad attention. In the Results Chapter,

this decision was later changed.

4.3.3 Future Attention

The reasoning behind this alert has similarities with outcome-oriented predictive process moni-

toring. Moreover, a red light in the future target criterion corresponds to a future attention alert,

recalling that red lights in this criterion only occur when there is no other alert.

For this final alert, there was no distinction between it being “good” or “bad”, as all future

attentions are inherently bad attentions. If in the week analysed the KPI did not set off an alert, it

means it is not concerningly off-target, otherwise it would be, at least, an attention. Thus, if in the

following week it is predicted to be significantly off target, it is becoming more off target.

4.4 Information Displayed for each Alert

Every text associated with an alert starts by showing a basic characterization of the KPI’s perfor-

mance, by mentioning its actual and its main goal, which can either be to stay below or to reach

the corresponding monthly target.

Information displayed which is directly related to the three criteria is solely about the criteria

which contributed to it being an alarm or an attention, i.e., when the criteria were labelled as

yellow or red. If one of the criteria is considered a green light, although the KPI’s behaviour can

even be classified as an alarm, it will not be mentioned, since only the criteria that contributed for

it to have this classification will be referred. However, texts do not only reveal what the criteria

have concluded, as they also present details that contribute to a better overview of the metrics’

behaviour according to what the criteria have detected:

1. When the recent observations criterion contributes to the alert, information is also shown

regarding the last four week’s overall trend, i.e., if it is increasing or decreasing, according

to the positive or negative signal of the slope of the linear regression that was fitted into the

KPI’s behaviour during this timeframe;
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2. Furthermore, if this aforementioned criterion is either a red or a yellow light or if the target

criterion is a red light, the user is informed not only about the absolute and relative deviation

from the week prior to the week being analysed, but also if the KPI became more on-target

during this time span. Both the absolute and relative deviation should be mentioned as they

provide a clearer picture than solely one of them.

Regarding dimensions, the information that is extracted about them from the data, which is

different for fulfilment and non-fulfilment KPIs, as explained before, is also shown. Examples of

the information displayed for the multiple alert types are shown in Figures 5.2 to 5.6 in Chapter 5.

4.5 Connection between BigQuery, R and Slack

Google BigQuery, a web-based data warehouse that allows querying through ANSI SQL, is the

data warehouse where Farfetch stores all its business data.

In order to extract the necessary data for this project, it had to be imported from BigQuery,

through the dbGetQuery() function in R, which takes a BigQuery connection and a SQL string.

For the connection, not only the corresponding BigQuery project ID and dataset name are needed,

but it is also necessary to go through an authentication process as the data is restricted to Farfetch.

While designing the tool for this thesis, it was key to choose a format to deliver the extracted

information that would allow it to be easily interpreted. Although dashboards are a useful in-

strument to convey and filter information, the business already possessed the required ones for

monitoring KPIs. By sending straightforward texts through Slack, the user does not have to take

any initiative to get a clear picture of the weekly operational performance in Marketplace.

To send texts from R to Slack, the function used in R was slackr_msg(), which requires the

corresponding text, the channel and an authentication token bearing required scopes. The texts

were sent to each stakeholder through the app, thus the channel was their Slack username.

Additionally, the authentication token is a string that the OAuth client uses to make requests

to the resource server. OAuth client refers to the specific application or service responsible for

initiating the OAuth process, which, in this case, is the app.

To create an authentication token, another concept which was important to grasp was the bot

token scopes, which are the scopes that govern what the app can access. Thus, when creating it, the

appropriate scopes had to be requested, as the app’s capabilities and permissions are governed by

them. The necessary scope was “chat: write”, which allows the app to send texts to the channels

which would then be mentioned in the slackr_msg() function. To start an app with this scope, a

formal request was sent and then approved by the employees responsible for Farfetch’s Slack.

4.6 Code Structure Overview

Figure B.1 in Appendix B describes the overall structure of the code behind the final system. To

not make the schema visually overwhelming, the processes regarding dimension analysis and the

extraction of useful information that is not directly related to the criteria were not included.
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Results

The prediction interval criterion showed results from two perspectives: the quality of the best mod-

els for each KPI and the verification of the assumptions regarding these intervals. Furthermore,

the final tool was tested through an assessment made by two stakeholders and its outputs were

analysed, which led to some feedback being implemented.

5.1 Prediction Interval Criterion

5.1.1 Cross-Validation Results

For each KPI, the four aforementioned models were evaluated through cross-validation for h=1,

h=2 and h=3, i.e., simultaneously forecasting for one, two and three weeks. The average MAPE

and MASE results, for each, are in the Tables C.1 to C.12 in Appendix C.

Based on the rules described in the previous chapter for choosing the best model for each

metric, the results were the following:

Table 5.1: Best Model Results for each KPI

KPI Model Average MAPE (h=1) [%] Average MASE (h=1)
EDD Single Exponential Smoothing 1.581 0.973
NS Single Exponential Smoothing 12.793 0.930

PACR Prophet – Multiplicative Seasonality 2.226 0.852
PCR Prophet – Additive Seasonality 1.580 0.883
RTT Prophet – Additive Seasonality 9.686 0.991

SOS1d Prophet – Multiplicative Seasonality 4.435 0.840
SOS2d Prophet – Additive Seasonality 1.30 0.895
TITG Prophet – Additive Seasonality 4.273 0.961
TTNS Prophet – Additive Seasonality 10.947 0.767
TTPR Prophet – Additive Seasonality 13.747 0.817

WI Single Exponential Smoothing 6.843 0.789
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5.1.2 Assumptions Assessment

5.1.2.1 Assessment of the Normality of the Residuals’ Distribution

Only exponential smoothing models require the normality of the residuals’ distribution to calculate

prediction intervals, so this assumption was only tested for the KPIs which had one of these as

their best performing model. For those, a histogram was plotted and a normality test was run. The

Kolmogorov-Smirnov test was chosen over the Shapiro-Wilk test, since the data contains more

than fifty observations. The null hypothesis for this test is that the data is normally distributed and

the p-value threshold for its rejection was considered to be 0.05.

This null hypothesis was rejected both for EDD Accuracy and WI, which means their residuals

do not follow a normal distribution. This means this assumption was broken for the prediction

interval calculation. However, this was not considered to make them invalid, as the corresponding

models behaved well according to the performance metrics tested, nevertheless. Moreover, for NS

the null hypothesis was not rejected. The histograms are in Figures D.1 to D.11 and the results of

the test are in Table D.1, all in Appendix D.

5.1.2.2 Assessment of the Constant Variance of the Residuals’ Distribution

For the calculation of the prediction intervals, both exponential smoothing and Prophet models

require the residuals to show constant variance. This was tested through a fitted values vs residuals

plot for each KPI: if the spread of the residuals was roughly equal at each level of the fitted values,

the constant variance assumption was met, otherwise this assumption was likely violated. The

latter option happened for most of the KPIs, as it can be seen by the plots in Figures D.12 to D.22

in Appendix D. Nevertheless, for the same reason as why the prediction intervals were still used

considering the non-normality of the residuals’ distribution, the prediction intervals for Prophet

were still regarded as valid.

5.2 Tool Assessment

5.2.1 Evaluation Process

The quality of this tool can be judged through two different perspectives:

1. Is the information in each alert useful and easy to understand? Are there any key points

missing?

2. Are the alerts given the ones the business wants to receive? Does their classification match

the reality of how relevant they are?

In regard to the first perspective, the tool was presented in a meeting to the Operations Per-

formance & Optimization team. The feedback was overall positive, but a few suggestions were

made:
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• The text, for each alert, was, at the time, all together in one paragraph. It is now separated

by: a straightforward weekly characterization, the main analysis and the dimension analysis;

• The KPIs’ names were displayed as acronyms, but writing their full name makes it clearer

for every stakeholder;

• In the “About” section of the App, it should include some explanation behind the forecasting

models used, in order for the stakeholders to have a better understanding of the predicted

values. This has not yet been done, but it should be implemented in the future, as the key

takeaways for each algorithm are already explained in this thesis.

On the other hand, to test the quality of the classification in alert types, an inquiry was done

with two stakeholders. According to the tool results for multiple weeks in the current year, ten

"bad alarm", ten "good alarm" and ten "bad attention" situations were selected. Ideally, this study

would have been done with a greater number of participants, who would need to be aware of the

Marketplace context and of the analysed KPIs, and with a greater number of cases for each alert

type, to achieve more meaningful results.

Every KPI was approximately equally represented, except for FRR, which considering that it

is, exceptionally, only assessed through two criteria and that it has been consistently stable and on

target this year, no alerts arose for it. Then, for each of these thirty cases, which refer to a KPI’s

behaviour in a certain week, the following information was stored:

• KPI’s last eight weeks datapoints, which was conveyed through a chart;

• The target throughout these eight weeks;

• The forecasted value by the tool created for the week being analysed.

For each KPI in a certain week, these data were depicted in an organised manner in an Excel

sheet, which meant an Excel file with thirty sheets was created to portray thirty alert-worthy cases

according to the alert tool.

Two stakeholders who possess a comprehensive awareness and understanding of the Market-

place reality throughout the entire Operations context participated in the evaluation. They were

asked, for each case, to classify the KPI behaviour as “no alert”, “attention” or “alarm”, according

to how relevant it would be for them to be notified of it. There was no distinction between good

and bad alerts, since this classification does not depend on the stakeholders’ perception, it is solely

based on the improvement or worsening of the KPI, week over week. They were not asked to

judge future attentions, because they can be measured by the quality of the forecasting models.

They were also informed about the differences in which Wrong Item was being monitored in com-

parison to the current standard. Furthermore, they were not told what classification the tool gave

for the thirty situations, so they would not be biased, and they did their evaluation individually,

without interacting with each other.
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5.2.2 Evaluation Results

The results of the test were classified in a scale of 0 to 3. This scale reflects the consensus be-

tween the two participants and the tool regarding the classification of the behaviour of the KPIs in

multiple weeks:

• 0: the participants and the tool all disagreed;

• 1: the participants agreed with each other, but disagreed with the tool;

• 2: only one of the participants agreed with the tool;

• 3: the participants and the tool agreed.

The results given by the tool and of each of the stakeholders’ judgements are presented in

Table E.1 in Appendix E. The following table summarizes them according to the aforementioned

scale:

Table 5.2: Tool Evaluation Case Distribution Overview

Case Type Number of Cases Share (%)
0 4 13.33
1 8 26.67
2 7 23.33
3 11 36.67

The most frequent situation was number 3, which is a good indicator of the quality of the tool.

Types 0 and 2 indicate the situations in which the participants did not agree with each other,

which represent approximately 37% of the total cases. This reflects how there is not an absolute

truth regarding what constitutes any of these alert types and what the business wants to be alerted

to, as different stakeholders have different views and needs. Situations of type 2 were not deeply

analysed, as they already partially reassure the quality of the tool.

To perceive which alert types the tool classified more accurately, the previous results were

decomposed by alert type, as presented in Table 5.3:

Table 5.3: Tool Evaluation Case Distribution for each Alert Type

Case Type Bad Alarms Good Alarms Bad Attentions
0 10% 20% 10%
1 10% 30% 40%
2 10% 30% 30%
3 70% 20% 20%

"Bad alarms" showed positive results, as for 70% of them the two stakeholders had the same

classification as the tool. However, 30% of "good alarms" and 40% of "bad attentions" were poorly

classified according to both stakeholders.
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Based on the results, a conversation with the two stakeholders was held to discuss the main

discrepancies between their opinions and the tool’s results, with the goal of finding the correct

adjustments necessary to improve the rules in which the tool is built on.

Although the words “attention” and “alarm” have sometimes a negative connotation, these

terms alone did not intend to be perceived as either negative or positive when building the tool. For

example, what differentiates a “good attention” from a “good alarm” should be the intensity of how

good its behaviour in the week being analysed is. However, the feedback from the stakeholders was

that they struggled to differentiate between “good attentions” and “good alarms”. The suggestion

they made was to use more business-oriented terms and, therefore, instead divide good alerts into

the categories “recovering” and “over-performers”. Acknowledging that good alerts, according to

the previously given definition, are KPIs which become more on-target in the week being analysed,

then “recovering” would correspond to the good alerts which are, nevertheless, still off target, and

“over-performers” the ones which are already on target. This suggestion was implemented and the

denominations “good alarms” and “good attentions” were abolished from the App.

5.2.2.1 Type 1 Cases

Since these distinction between “good attentions” and “good alarms” was no longer considered

from the user’s point of view, the type 1 situations regarding good alerts were not further discussed

with the stakeholders, as they are now being displayed by the tool with the differentiation they

asked for. However, to make this decision, it was essential to first notice that there were not any

type 1 situations in which a good alert was classified as “no alert” by the participants. If that

was the case, it should have been analysed further, since the distinction between “no alert” and

having an alert is still considered by the tool. Only the KPIs with a good alert will be divided into

“recovering” or “over-performer”. This new classification is represented in Figure 5.1.

Figure 5.1: Alert Type Classification Overview
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The remaining type 1 situations, which were only five, were discussed with the stakeholders

to understand how to improve the tool in order to minimize the amount of these cases.

The tool classified both EDD Accuracy on week 15 and Speed of Sending of 2 Days on week

19 as “bad attention”, whereas the participants regarded them as “bad alarms”. For both, only

the recent observations criterion was a red light, which meant another red light was needed for

the KPIs to be considered an alarm by the tool. The stakeholders mentioned that one of the main

reasons for their classification was how off target it was. However, according to the threshold

function explained in Chapter 4, the target criterion would output a green light. It is important to

note that, in recent years, both of these metrics consistently have targets above 90%, which means

the output of the threshold function for them is much more influenced by a, than b. In order to

have red lights according to the target criterion for both of these situations, the target threshold

function, in which originally a=3, was changed to a=2, which improved the results of the tool for

these situations. This change did not negatively affect the threshold function, as, on one hand, it

made it more consistent with the business’s opinion and, on the other hand, for the metrics with the

smallest targets the variation regarding absolute threshold induced by the change in the function

translates into a maximum of a couple of hundredths, which is negligible.

For Time in Transit Global in week 15, the tool classified it as “bad attention”, as there were

two green lights and the recent observations criterion was a red light, even though the stakeholders

classified it as “no alert”. The aforementioned criterion was one tenth away from being a yellow

light, which would instead make the KPI a “no alert”. Therefore, this result seems to point to

making the threshold less conservative, but it would be necessary to obtain more similar cases to

support this decision.

For Speed of Sending of 1 Day in week 12, the adjustments in the criteria thresholds in order

for it to be a “bad attention” as the participants suggested and not a “bad alarm” would need to

be significant and would affect negatively the classification of other metrics. Hence, this case was

accepted as one in which the tool would not have given the exact classification the participants

desired.

For No Stock in week 16 the tool showed “bad attention”, whereas the participants both replied

“bad alarm”. Although the metric was significantly off target, this had been a pattern since the fifth

week of the year, which is why there was not a red light regarding the recent observations criterion.

Nevertheless, No Stock is one of the most important metrics for the business to keep track of due

to its significant impact on customer experience and financially, which is why the stakeholders

also felt an added layer of concern regarding the behaviour.

5.2.2.2 Type 0 Cases

Regarding type 0 cases, there were only two bad alerts. For No Stock in week 19, the tool had

classified it as “attention”, whereas one of the stakeholders classified it as a “bad alarm” and the

other as “no alert”. After some discussion about it, both stakeholders changed their minds and

agreed on the “attention” classification.
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For Time to No Stock in week 20, the tool deemed it as a “bad alarm” and the participants as

the two other alert types. For them, this metric is not one of the most important, since it does not

have a direct impact financially, which, therefore, influenced their perception of the alert type.

5.2.3 Feedback Summary

Besides modifying the threshold function and the division that should be made within good alerts,

the main add-on to the tool, according to the stakeholders’ feedback, would be for it to also con-

sider how impactful a metric is when categorising it into alert types. Thresholds could be inher-

ently less or more conservative according to the priority of the KPI. A standardised way to do this

across all metrics should be defined and incorporated into the classification process.

5.3 Final Tool Results

The order in which alerts are shown are: “bad alarms”, “bad attentions”, “recovering”, “over-

performers” and “future attentions”. The following figures are examples of alerts the Slack App

gave for each alert type. They are examples from multiple weeks.

Figure 5.2: "Bad Alarm" Example
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Figure 5.3: "Bad Attention" Example

Figure 5.4: "Recovering" Example

Figure 5.5: "Over-Performer" Example

Figure 5.6: "Future Attention" Example
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Conclusion and Future Work

The fiercely competitive e-commerce market is expanding quickly, posing problems for managing

services, such as delivery and fraud detection. To achieve operational excellence, businesses must

monitor KPIs, but as the e-commerce’s complexity keeps increasing, it becomes more difficult to

identify and address problems. Yet, there is still not a standard procedure for monitoring KPIs

in the context of online marketplaces. E-commerce marketplaces need to constantly assure the

improvement of their operational performance, while guaranteeing a high standard for customer

experience. This is even more important in Farfetch’s business model not only because its focus

is not manufacturing the items which are sold in its platform, so it must assure the purchase

experience goes as smoothly as possible, but also because its customers expect services with as

much quality as the items they buy.

Hence, the purpose of this project was to create a tool that could rapidly convey to the stake-

holders which KPIs they should focus on each week for Marketplace and that could send useful

information about their behaviour, by basing this selection on standardised criteria. It should also

provide warnings regarding the following week’s KPI behaviour, based on the forecasting models’

predictions. This knowledge is especially useful in the weekly operations tactical meetings, as the

present stakeholders have to cover an extensive scope in just one hour.

The first step of this project was to decide the criteria which the tool would base its judge-

ments regarding the KPIs’ performance on. The current monitoring processes of the metrics being

considered were studied, in order to extract best practices and to understand which could be the

standard methodology across them to evaluate each KPI on a weekly basis.

The proposed criteria are “is the KPI’s significantly off target?”, “is the KPI an outlier ac-

cording to the recent past?” and “is the actual inside a certain prediction interval according to

the forecasting model?”, which were named the target criterion, the recent observations criterion

and the prediction interval criterion, respectively. When a KPI is evaluated according to the first

criterion, it can either result in a green or red light, whereas when it is assessed according to the

two other criteria it can result in a green, yellow or red light. Through the combination of the

light results of the three criteria, KPIs’ behaviour was either considered to be an “alarm” or an

“attention”: an alarm is characterised by having, at least, two red lights, whereas an attention is

52
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characterised by only having one red light or two yellow lights. Moreover, an alarm and an atten-

tion can either be “good” or “bad”: what makes it good is if the KPI, compared to the week prior,

became more on-target, which does not imply that it is on-target, it just improved its performance.

Depending on the nature of the KPI, its goal may either be to, at least, reach its target or to stay

below it. This detail had implications in the code behind the tool created.

Bad alerts are divided and showcased in the tool as “bad alarms” and “bad attentions”, whereas

good alerts are instead divided into “recovering” and “over-performers”. Those recovering are the

ones still off target and those over-performing are already on target, both categories sharing the fact

that the KPI’s behaviour showed improvement compared to the prior week. Thus, the user is not

shown “good alarms” and “good attentions”, as the final division corresponds to more business-

oriented outputs.

The target criterion considers a KPI to be significantly off-target when it is off-target and its

relative deviation from target is over a threshold defined by a function, since merely being slightly

off-target is not enough reason for there to be a red light regarding this criterion. This buffer,

which enables a KPI to be slightly off-target, but still be, when judged by this criterion, a green

light, exists due to the inherent error to targets due to them being designed by humans, instead of

being a characteristic of the data itself.

The recent observations criterion determines if the week being analysed is an outlier when

compared to the eight weeks prior to it, through the MAD outlier method, which was chosen due

to its robustness when detecting outliers in data regardless of their distribution and when used in

small datasets like this one.

The prediction interval criterion assesses if the KPI’s actual is in accordance with the pre-

diction intervals calculated with the corresponding best forecasting model. Basing a criterion on

forecasting models added value to how KPIs are monitored, since only a few of the KPIs consid-

ered in this thesis are currently forecasted by Farfetch, but on a monthly basis, which means these

forecasts were not being considered when monitoring them weekly.

To determine the best forecasting model for each, cross-validation with rolling origin was

applied to calculate the average MASE and MAPE when testing single exponential smoothing,

double exponential smoothing, Holt-Winters with additive seasonality, Holt-Winters with multi-

plicative seasonality, Prophet with additive seasonality and Prophet with multiplicative seasonality.

All of these were compared to evaluate models with and without a seasonality component. The

chosen model for each was the one with the smallest average MASE, which had to mandatorily

be inferior to 1 for the one-week-ahead forecast, as this is the use case depicted in this thesis. For

this timeframe, most KPIs had an average MAPE lower than 7%, although some had up to 13%.

Regarding the average MASE in the same forecast timeframe, it was always lower than 1, but most

of the KPIs presented results lower than 0.9. Moreover, the model which was most chosen was

Prophet with additive seasonality.

When according to all these criteria, there is not an alert for a KPI, the future target criterion

is tested. This criterion is similar to the target criterion, the only difference is that it compares the
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forecasted value with the target regarding the following week, instead of the week being analysed.

The name of the alert when there is a red light in this criterion is “future attention”.

A dimension is a way to divide the main KPI in further logical parts. Each KPI was analysed

through a dimension when there was an attention or an alarm. In order to determine which di-

mension groups are the best and worst contributors to each KPI overall, depending on whether it

improved or worsened relative to the prior week, the "MAD-Delta" approach is introduced.

Texts with the main takeaways about the KPIs’ performance are sent through a Slack App, in

which they are shown divided by alert type.

Regarding results, the quality and relevance of the information shown for each alert type has

been confirmed by the feedback from the Operations Performance & Optimization. However, the

other aspect that needed to be assessed was if the alerts that were sent were relevant or not and

if they were properly classified as “attention” or “alert” according to the stakeholders’ standards.

Therefore, thirty scenarios with ten “bad alarms”, ten “good alarms” and ten “bad attentions”, i.e.,

thirty situations in which certain KPIs in a certain week showed these alerts were selected, having

mostly a fair representation of all the KPIs analysed. The recent KPI data for the situation, the

target and the forecasted value for the week in which the KPI had an alert were shown to two

different stakeholders who are well familiarised with this set of KPIs in the Marketplace context.

They then individually classified them as alarms or attentions and an analysis of the results was

made. Through this evaluation, the main conclusions were that for, approximately, 37% of the

situations the stakeholders both agreed with the tool’s classification and that for, approximately,

23% of them one of the stakeholders agreed with it. This not only shows the quality of the tool,

but also how hard it is to create a tool that classifies the alerts properly, since not all stakeholders

would categorise them in the same way. Moreover, “bad alarms” was the alert type which was

more accurately depicted, as in 7 of the 10 cases both stakeholders agreed with this classification

and that the then division of good alerts into “good alarms” and “good attentions” was not intuitive.

To improve the quality of the tool, the new division of “recovering” and “over-performers” for

these alerts was implemented and the target threshold function was slightly changed.

Having a tool that enables stakeholders to receive alerts from multiple service areas has created

a way to prioritize KPIs to be discussed inside and outside of the tactical meeting and has included

some that may be neglected as they are never discussed in the meeting for lack of time. Moreover,

the thresholds for each criterion are adjustable, which enables Farfetch to adapt them according to

its needs. The traffic light framework allows for an easy understanding of the tool, which facilitates

this customisation.

Hence, this project led to the creation of a tool which enables businesses to have an overview

of their weekly operational performance, through the prioritization of their KPIs’ behaviour in

a detailed, but not overwhelming fashion. This tool contributes to the literature by combining

machine learning with simple, but effective techniques, taking into account both historical data

and business requirements, to deliver alerts with business-oriented classification and content.

Regarding future work, for the Farfetch use case, in order for the prediction intervals criterion

to still have meaningful outputs, cross-validation to test the multiple models should be done peri-
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odically for each KPI, including the most recent data, to ensure the models used are still the most

adequate. Additionally, the prioritization of the KPIs’ behaviour each week should be assisted

by how impactful the deviation from the week before is, regarding customer experience and/or

financially. Deviation in all the metrics was considered to be equally as impactful, even though

the negative impact of a client receiving his order in more than two days is not as severe as the

one of being sent a wrong item. Furthermore, an add-on to this tool could be a dependency model,

where the underlying dependencies between the multiple KPIs could be determined and taken into

consideration for the definition of future attentions. Moreover, to improve the performance of the

forecasting models, events as holidays and past promotions according to the region could be con-

sidered. Finally, although the thresholds for each criterion can be adjusted, further studies can be

done not only about the values these should take on, but also regarding which light combinations

should lead to an “attention” or an “alarm”.
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Appendix A

Decomposition Plots

Figure A.1: Decomposition Plot of EDD

Figure A.2: Decomposition Plot of FRR
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Figure A.3: Decomposition Plot of NS

Figure A.4: Decomposition Plot of PACR

Figure A.5: Decomposition Plot of PCR
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Figure A.6: Decomposition Plot of RTT

Figure A.7: Decomposition Plot of SoS1D

Figure A.8: Decomposition Plot of SoS2D



Decomposition Plots 63

Figure A.9: Decomposition Plot of TITG

Figure A.10: Decomposition Plot of TTNS

Figure A.11: Decomposition Plot of TTPR
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Figure A.12: Decomposition Plot of WI
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Code-Overview

Figure B.1: Code Overview
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Appendix C

Cross-Validation Results

Table C.1: Cross-Validation Results for EDD

Models Performance Metric h=1 h=2 h=3

Single Exponential Smoothing
MASE 0.973 1.047 0.975
MAPE 1.581 1.833 1.790

Double Exponential Smoothing
MASE 1.111 1.244 1.589
MAPE 1.805 2.166 2.904

Holt Winters – Additive Seasonality
MASE 2.552 2.415 2.564
MAPE 4.107 4.227 4.663

Holt Winters – Multiplicative Seasonality
MASE 2.7 2.543 2.694
MAPE 4.342 4.45 4.897

Prophet – Additive Seasonality
MASE 1.248 1.134 1.424
MAPE 2.002 1.968 2.594

Prophet – Multiplicative Seasonality
MASE 1.248 1.165 1.417
MAPE 1.999 2.018 2.578
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Table C.2: Cross-Validation Results for FRR

Models Performance Metric h=1 h=2 h=3

Single Exponential Smoothing
MASE 1.249 1.986 2.712
MAPE 15.056 20.738 29.292

Double Exponential Smoothing
MASE 1.297 2.160 2.915
MAPE 15.716 22.498 31.476

Holt Winters – Additive Seasonality
MASE 3.327 6.113 7.224
MAPE 47.941 72.272 84.504

Holt Winters – Multiplicative Seasonality
MASE 1.582 3.135 4.004
MAPE 21.137 34.677 44.211

Prophet – Additive Seasonality
MASE 3.342 4.704 4.867
MAPE 42.178 50.075 53.913

Prophet – Multiplicative Seasonality
MASE 3.073 4.252 4.372
MAPE 39.121 45.161 48.497

Table C.3: Cross-Validation Results for NS

Models Performance Metric h=1 h=2 h=3

Single Exponential Smoothing
MASE 0.930 1.092 1.247
MAPE 12.793 15.088 17.226

Double Exponential Smoothing
MASE 0.958 1.166 1.365
MAPE 12.967 15.923 18.418

Holt Winters – Additive Seasonality
MASE 1.264 1.577 1.825
MAPE 18.462 22.261 25.418

Holt Winters – Multiplicative Seasonality
MASE 1.222 1.448 1.608
MAPE 17.607 20.520 22.539

Prophet – Additive Seasonality
MASE 1.460 1.637 1.745
MAPE 19.638 21.903 23.256

Prophet – Multiplicative Seasonality
MASE 1.399 1.547 1.643
MAPE 18.937 20.886 22.116
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Table C.4: Cross-Validation Results for PACR

Models Performance Metric h=1 h=2 h=3

Single Exponential Smoothing
MASE 0.894 1.028 1.143
MAPE 2.359 2.722 3.028

Double Exponential Smoothing
MASE 0.903 1.096 1.348
MAPE 2.383 2.904 3.575

Holt Winters – Additive Seasonality
MASE 1.002 0.967 0.968
MAPE 2.635 2.547 2.555

Holt Winters – Multiplicative Seasonality
MASE 0.989 0.961 0.955
MAPE 2.600 2.529 2.519

Prophet – Additive Seasonality
MASE 0.858 0.889 0.913
MAPE 2.243 2.325 2.392

Prophet – Multiplicative Seasonality
MASE 0.852 0.880 0.917
MAPE 2.226 2.301 2.404

Table C.5: Cross-Validation Results for PCR

Models Performance Metric h=1 h=2 h=3

Single Exponential Smoothing
MASE 0.951 1.166 1.332
MAPE 1.708 2.1 2.392

Double Exponential Smoothing
MASE 0.939 1.189 1.480
MAPE 1.682 2.139 2.651

Holt Winters – Additive Seasonality
MASE 1.013 1.022 0.991
MAPE 1.812 1.830 1.770

Holt Winters – Multiplicative Seasonality
MASE 0.999 1.007 0.980
MAPE 1.787 1.803 1.750

Prophet – Additive Seasonality
MASE 0.883 0.956 0.998
MAPE 1.580 1.715 1.786

Prophet – Multiplicative Seasonality
MASE 0.891 0.962 1.003
MAPE 1.595 1.726 1.794
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Table C.6: Cross-Validation Results for RTT

Models Performance Metric h=1 h=2 h=3

Single Exponential Smoothing
MASE 0.994 1.029 0.963
MAPE 9.951 9.605 9.249

Double Exponential Smoothing
MASE 1.079 1.201 1.206
MAPE 10.766 11.170 11.392

Holt Winters – Additive Seasonality
MASE 0.972 1.224 1.287
MAPE 9.876 11.533 12.082

Holt Winters – Multiplicative Seasonality
MASE 1.118 1.426 1.523
MAPE 11.265 13.464 14.303

Prophet – Additive Seasonality
MASE 0.991 0.944 1.008
MAPE 9.686 9.083 9.985

Prophet – Multiplicative Seasonality
MASE 1.284 1.675 1.779
MAPE 13.035 16.118 17.363

Table C.7: Cross-Validation Results for SoS1D

Models Performance Metric h=1 h=2 h=3

Single Exponential Smoothing
MASE 0.833 0.904 1.064
MAPE 4.411 4.857 5.624

Double Exponential Smoothing
MASE 0.937 0.978 1.227
MAPE 4.952 5.241 6.466

Holt Winters – Additive Seasonality
MASE 1.020 1.034 1.037
MAPE 5.381 5.546 5.488

Holt Winters – Multiplicative Seasonality
MASE 1.003 1.010 1.006
MAPE 5.301 5.426 5.341

Prophet – Additive Seasonality
MASE 0.847 0.882 0.880
MAPE 4.472 4.736 4.671

Prophet – Multiplicative Seasonality
MASE 0.840 0.887 0.877
MAPE 4.435 4.760 4.651



70 Cross-Validation Results

Table C.8: Cross-Validation Results for SoS2D

Models Performance Metric h=1 h=2 h=3

Single Exponential Smoothing
MASE 0.877 0.965 1.062
MAPE 1.274 1.447 1.572

Double Exponential Smoothing
MASE 0.9 0.994 1.112
MAPE 1.307 1.490 1.647

Holt Winters – Additive Seasonality
MASE 1.198 1.162 1.128
MAPE 1.734 1.735 1.666

Holt Winters – Multiplicative Seasonality
MASE 1.152 1.118 1.088
MAPE 1.669 1.672 1.609

Prophet – Additive Seasonality
MASE 0.895 0.887 0.868
MAPE 1.301 1.330 1.289

Prophet – Multiplicative Seasonality
MASE 0.901 0.890 0.870
MAPE 1.309 1.335 1.291

Table C.9: Cross-Validation Results for TITG

Models Performance Metric h=1 h=2 h=3

Single Exponential Smoothing
MASE 1.023 1.405 1.126
MAPE 4.432 6.843 6.848

Double Exponential Smoothing
MASE 1.150 1.778 1.636
MAPE 4.952 8.578 9.990

Holt Winters – Additive Seasonality
MASE 1.376 1.248 1.215
MAPE 5.950 5.830 7.215

Holt Winters – Multiplicative Seasonality
MASE 1.328 1.189 1.051
MAPE 5.758 5.603 6.285

Prophet – Additive Seasonality
MASE 0.961 1.130 0.807
MAPE 4.273 5.559 4.973

Prophet – Multiplicative Seasonality
MASE 1.001 1.134 0.809
MAPE 4.444 5.588 5.007
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Table C.10: Cross-Validation Results for TTNS

Models Performance Metric h=1 h=2 h=3

Single Exponential Smoothing
MASE 0.870 0.882 0.886
MAPE 12.835 12.924 12.762

Double Exponential Smoothing
MASE 0.974 1.083 1.134
MAPE 14.436 15.949 16.450

Holt Winters – Additive Seasonality
MASE 0.801 0.847 0.881
MAPE 11.871 12.424 12.757

Holt Winters – Multiplicative Seasonality
MASE 0.821 0.873 0.898
MAPE 12.183 12.820 13.024

Prophet – Additive Seasonality
MASE 0.767 0.763 0.784
MAPE 10.947 10.768 10.917

Prophet – Multiplicative Seasonality
MASE 0.806 0.809 0.833
MAPE 11.313 11.209 11.406

Table C.11: Cross-Validation Results for TTPR

Models Performance Metric h=1 h=2 h=3

Single Exponential Smoothing
MASE 0.832 0.881 0.925
MAPE 13.991 15.156 15.717

Double Exponential Smoothing
MASE 0.856 0.924 0.973
MAPE 14.405 16.050 16.711

Holt Winters – Additive Seasonality
MASE 0.937 0.962 1.061
MAPE 15.736 16.337 17.954

Holt Winters – Multiplicative Seasonality
MASE 0.914 0.928 0.946
MAPE 15.204 15.583 15.632

Prophet – Additive Seasonality
MASE 0.817 0.824 0.850
MAPE 13.747 14.007 14.270

Prophet – Multiplicative Seasonality
MASE 0.826 0.830 0.856
MAPE 13.866 14.085 14.357
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Table C.12: Cross-Validation Results for WI

Models Performance Metric h=1 h=2 h=3

Single Exponential Smoothing
MASE 0.789 0.785 0.857
MAPE 6.843 6.860 7.702

Double Exponential Smoothing
MASE 0.833 0.831 0.970
MAPE 7.223 7.263 8.740

Holt Winters – Additive Seasonality
MASE 1.218 1.421 1.506
MAPE 10.234 12.139 13.265

Holt Winters – Multiplicative Seasonality
MASE 1.025 1.161 1.240
MAPE 8.681 9.987 11.019

Prophet – Additive Seasonality
MASE 1.138 1.229 1.276
MAPE 9.532 10.405 11.126

Prophet – Multiplicative Seasonality
MASE 1.068 1.126 1.158
MAPE 8.878 9.443 9.995
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Prediction Intervals Assumptions
Testing

D.1 Residuals’ Histograms

Figure D.1: Histogram of EDD’s Residuals
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Figure D.2: Histogram of NS’ Residuals

Figure D.3: Histogram of PACR’s Residuals

Figure D.4: Histogram of PCR’s Residuals
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Figure D.5: Histogram of RTT’s Residuals

Figure D.6: Histogram of SoS1D’s Residuals

Figure D.7: Histogram of SoS2D’s Residuals
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Figure D.8: Histogram of TITG’s Residuals

Figure D.9: Histogram of TTNS’ Residuals

Figure D.10: Histogram of TTPR’s Residuals
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Figure D.11: Histogram of WI’s Residuals
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D.2 Results of the Kolmogorov-Smirnov Normality Test for Residu-
als

Table D.1: Results of the Kolmogorov-Smirnov Normality Test for Residuals

KPI Statistic P-Value

EDD 0.1425 0.0172
NS 0.0500 0.6072
PACR 0.0565 0.4472
PCR 0.0665 0.2589
RTT 0.0983 0.1720
SoS1d 0.0766 0.0707
SoS2d 0.1352 0.0001
TITG 0.1061 0.1145
TTNS 0.0447 0.6189
TTPR 1.1413 0.0000
WI 0.0964 0.0108

D.3 Fitted Values vs. Residuals Plots

Figure D.12: Fitted Values vs. Residuals Plot for EDD
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Figure D.13: Fitted Values vs. Residuals Plot for NS

Figure D.14: Fitted Values vs. Residuals Plot for PACR

Figure D.15: Fitted Values vs. Residuals Plot for PCR
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Figure D.16: Fitted Values vs. Residuals Plot for RTT

Figure D.17: Fitted Values vs. Residuals Plot for SoS1D

Figure D.18: Fitted Values vs. Residuals Plot for SoS2D
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Figure D.19: Fitted Values vs. Residuals Plot for TITG

Figure D.20: Fitted Values vs. Residuals Plot for TTNS

Figure D.21: Fitted Values vs. Residuals Plot for TTPR
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Figure D.22: Fitted Values vs. Residuals Plot for WI
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Table E.1: Tool Evaluation Results

Situation Participant 1 Results Participant 2 Results Tool Results
Week 20 - TTNS Attention No alert Alarm
Week 20 - NS Attention Attention Alarm
Week 20 - RTT Attention No alert Alarm
Week 19 - SoS1d Alarm Alarm Alarm
Week 19 - WI Alarm Alarm Alarm
Week 19 - PCR Alarm Attention Alarm
Week 19 - NS No alert Alarm Attention
Week 19 - SoS2d Alarm Alarm Attention
Week 18 - PCR Alarm Alarm Alarm
Week 18 - RTT Attention Attention Attention
Week 17 - SoS1d Attention Alarm Alarm
Week 17 - WI Attention Alarm Attention
Week 16 - NS Alarm Alarm Attention
Week 16 - TITG Attention No alert Attention
Week 15 - TTPR Alarm Alarm Alarm
Week 15 - RTT Alarm Alarm Alarm
Week 15 - TITG No alert No alert Attention
Week 15 - EDD Alarm Alarm Attention
Week 14 - EDD Attention Attention Attention
Week 13 - SoS1d Alarm Alarm Alarm
Week 13 - NS Attention Alarm Attention
Week 12 - SoS1d Attention Attention Alarm
Week 12 - PACR Attention Attention Alarm
Week 12 - PCR Alarm Alarm Alarm
Week 10 - NS Alarm Alarm Alarm
Week 9 - TTPR Alarm Alarm Alarm
Week 9 - PACR Attention Attention Alarm
Week 9 - PCR Attention Alarm Alarm
Week 6 - RTT Alarm Attention Alarm
Week 4 - RTT No alert Attention Alarm
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