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Resumo

Espécies do género Drosophila, nomeadamente D. melanogaster, têm sido usadas como espécies
modelo para elucidar os principais mecanismos da vida, bem como no estudo de diversas doenças,
como por exemplo Alzheimer e Parkinson. Na área da Genética, D. melanogaster está associ-
ada às maiores descobertas. Não é por isso surpreendente que esta espécie seja considerada um
organismo modelo. Contudo, o estudo de populações naturais tem sido também essencial para
entender a função, estrutura e evolução do genoma, a adaptação das espécies a mudanças climáti-
cas, bem como questões fundamentais da genética populacional como evolução neutral, seleção,
recombinação, inversões, demografia, o papel dos elementos transponíveis, entre outras questões
fundamentais da Biologia. Muitas destas questões requerem dados de genómica de múltiplos
indivíduos da mesma espécie (Poolseq sequencing) para poderem ser respondidas. Assim, a iden-
tificação correta da espécie usada é fundamental, embora este não seja um procedimento trivial.

Para facilitar a identificação de espécies de Drosophila, nesta dissertação, usaram-se métodos
de Processamento de Imagem e Redes Neuronais para classificar as espécies, usando fotografias
de várias espécies de Drosophila, nomeadamente de D. americana, D. melanogaster e D. no-
vamexicana. A metodologia adoptada consiste em duas fases. Na primeira fase foram usadas
técnicas de Processamento Digital de Imagem, usando filtros e combinando alguns desses filtros
com técnicas de thresholding. Na segunda fase foram usados métodos de Deep Learning, mais
precisamente Redes Neuronais Convolucionais. Esta metodologia baseada em filtros é inovadora
pois em trabalhos anteriores usaram-se keypoints em Deep Learning.

Concluiu-se que, embora os resultados das imagens com fundo sejam melhores, que os resul-
tados das imagens sem fundo, estes últimos são mais fidedignos. Comparando as redes neuronais
usadas, DenseNet-121, EfficientNet-b0, e ResNet-50, e usando as imagens sem fundo como dados
de entrada, foi com a primeira destas que se obtiveram os melhores resultados; uma veracidade
de 78%, uma precisão de 71%, uma sensibilidade de 72% e uma F1-score de 71%. De entre os
pré-processamentos feitos, nomeadamente a aplicação de filtros Gaussianos, de mediana, bilateral
e da técnica de unsharp masking, a que mostrou melhores resultados para as imagens sem fundo
foi o filtro Gaussiano. Com este método, aplicado à DenseNet-121, obteve-se uma veracidade e
uma precisão ambas de 88%, e uma sensibilidade e F1-score ambos de 87%. Estes resultados são
superiores aos já citados, em que não foi aplicado nenhum pré-processamento às imagens.

Como trabalho futuro, pretende-se melhorar o programa, para que seja possível classificar um
maior número de espécies de Drosophila. Também se pretende diminuir o overfitting de alguns
dos métodos usados.
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Abstract

Drosophila species, namely D. melanogaster, have been used as model species to elucidate the
principal life mechanisms, as well as the study of several diseases, such as Alzheimer and Parkin-
son. In genetics, D.melanogaster is associated with some of the greatest discoveries. Therefore,
it is not surprising that this specie is considered a model organism. However, the study of natural
populations has also been essential to understand the role, structure, and evolution of the genome,
the adaptation of this species to climatic changes, as well as fundamental questions of populational
genetics, such as neutral evolution, selection, recombination, inversions, demography, the role of
transposable elements, among other Biology fundamental questions. Many of these questions re-
quire genetic data of multiple individuals of the same specie (Poolseq sequencing) to be answered.
In this way, the correct identification of the specie being used is critical, although this is not a
trivial procedure.

To facilitate the identification of Drosophila species, in this thesis, Image Processing and
Deep Convolutional Networks were used to classify the species, using data of various Drosophila
species, namely D.americana, D.melanogaster, and D.novamexicana. This methodology based in
filters is innovative, as in the previous works keypoints were used.

We conclude that, whereas the results with images that had background was better than the
results with images with no background, the latter results are more trustworthy. Comparing the
Neural Networks used, DenseNet-121, EfficientNet-b0, and ResNet-50, and using images with
no background as input, the best results were achieved by DenseNet-121; an accuracy of 78%, a
precision of 71%, a recall of 72%, and a F1-score of 71%. Among the procedures made, namely
the use of Gaussian, median, and bilateral filters, and unsharp masking, the one that provided the
best results was the Gaussian filter. Applying this method to DenseNet-121, it was obtained both
an accuracy and a precision of 88%, and both a recall and a F1-score of 87%. These results are
higher than the ones already cited, where no preprocessing was applied to the images.

As future work, it is aimed to improve the program, so it can be used to classify more
Drosophila species. It is also intended to diminish the overfitting of some of the methods used.
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Chapter 1

Introduction

Drosophila is a very large group of well over 1500 described fly species (Markow, 2006) and has

been widely used in Biology and Medicine for several reasons, such as being easy to keep in the

lab, its high reproduction, its low mean lifetime – which means that experiments take less time–,

and its low cost. Besides that, it shares genes, tissues, and even organs, with mammals (Matthews

and Gelbart, 2005).

1.1 Importance of Drosophila

Woodworth was the first to suggest that Drosophila could be used in genetics1. However, the first

person to really use it was Thomas Hunt Morgan, who discovered a mutation in D. melanogaster

that leads to white eyes, instead of red. Based on Thomsons’ work, Hermann Joseph Muller, a

collaborator of his, showed that exposure to X-rays produces genetic mutations. More recently,

in 2011, Jules Hoffman and Bruce Beutler, discovered how receptors detect microorganisms and

activate our innate immunity. In 2017, Jeffrey Connor Hall, Michael Rosbash, and Michael War-

ren Young made discoveries about the molecular mechanisms that control the circadian rhythm 2.

Other important discoveries include the discovery of Notch gene, by Poulson, that causes a malfor-

mation in Drosopila’s wings; the discovery of the embryonic development of the nervous system,

by Nusslein-Volhand and Wieschaus; the behavioural responses of Drosophila in countercurrent

assays; and, in 2000, the Drosophila full genome sequence, by Craig Venter’s team (Stephenson

and Metcalfe, 2013).

In today’s research, Drosophila has a fundamental role. It is a model organism for the study

of several diseases, such as Alzheimer, Parkinson, epileptic encephalopathy, Autism spectrum

disorders, and obesity, among others. It is also a model organism for genetics and inheritance,

embryonic development, organ regeneration, learning, behaviour, and ageing (Yamaguchi and

Yamamoto, 2022). Drosophila is also used in Bioengineering, for the production of artificial

tissues, and in the clinical drug discovery process (Jennings, 2011). The different Drosophila

1https://www.nobelprize.org/prizes/medicine/1933/morgan/biographical
2https://www.nobelprize.org/drosophila/

1

https://www.nobelprize.org/prizes/medicine/1933/morgan/biographical
https://www.nobelprize.org/drosophila/


Introduction 2

species can be distinguished by several morphological features. For instance, D. americana has

an overall dark body, whereas the closely realted D. novamexicana displays a derived light body.

Besides that, D. melanogaster wings are evenly pigmented throughout the wing blade (see Fig.

1.1) in contrast to other species (Massey and Wittkopp, 2016).

Figure 1.1: Drosophila phylogeny3

In this thesis, we are going to compare Drosophila americana, Drosophila novamexicana, and

Drosophila melanogaster. D. americana and D. novamexicana are from virilis group and have

been diverging for 40 million years (Reis et al., 2020). D. melanogaster is from melanogaster

group. Even though the inter-variance is relatively low, as the features are the same in all species

(for example, head, abdomen, eyes, and wings), it is possible to distinguish them, as it can be seen

by Fig. 1.1. Some features, such as, eye size is an incomplete dominant trait that is largely affected

by overall body size (Reis et al., 2020).

A spatial filter is an operation where it is chosen a centre pixel, and operations are performed

in its neighbourhood, where the size of the neighbourhood is defined. The result of this operation

is the output at that point. This process is repeated for every pixel. If all the performed operations

are linear, we say that it is a linear spatial filter, otherwise we say it is a nonlinear filter.

3https://cre.syr.edu/2018/03/26/national-science-foundation-recommends-funding
\-to-support-drosophila-evolutionary-phenomics-research-by-the-cre/

https://cre.syr.edu/2018/03/26/national-science-foundation-recommends-funding\-to-support-drosophila-evolutionary-phenomics-research-by-the-cre/
https://cre.syr.edu/2018/03/26/national-science-foundation-recommends-funding\-to-support-drosophila-evolutionary-phenomics-research-by-the-cre/
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Convolution Neural Networks (CNNs) are consecutive operations of filtering and convolution,

where data features are learned. For that to work, some hyperparameters are needed. These

include the definition of a loss function, a learning rate, an optimizer, the number of epochs, and

the batch size. The loss function is a criterion that measures how far the model at the actual instant

is from what is intended. There are various types of losses, depending on the problem at hand; the

learning rate is the step size of the parameter to be updated; optimizer is a mathematical method so

the function converges to an optimal solution; batch size controls, in the gradient descent algorithm

(see 3.4.2), the number of images that get into the model before the weights are updated; finally,

the number of epochs controls, in the gradient descent algorithm, and the number of complete

passes in the training set.

For example, suppose that we have 4000 images/samples and that we choose a batch size of 4

and 20 as the number of epochs. This means that the model will have 4000/4 = 1000 batches, each

with 4 samples, and consequently that the weights will be uploaded after each batch of 4 samples.

It also means that the model will pass through the training dataset 20 times, and a total of 1000

×20=20000 during the entire training.

1.2 Objectives

The objective here is to classify different species of Drosophila. As Drosophila is a small insect,

that brings us the difficulty of analysing it. Some species may be easy to differentiate, but others

may only be distinguishable by their genitalia (Xia et al., 2018), and, because of that, a dataset

was created.

1.3 Thesis Outline

In this chapter the state of the art is reviewed, as well as some concepts of Image Processing.

Chapter 2 lays down the background needed for the thesis. Some basic techniques, principles, and

concepts are explained, both for Computer Vision, and Machine Learning and Deep Learning. In

Chapter 3, we present the method used to solve the problem. In Chapter 4, the results are presented

and discussed. Finally, in Chapter 5, we draw conclusions. In Appendix A, it is presented a

Theorem that proves that the Perceptron algorithm converges in a finite number of steps, and in

Appendix B it is provided a tutorial to use the program created.



Chapter 2

Related Work

Deep Learning has provided us with excellent results both for regression and classification prob-

lems. Thereby it is increasingly easy to find Deep Learning models for biological applications.

Drosophila classification is no exception and that is quite noticeable. The search for the related

work grouped by the works that were related with Drosophila, and by the works that were not

about this theme, but used either filtering as preprocessing, or used a Deep Learning architecture

that we also used.

Cao et al. (2020) proposed a method based on transfer learning for insect recognition. The

dataset contained 9 species of insects – mythimna separata, rice borer, rice plant hopper, mole

cricket, mantis, locust, grass fly, ladybug, and ditch beetle. Firstly, they start by applying between

0 and 5 preprocessing techniques to each image. In total, they have 10 options for preprocessing:

flip and transform the image; randomly use one of Gaussian blur, mean blur and median blur

to enhance the picture; sharpening; edge detection superimposed on the original image; noise

disturbance with Gaussian noise added to the image; rotation or reflection transformation; contrast

transformation to change the contrast of the entire image to half or double the original; change

RGB into grayscale image and multiply it by alpha to add to the original image; move the pixels

to the surrounding area; distort local areas of the image. To expand their dataset, they used a Deep

Convolution Generative Adversarial Network (DCGAN)1. The transfer learning was based on

Imagenet’s dataset. The neural networks they used before applying this technique were VGG16,

VGG19, InceptionV3, and InceptionV4. They also used in their pipeline various digital image

processing techniques, such as Gaussian, mean, and median blur; sharpening; edge detection;

noise disturbance (add Gaussian noise to the picture); and contrast transformation. the best result

was achieved by VGG19, with an accuracy of 97.39%.

Le et al. (2020) propose a method to predict the landmarks manually, and create a Convolu-

tional Neural Network (CNN), the EB-Net, which builds in a modular way the concept of “Ele-

mentary Blocks”, each made up of usual CNN layer types. First, they asked entomolists to position

manually the landmarks on digital images. Then, they created their automatic approach. They start

by using a custom data augmentation procedure; trained and tested EB-Net, based on a dataset of

1https://developer.ibm.com/articles/generative-adversarial-networks-explained/

4
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Related Work 5

different parts of carabids (pronotum, head, and elytra). To evaluate, and improve, the obtained

results, they either train the model from scratch, or fine-tune it. Comparing the distances between

the manual landmarks and the ones obtained by the automatic method, they concluded that their

method can replace the manual landmarking.

Kumar et al. (2022), created an automated pipeline to classify Drosophila species based on the

wings, as wings are a powerful genetic model for studying cellular and developmental processes.

With this in mind, they created MAPPER, which is an ML-based pipeline that quantifies high-

dimensional phenotypic signatures, with each dimension quantifying a unique morphological trait

of Drosophila’s wings. The MAPPER’s first module is based on Deep Learning, and segments

the images to separate the foreground from the background. They start by training an U-Net, train

the last few layers of their model with a Convolutional Neural Network, and finally use K-Nearest

Neighbours method to classify the intervein regions. Their results overcome the ones obtained

with thresholding, and the active contours method. The second method is a Machine Learning

based pixel classifier for the same task. They concluded that MAPPER’s automated measurements

are statistically equal to manual measurements.

Luo et al. (2022), tried to identify ticks, as these are vitally important to assess threats. How-

ever, most approaches are based on taxonomy, and because of that are time-consuming and require

expertise skills. The images were obtained from a tick passive surveillance program that receives

ticks from public individuals, partnering agencies, or veterinary clinics. It consists of 12000 high-

resolution micrographs. All species were molecularly confirmed by a species-specific TaqMan

PCR assay, so there is no human error in the distinction. The program distinguishes between

Amblyomma americanum, Dermacentor variabilis, and Ixodes scapularis. They applied Transfer

Learning to pretrained Convolutional Neural Networks, specifically VGG-16, ResNet-50, Incep-

tionV3, MobileNetV2, and DenseNet-121. The best result was an accuracy of 99.5%, even though

all the accuracies were greater than 98%.

Shen et al. (2021) two main objectives were to distinguish between Tephritid and Non-Tephritid

fruit flies, as the first are important agricultural pests around the world, and classify between Anas-

trepha, Ceratitis, Rhagoletis, and Bactrocera, the 4 major species of Tephritid. For the creation of

the dataset, they used iNaturalist fruit fly database. They cleaned the data using InceptionV3 neural

network, and used K-means clustering to identify between the four species. They obtained 95.44%

accuracy for EfficientNet-b0 to identify Tephritid fruit flies, and 89.65% accuracy for classifying

representatives of the major tephritid genus.

Using more traditional methods, Loh et al. (2017) identified 16 Drosophila species. They

created a system to detect and measure keypoints and vein segments from Drosophila’s wings.

For this purpose, they used image transformations, as well as template matching. The accuracy

was 94% in identifying the correct species, and 56% in identifying the correct sex. Badirli et al.

(2021), made a more general approach, in the sense that they tried to classify insects, but not just

Drosophila or ticks. They classified 32848 instances of insects of 1040 described insect species.

DNA-based methods have aided in providing additional evidence of separate species, however

expertise knowledge is needed, so they created a Bayesian Deep Learning method, based on hier-
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archy of species around corresponding genera and uses deep embeddings of images and barcodes

together to identify insects at the lowest level of abstraction possible, for the open-set classification

of species. They got an accuracy of 96.66% classifying the instantiated species, and an accuracy

of 81.39% identifying genera of undescribed species.

Şaban Öztürk and Akdemir (2018), classified histopathological images of cancer vs non-

cancer patches. The dataset used was the one of CAMELYON challenge, which consists of 400

whole-slided images for breast cancer detection. It was used a similar approach to the one of

this thesis. They preprocess the images in four different ways, (1) no preprocessing, (2) normal

preprocessing, that consists in reducing background noise and in enhancing the cells; (3) other

normal preprocessing techniques; (4) over preprocessing, that consists in applying a threshold,

morphological operations, besides the normal preprocessing. The images are then used as input

to AlexNet, which is trained by 500 epochs. The best results were obtained using normal prepro-

cessing. With this study, they found that preprocessing algorithms make training faster and help to

achieve better results, compared to not using it. However, excessive preprocessing may not help

either.

Also in other biomedical applications, we find Giełczyk et al. (2022) and Avşar (2021). In

Giełczyk et al. (2022) they used for preprocessing (1) none; (2) histogram equalization; (3) his-

togram equalization followed by a Gaussian filter, with a kernel of 5×5; (4) histogram equaliza-

tion followed by a bilateral filter with diameter=5, σcolor = σspace = 5 as parameters; (5) adaptive

masking; (6) adaptive masking followed by histogram equalization and Gaussian blur. The results

showed that the best preprocessing method was the last one referred, but that overall preprocessing

improves the results. Without preprocessing, accuracy was of 93%, and F1-score was of 91–96%

for every class, whereas with just histogram equalization, Precision, Recall, and F1-score raised

by 2%. In Avşar (2021), the CNNs used were MobileNetV2 and EfficientNetB0, that were trained

with and without the preprocessing techniques. The methods used were contrast limited adaptive

histogram (CLAHE), unsharp masking, and Wiener filtering. With this study, they found out that

the best results for both models were obtained with Wiener filter, although CLAHE and unsharp

masking may improve the performance only with MobileNetV2. It was also concluded that there

were not substantial improvements with more than 30 epochs.

Image processing is such a common method that there are groups using it in cultural stud-

ies. An example of this is Kusrini et al. (2022). A shadow puppet show of Indonesian culture,

“Wayang Kulit” is facing the end of its existence, as there is almost no support from the govern-

ment, among other factors. As the characters are not publicly available, they needed to create their

own dataset with images similar to those used in the show. With this study, it is aimed to recre-

ate the Punakawan puppet show with less costs. The group used filtering as preprocessing –that is

classified as Gaussian or non-Gaussian–, VGG-16 as CNN, and KNN method for the classification

task. Among all the experiments made, the researchers found that the combination of CLAHE,

RGB images (as, in some experiments, only the green channel of the images is used), Gaussian

filter, and thresholding was the process with the highest accuracy, 98.75%. It was also found that

CLAHE improved the accuracy of green channel images. Besides that, this study found two ways
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of reducing image noise, which were Gaussian filter, and median filter.

As the quality of the images used in Deep Learning models is one of the most influential factors

for an high accuracy, we could not miss a study that tried to find a solution to obtain good results

with low quality images, as for example JPEG images. That’s what Yim and Sohn (2017) do. They

suggest a generalised architecture of a dual-channel model (Fig. 2.1). The architecture receives

Figure 2.1: Dual-channel model (from Yim and Sohn (2017))

two inputs, the original images and the outline-enhanced images. The denoising methods used

were (1) nonlocal filtering; (2) bilateral filtering; (3) total variation. This group obtained different

conclusions than the previously discussed research. They found that a preprocessing method does

not produce any significant improvement per se, but provides a stable accuracy with any dataset

using the dual-channel structure.



Chapter 3

Background

3.1 Computer Vision

Computer Vision is an engineering-related area that tries to extract useful information from images

and videos. The manual extraction of features is labour-intensive, expensive, and time-consuming,

and the number of extracted features may not be enough for the project at hand. With Computer

Vision, this process gets automated, and so, faster. Another advantage is that with technology’s

help, the datasets can be larger, and so the results can be more accurate, without so much subjec-

tivity from experts in taking features. Below we review some of the most important concepts in

this field. The definitions and equations of the following sections were taken from Gonzalez and

Woods (2008) and Mitra (2001).

3.1.1 Thresholding

Global thresholding is a technique that divides the image into two components based on the

pixel’s intensity values. That division is done by choosing an “arbitrary” threshold value, T.

g(x,y) =

1, f (x,y)≥ T

0, f (x,y)< T

The pixels labeled as 1 are expectedly part of the foreground, and the ones labeled as zero would

be part of the background.

Adaptive thresholding is the method where the threshold value is calculated for smaller re-

gions and therefore, there will be different threshold values for different regions.

Otsu’s method gives us the best threshold automatically. The idea of the algorithm is to sep-

arate image pixels into foreground and background. We are assuming that the image is grayscale

– which means that the image is normalized– and that its intensity distribution is bimodal. The

8
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objective is to minimize the within-class variance, which is the same as maximizing the between-

class variance. Otsu method relies on the second choice, and the expression is Eq. 3.1:

σ
2
w = q1(t)σ2

1 (t)+q2(t)σ2
2 (t) (3.1)

where:

q1 and q2 are the class probabilities given by

q1(t) =
T

∑
i=1

Pi & q2(t) =
I

∑
i=T+1

Pi (3.2)

the class means are given by

µ1(t) =
T

∑
i=1

iP(i)
q1(t)

& µ2(t) =
I

∑
i=T+1

iP(i)
q2(t)

(3.3)

and finally, the individual class variances are given by

σ
2
1 (t) =

T

∑
i=1

(i−µ1(t))2 P(i)
q1(t)

& σ
2
2 (t) =

I

∑
i=T+1

(i−µ2(t))2 P(i)
q2(t)

(3.4)

3.1.2 Filtering

The concept of filtering comes from Signal Processing, where the method is used to transfer certain

frequency components without any distortion and to block other frequency components (Mitra,

2001).

A lowpass filter is the one that transfers all the frequency components below a specified fre-

quency ωc, named cutoff frequency, and blocks all frequencies above it. A highpass filter does the

opposite, so it transfers all frequency components above ωc, and blocks all the ones below it. The

range of frequencies that the filter trasnfers is called passband, and the range of frequencies that

is blocked is called stopband.

The main concept in the filtering process is the convolution operation. This is defined, in

images, by Eq. 3.5,

(w∗ f )(x,y) =
a

∑
s=0

b

∑
t=0

w(s, t) f (x− s,y− t) (3.5)

where w is a a×b filter. An example of this operation is given in Fig. 3.1.

One important concept in Image Processing is the one of edge. As said in Chapter 1, edge

detection techniques were used in this thesis. We define an edge as a pixel where there is an abrupt

change in intensity. To detect edges we use first and second-order derivatives because gradients

point in the direction with the greatest rate of change. The first-order partial derivative is defined

by Eq. 3.6
∂ f
∂x

= f (x+1)− f (x) (3.6)
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Figure 3.1: Example of a convolution operation, reproduced from Podareanu et al. (2019)

whereas the second-order partial derivative is defined as in Eq. 3.7

∂ 2 f
∂x2 = f ′(x+1)− f ′(x)

= f (x+1)+ f (x−1)−2 f (x)
(3.7)

The difference in using the first or second-order derivative is in the sharpness, which is usually

better with the second-order derivative. So, while we use gradients for first-order derivatives, we

use the Laplacian operator to detect the second-order derivatives. Finally, we say that an edge has

been detected if its intensity is higher than a threshold T.

3.1.3 Lowpass Filters

3.1.3.1 Ideal Lowpass Filter

The ideal lowpass filter is defined by Eq. 3.8.

H(w) =

1 ,ω ≤ ωc

0 ,otherwise
(3.8)

where ω is the frequency. The respective plot is illustrated in Fig. 3.2.

Lowpass filters smooth the image, including the edges, giving to the image a blurring effect.

An example of lowpass filter is the Gaussian filter, whose kernel is given by Eq. 3.9.

w(x,y) =
1√

2πσxσy
e
−( x−µx

2σ2x
+

y−µy
2σ2y

)
(3.9)
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Figure 3.2: Plot of the ideal lowpass filter Jobling (2018)

3.1.4 Highpass Filters

3.1.4.1 Ideal Highpass Filter

The ideal highpass filter is defined by Eq. 3.10

H(w) =

1 ,ω > ωc

0 ,otherwise
(3.10)

where ω is the frequency, and the respective plot is illustrated in Fig. 3.3.

Figure 3.3: Plot of the ideal highpass filter Jobling (2018)

A highpass filter enhances the edges of an image. A technique for sharpening images is un-

sharp masking, and it is given by the following process:

1. Blur the image

2. Subtract the blurred image from the original one (this difference is called mask)

3. Calculate the sum between the original image and the weighted mask

The general equation for this procedure is given by equation Eq. 3.11

g(x,y) = f (x,y)+ kgmask(x,y) (3.11)

where f(x, y) is the original image, and gmask is its mask. Do just note that blurring an image is the

same as applying a lowpass filter. When doing f (x,y)− k fblurred(x,y) we obtain just the edges, as
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the other pixels get 0-valued. We can then say that it is a highpass filter. Finally, when summing

f (x,y) and f (x,y)− fblurred(x,y), we obtain 2 f (x,y)− k fblurred(x,y). So, the 0-valued pixels that

were near the edges, get the value 2 f (x,y)− k fblurred(x,y). This process is illustrated in Fig. 3.4.

Figure 3.4: Processing of unsharp masking, reproduced from Gonzalez and Woods (2008)

3.1.5 Nonlinear Filters

3.1.5.1 Median Filter

Median filter replaces the center pixel value by the median value of a predefined neighbourhood.

It is quite useful for salt-and-pepper noise, which is manifested by black and white dots over the

image.

3.1.5.2 Bilateral Filter

Most of the times, sharpening filters smooth too much the areas where frequencies are low. If we

want to avoid this, a good solution is bilateral filter. It is given by equations Eq. 3.12 and Eq. 3.13.

Let I be a grayscale image, and p be the pixel location. We define the Bilateral Filter (BF) as in

Eq. 3.12

BF [I]p =
1

Wp
∑
q∈S

Gσs(||p−q||)Gσr(||Ip − Iq||)Iq (3.12)

where Wp is a normalisation factor given by Eq. 3.13

Wp = ∑
q∈S

Gσs(||p−q||)Gσr(||Ip − Iq||) (3.13)
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σr and σs are measures of the amount of filtering for an image I; Gσs is the spatial Gaussian

that decreases the influence of distance pixels, and Gσr is the range (Gaussian that decreases the

influence of pixels q with an intensity value different from Ip).

3.1.6 Peak Signal-to-Noise Ratio

The Peak Signal-to-NOise Ratio (PSNR) block computes the peak signal-to-noise ratio, in deci-

bels, between two images. This ratio is used as a quality measurement between the original and

a compressed image. The higher the PSNR, the better the quality of the compressed, or recon-

structed image1. It is computed using Eq. 3.14.

PSNR = 10log10

(
R2

MSE

)
(3.14)

The higher the PSNR, the better is the image after being processed. MSE stands for Mean

Squared Error, between the two images that we are analyzing.

3.2 Machine Learning and Deep Learning

Artificial Intelligence (AI) is the ability of a machine to do human tasks2. Machine Learning (ML)

is the area of AI where the learning algorithms are created3, and Deep Learning (DL) is the area

of ML “that involves training artificial neural networks with large amounts of data to recognize

patterns and make predictions or decisions” (Hector Martinez, 2023). These concepts are Fig. 3.5.

Figure 3.5: Differences between AI, ML and DL, AI- (2018)

1https://www.mathworks.com/help/vision/ref/psnr.html
2https://www.britannica.com/technology/artificial-intelligence
3https://www.ibm.com/topics/machine-learning

https://www.mathworks.com/help/vision/ref/psnr.html
https://www.britannica.com/technology/artificial-intelligence
https://www.ibm.com/topics/machine-learning
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3.2.1 Types of Learning

Unsupervised Learning In this type of learning all information is extracted from the data itself,

we do not know what will be the output. This means that the output is part of just the

pseudo-labelled set.

Supervised Learning In this type of learning, the data is already labelled and we know that the

output will be in the input set of labels.

Semi-Supervised Learning In Semi-Supervised Learning, we do have just part of the data la-

belled. Then, during the training, according to a rule that is established by the person that

is making the system, data is matched and the system creates new labels (also known as

pseudo-labels). The output may be part of the input set of the labels or part of the pseudo-

labels).

3.2.2 The Perceptron

Perceptron is the simplest type of network, actually being a linear binary classifier. An input is

given, and the respective output is either 1 or -1, according to the prediction correctness (Algo-

rithm 1). Its architecture is shown in Fig. 3.6.

Figure 3.6: Architecture of a Perceptron (from Rosebrock (2021))



3.3 Types of Artificial Neural Networks 15

Algorithm 1 The Perceptron Algorithm

Input: An input set S of tuples {(xi,yi)} where xi ∈Rn, yi ∈ {−1,1} is a label, and η is a positive
scalar

Output: w and b so that when w · x+b > 0, it’s true that yi is 1, otherwise it is -1
1: Initialise: w = 0, b = 0, k = 0, and R = maxi∥xi∥
2: if there’s a mistake then
3: k = k+1
4: w = w+ηyixi

5: b = b+ηyixi

6: if there are no more errors then
7: algorithm finishes
8: end if
9: end if

3.3 Types of Artificial Neural Networks

3.3.1 Feed-Forward Networks

It is a system based on the human brain, where neurons are called nodes, and synapses are called

connections (Fig. 3.7). A Feed-Forward Network is theoretically an agglomeration of perceptrons,

although, as in real life most applications are non-linear, quite often the neurons are actually

sigmoid-neurons instead of perceptrons4.

Figure 3.7: Architecture of an ANN, reproduced from TIBCO

Input is given, and with that, the respective output is computed through the formula

y = f (wT · x+b)

4https://blog.adxy.dev/what-is-a-neural-network-visualising-understanding-a-neu
ral-network-in-depth

https://blog.adxy.dev/what-is-a-neural-network-visualising-understanding-a-neural-network-in-depth
https://blog.adxy.dev/what-is-a-neural-network-visualising-understanding-a-neural-network-in-depth
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where y is the output, w is the vector of the weights connections, and b is a vector formed by

the biases. Finally, f is a non-linear function, also known as activation function. Non-linearity is

important in these models because it adds complexity to the model, which makes it more adaptable

to new inputs.

Some well-known activation functions are the ones below:

• ReLU: f (x) = max(0,x)

• Sigmoid/ Logistic activation function: f (x) = 1
1+e−x

• Tanh: f (x) = ex−e−x

ex+e−x

• Softmax: f (xi) =
exi

∑ j ex j , where xi is the value of the ith-class of the model

3.3.2 Recurrent Neural Networks

Recurrent Neural Networks (RNNs) are a variant of CNNs that deal with sequential data. This

means that their inputs and outputs are not independent of each other, as it happens for feed-

forward networks (Fig. 3.8). Also, while feed-forward networks have weights across each node,

RNNs share the same parameters within each layer of the network, which is saying that RNN

architectures do have cycles, whereas feed-forward networks do not. RNNs are used, for example,

in language translation, speech recognition, and video Schmidt (2019).

Figure 3.8: RNN vs Feed-Forward networks Jeans (2019)

3.3.3 Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are the method most often used in DL. Even though their

architecture is quite similar to ANNs, they are mainly used in Computer Vision tasks, as they are

proven to be highly effective in solving problems that use images as data input.

The different layers of a CNN are the following:
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• Convolutional Layer: it is where the input image is convolved with a convolutional filter

(also called a kernel). Some parameters of the convolutions are the following:

– Padding: to add extra pixels 0-valued around the boundary of the image

– Stride: when we want to downsample, we move our window more than one element

at a time, skipping intermediate locations. It is the number of rows and columns tran-

versed per slide.

• Pooling Layer: the maps between layers are sub-sampled, i.e. large-size feature maps are

shrunk to create smaller feature maps, so we get just the most important information. In this

way, there are fewer parameters to learn. The most common pooling functions are Alzubaidi

et al. (2021):

– Global Pooling: each channel in the feature map is reduced to a single value. The most

common operations in global pooling are

1. taking the maximum value (global max pooling)

2. taking the minimum value (global min pooling)

3. taking the average value (global average pooling - GAP)

– Average pooling: compute the average value for each patch (typically 2×2) on the

feature map

• Batch normalization: converts interlayer outputs into a standard format, called normalizing.

This makes the model to be trained more efficiently.

• Fully Connected Layer: is usually at the end of the CNN. In this layer, each node is con-

nected to the others. The output is the final result from this layer.

3.4 Training Algorithms for ANNs

3.4.1 Evolutionary algorithms

Evolutionary algorithms are unsupervised learning algorithms based on the theory of evolution.

These algorithms have three fundamental aspects5:

• Population-based: all possible solutions from the algorithms are in one population. Encod-

ing the solution in the population, it will make crossover and mutation much easier

• Fitness-oriented: the fitness function is used to evaluate partial solutions, to know how much

the solution is right

• Variation-driven: solutions will vary when changing the solution space.

There are many types of evolutionary algorithms, but in general they have the structure of

Algorithm 2.
5https://optimization.cbe.cornell.edu/index.php?title=Evolutionary_algorithms

https://optimization.cbe.cornell.edu/index.php?title=Evolutionary_algorithms
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Algorithm 2 Evolutionary algorithms general approach

Require: A population
Output: A solution (in case it exists)

1: Randomly generate the initial population of individuals (first generation)
2: Evaluate the fitness of each individual in that population with the preferred fitness func-

tion
3: while Optimal solution is not found do
4: Select the parents (best-fit individuals) for reproduction
5: Breed new individuals through crossover and random mutation, giving “birth” to the next

generation
6: Use the fitness function to gauge the individual fitness of the new individuals
7: Replace least-fit population with new individuals
8: end while

3.4.2 The Gradient Descent Algorithm

Gradient Descent (Algorithm 3) is an optimization algorithm with the objective of minimizing the

objective loss function used to train the model. For that, the gradient is computed, and the method

reaches for a solution in its opposite direction.

Algorithm 3 Gradient Descent
Require: Loss function L, Maximum Number of Steps
Input: Random value xi for each parameter i
Output: Optimal solution

1: Take the gradient of L
2: Plug xi into the gradient
3: while Step size does not converge to 0 or Maximum Number of Steps is not reached do
4: Compute the step size: Step size = Slope×LR
5: Compute the new parameters: New Parameters = Old Parameters−Step size
6: end while

3.4.3 The Backpropagation Algorithm

The backpropagation algorithm is constituted of two phases, a forward pass and a backward pass.

In the forward pass, the input is propagated through the NN, whereas in the backward pass, we

start from the last layer, and from there, we compute the optimal parameter for each layer using

the chain rule. These algorithms are computed in parallel with the Gradient Descent algorithm.

In the forward pass, we propagate the data in the input layer. This input is propagated through

the hidden layer, measures the networks’ predictions from the output layer, and computes the

network error based on the predictions that the network has made. At this time, we enter in the

backward process. In the backward pass, we start by propagating the error from the output layer

until reaching the input layer, passing through the hidden layers. The process of propagating the

network error from the output layer to the input layer, through the chain rule, is called backward
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propagation, or simply backpropagation. The backpropagation algorithm is the set of steps used

to update network weights to reduce the network’s error.

For example, suppose there is one entry for the input, one hidden layer with two nodes with an

activation function (the same), and one output. Let w1,w2,w3, and w4 be the weights of the NN,

and b1,b2, and b3 be its biases, as in Fig. 3.9. Also, let f (x) be our activation function. We want

these parameters to be optimal, so we get the curve that best fits our data.

Input

×w1 +b1

×w2 +b2

Activation
Function

Activation
Function

×w3

×w4

Sum +b3 Output

Figure 3.9: A CNN with 1 hidden layer with 2 nodes, reproduced from TIBCO

We start by initializing biases to 0, and we randomly choose values from a normal distribution

for the weights.

From the forward propagation step, we know that our output is going to be given by sum+b3,

where sum is f (Inputi ×w1 +b1)w3+ f (Inputi ×w2 +b2)w4 +b3. Then, we compute the Sum of

the Squared Residuals (SSR). A residual is given by the difference of the predicted value from the

observed value. SSR is given by equation Eq. 3.15.

SSR =
n

∑
i=0

(Observed −Predicted)2 (3.15)

As we want to know how b3 varies, and we know that b3 is related to SSR through the predicted

values, using the chain rule, we have Eq. 3.16.

dSSR
db3

=
dSSR

dPredicted
× dPredicted

db3
(3.16)

= ∑
i
−2(Observed −Predicted)×1 (3.17)

= ∑
i
−2(Observed −Predicted) (3.18)

Now we want to find the optimal value for w3 and w4. So, we compute dSSR
dw3

and dSSR
dw4

.

dSSR
dw3

=
dSSR

dPredicted
× dPredicted

dw3
(3.19)
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We had already computed dSSR
dPredicted in Eq. 3.16, we know that Eq. 3.19 is equal to ∑i−2(Observed−

Predicted)× f (Input ×w1 +b1). Analogously, we know that dSSR
dw4

is equal to ∑i−2(Observed −
Predicted)× f (Input ×w2 +b2).

With the help of the chain rule, we also compute dSSR
dw1

, dSSR
db1

, dSSR
dw2

, and dSSR
db2

.

As we had initially chosen the values for each of the parameters, all we have to do now is to

do an initial forward pass and apply the Gradient Descent algorithm to each one of the parameters

to get the optimal values.

3.5 Common Convolutional Networks

3.5.1 ResNet

When CNNs were starting to gain popularity, there was the idea that the more layers the model

had, the better it would perform. However, that is not always true, as there is a vanishing gradient

problem. Vanishing gradients happen when doing backpropagation, because when doing the par-

tial derivatives successively, the gradient starts getting too small, and the accuracy tends to infinity.

With that in mind, ResNet was created He et al. (2015). With ResNet, instead of stacking more

layers, we do an identity map (so, we do not learn any new features) and sum that output to the

output of the previous layer. With this architecture, also called residual blocks, we do not lose

so much information and the architecture does not get as deep. Apart from that, ResNet is quite

similar to the structure explained in the previous chapter.

Figure 3.10: ResNet building block, reproduced from He et al. (2015)

3.5.1.1 ResNet-50

ResNet-50 is a 50-layer CNN, 48 convolutional layers, 1 max pooling layer, and 1 average pooling

layer.

The main difference from the previous ResNets is that it has a bottleneck. A bottleneck is a

1×1 convolution. It reduces the number of parameters and multiplications, making the procedure

faster.
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Figure 3.11: ResNet-18 architecture, reproduced from Ramzan et al. (2019)

Figure 3.12: ResNet-50 architecture, reproduced from Challa and Vaishnav (2020)

According to Fig. 3.7, the input layer here is a convolutional layer (the 7×7 convolution layer)

that accepts as input an RGB image. The hidden layers are all up to the average pooling layer, and

the output layer is the FC layer.

3.5.2 EfficientNet

EfficientNet was constructed so there could be a way to scale up a CNN without the network

getting too deep, thus getting high accuracy and efficiency. Usually, to overcome that, we try

to adjust the height, width, depth, and resolution by trial and error and just adjusting one of the

parameters each time. Here it was created a method, called compound scaling method (Fig. 3.13,

so instead of randomly scaling up width, depth or resolution, compound scaling uniformly scales

each dimension with a certain fixed set of scaling coefficients6.

3.5.2.1 EfficientNet-B0

According to the figure Fig. 3.15, the respective layers in Fig. 3.7 are the following: the input

layer is the first 3×3 convolution, hidden layers are all the layers until the last MBConv block.

A Mobile Inverted Residual Bottleneck Convolutional (MVConv) block is a series of operations

such as depthwise convolutions, pointwise convolutions, and squeeze-and-excitation operations.

These operations are aimed at reducing computational complexity while maintaining a high level

of representation power. The output layer in EfficientNet-b0 consists of a combination of an FC

layer and a softmax function.

6https://medium.com/mlearning-ai/understanding-efficientnet-the-most-powerful-c
nn-architecture-eaeb40386fad

https://medium.com/mlearning-ai/understanding-efficientnet-the-most-powerful-cnn-architecture-eaeb40386fad
https://medium.com/mlearning-ai/understanding-efficientnet-the-most-powerful-cnn-architecture-eaeb40386fad
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Figure 3.13: Scale each of the parameters separately vs compound scaling method, reproduced
from Tan and Le (2019)

Figure 3.14: Efficient Net basic architecture, reproduced from Tan and Le (2019)

Figure 3.15: EfficientNet-b0 architecture, reproduced from Tan and Le (2019)

3.5.3 DenseNet

As well as ResNets, DenseNets were created to overcome the problem of vanishing gradients.

However, instead of shortcuts as in ResNets, here all the layers are connected (Fig. 3.16). In other

words, in ResNet we were summing the output of the previous layer with the actual output. In

DenseNet all outputs from previous layers are used for the output of the actual layer.

3.5.3.1 DenseNet-121

Comparing with the figure Fig. 3.7, the input layer of DenseNet-121 is a convolution 7×7, the

hidden layers are all layers up to the last pooling layer. Finally, the output layer is a FC layer.
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Figure 3.16: DenseNet approach, reproduced from Hassan et al. (2021)

Figure 3.17: Example of a DenseNet, reproduced from Badgujar (2021)

Figure 3.18: DenseNet-121 architecture, reproduced from Radwan (2019)

3.6 Evaluation metrics

With the dataset tested, we need to evaluate the method used. There are different metrics, and

whereas some can be interpreted together, there are some that are better used in specific cases.

All the most-known ways to evaluate a dataset are based on True Positives (TP), False Positives

(FP), True Negatives (TN), and False Negatives (FN). TPs and TNs are well-classified data, as
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being part of the class, or not, respectively. FPs are the data that was classified by the system as

being Positive but actually is not. FNs are the data that were misclassified as being Negative. These

numbers can be agglomerated in a matrix called confusion matrix, where the principal diagonal of

the (squared) matrix corresponds to the well-classified data.

Some of the most well-known metrics are the following:

• Accuracy: computes the number of correct predicted classes in relation to the total number

of samples

Accuracy =
T P+T N

T P+T N +FP+FN

• Precision: computes the fraction of positive patterns that are correctly predicted by all pre-

dicted patterns in a positive class

Precision =
T P

T P+FP

• Recall (also known as Sensitivity): computes the fraction of positive patterns that are cor-

rectly classified

Recall =
T P

T P+FN

• F1-score: computes the harmonic mean between Precision and Recall

F1 =
2 ·Precision ·Recall
Precision+Recall

• True Positive Rate (TPR): computes the probability of a false alarm

T PR =
T P

T P+FN
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Methodology

4.1 Dataset

In the first approach, a subset from Drosophoto’s website1 has been used. On one hand, it contains

numerous species, however there are very few images in each class (not more than 20 images in

a given class). Therefore, as a second approach, images were taken in the i3S lab, and the image

resolution was varying, even though it was always relatively similar. The images were taken with

three different states of contrast: low, medium, and high. In total, there are 275 images of size

1600×1200 (weight and height, respectively). From these, 89 are classified as D. melanogaster

– Fig. 4.1a – 50 images with low contrast, 20 with medium contrast, and 20 with high contrast);

94 are of D. novamexicana – Fig. 4.1b– 83 with low contrast, and 9 with medium contrast); lastly,

there are 91 images of D. americana – Fig. 4.1c – 80 images with low contrast, and 10 images

with medium contrast.

(a) D.melanogaster (b) D. novamexicana (c) D. americana

Figure 4.1: Selected Drosophila species.

4.2 Processing pipeline

The created pipeline (Fig. 4.2) consists of three phases, a first one where images are preprocessed,

a second one where images are trained and tested through a CNN, and a last one where the desired

1https://drosophoto.com/

25
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images are classified. To the user, it is possible to just preprocess the images; to do preprocessing

and train one the possible models (DenseNet-121, EfficientNet-b0, and ResNet-50); to preprocess,

train and test a model, and classify other images that are not in the dataset (this means, external

images); and just the classification – just note that in this last case, the user has to train and test

the model at least once.

Figure 4.2: Processing pipeline

As the name suggests, the first phase is named Preprocessing, and consists in using techniques

such as thresholding and smoothing. The second part is Training and Testing and is where the

model learns its parameters (weights and biases). Training is done using the backpropagation

algorithm. Notice that before images are used as input for NNs, data augmentation is done. Data
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augmentation is a method to have more images using linear transformation and is used when the

dataset is relatively small. In this case, the operations made were a resize of 256×256, a centre

crop of 224×224, conversion of the image to a tensor, and lastly a normalisation according to

ImageNet parameters. In this phase, there is a sub-phase where we plot the variations in accuracy

and losses, and is where we plot some metrics, namely the Precision, Recall, and F1-score.

The last phase is the classification per se of the image the user provides. It is worth noticing

that the problem at hand is of supervised learning type, as the data is all labelled before the training.

4.3 Background Removal

Thresholding is a segmentation procedure. This means that we are interested in analyzing in our

image just an element in particular, which is in the foreground. For that purpose, we used the

rembg application 2, which is written in Python. An example of its output can be seen in Fig. 4.3.

(a) Original image
(b) Example of an image with the back-
ground removed by the applocation rembg

Figure 4.3: D. melanogaster before and after background removal

4.4 Smoothing

The objective of using smoothing filters is to reduce the noise from the image we are analyzing.

Depending on the filter used the result differs. The only linear filter used was the Gaussian filter,

whereas the remaining ones (median and bilateral) are nonlinear.

To decide the best kernel to use in the Gaussian filter, median filter, and unsharp masking, we

computed PSNR, for each filter, for several values (Fig. 4.4). With the kernel size that provided

us with the highest PSNR, we compute the respective contrast. For the bilateral filter, the process

was the same, although the parameter that was varying was the sigmaColor (and consequently the

sigmaSpace, as it is recommended to use the same value for both, for simplicity 3).

2https://github.com/danielgatis/rembg
3https://docs.opencv.org/4.7.0/d4/d86/group__imgproc__filter.html#ga9d7064d478c95

d60003cf839430737ed

https://github.com/danielgatis/rembg
https://docs.opencv.org/4.7.0/d4/d86/group__imgproc__filter.html#ga9d7064d478c95d60003cf839430737ed
https://docs.opencv.org/4.7.0/d4/d86/group__imgproc__filter.html#ga9d7064d478c95d60003cf839430737ed


Methodology 28

(a) Gaussian filter (b) Unsharp masking (c) Median filter

Figure 4.4: PSNR variation according to kernel size for Gaussian filter, median filter, and unsharp
masking

Figure 4.5: PSNR variation, according to sigma, for bilateral filtering

According to the described method to be used, we decided to use a kernel size of 3×3, and a

sigmaX (which is Gaussian kernel standard deviation in X direction) of 1. sigmaY value was the

default value, which is the same value used for sigmaX. Lastly, the borderType value used was

also the default one, which is 0. The borderType is the pixel extrapolation method. As unsharp

masking is the sum between the mask and the original image, and as the filter used was a Gaussian

filter, the parameters for the unsharp masking method were the same as the ones of the Gaussian

filter.

The kernel size used for the median filter, which is its only parameter, was of size 3×3.

For the bilateral filter, the diameter of each pixel neighborhood used was 7, the sigmaColor

(which is the filter sigma in the color space) was of 0, as well as sigmaSpace (which is the filter

sigma in the coordinate space). The borderType used (this is, the border mode used to extrapolate

pixels outside of the image) was the default value.

4.5 CNNs

For this thesis, three different CNNs were trained: EfficientNet-b0, ResNet-50, and DenseNet-

121, with the first dataset that was presented in section 4.1. Afterwards, we decided to create our
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(a) Gaussian filter (b) Unsharp masking (c) Median filter (d) Bilateral filter

Figure 4.6: Filtered images – with the parameters described in the subsection 4.4

own dataset instead, although the images were trained only in ResNet-50, EfficientNet-b0, and

DenseNet-121 as these were the ones that had better results with the first dataset.

To train the model, it was used Adam’s optimizer and Cross-Entropy loss function. We used

a LR and a weight decay both of 10−4. Weight decay is a regularization term that is added to

weights. It is useful because it prevents CNN from overfitting. All experiments were made for 40

epochs. Finally, we used a batch size of 16. Then, before splitting the dataset, we applied

The dataset was split into train and test sets, with percentages of 70% and 30%, respectively,

meaning that 83 images were used for testing. Ten, the results with and without preprocessing

were compared. The main advantage of Convolutional Neural Networks is that it automatically

detects the features to be learned without human supervision, besides being able to learn extensive

amounts of data.
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Results and Discussion

5.1 Experiments with the original images

5.1.1 DenseNet-121

When feeding the raw images as input, DenseNet-121 obtains a train accuracy of 100%, a train loss

of 0.012, and a test accuracy of 98.80%. Results with DenseNet-121 are astonishing (Table 5.1).

At a first glance, we would say that this is the perfect CNN for this dataset.

Species Precision Recall F1
D. americana 100% 97% 98%

D. melanogaster 100% 100% 100%
D. novamexicana 96% 100% 98%

Table 5.1: DenseNet-121 results

However, these results cannot be taken seriously, as experiments made in the lab prove that the

images were being classified based in their background, instead of being classified by the features

that are important to really learn to distinguish the different species. Because of this, we decided

not doing anything that involved these results, and, as this happened with every species, the results

involving the two other CNNs are not presented.

(a) Train vs Test accuracies (b) Train vs Test losses (c) F1-score for each class

Figure 5.1: DenseNet-121

30
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Figure 5.2: Confusion matrix for DenseNet-121

5.2 Experiments with images with no background

5.2.1 With no preprocssing

5.2.1.1 DenseNet-121

In the images with no background, the training accuracy was 99.48%, train loss was 0.03, and the

test accuracy was 71.08%. Overall, with the images with no background as input, DenseNet-121

provides good results (Table 5.2). The worst test measures are D. americana precision, and D.

novamexicana recall, as we can see in Table 5.2.

Species Precision Recall F1
D. americana 49% 83% 61%

D. melanogaster 86% 77% 81%
D. novamexicana 100% 55% 71%

Table 5.2: DenseNet-121 results

Also, according to figures Fig. 5.3a and Fig. 5.3b, we can conclude that there is overfitting, as

at the beginning of both train and test accuracies and losses are very similar, but around the fifth

epoch, the CNN starts having discrepancies between train and test results. This means that either

the patterns learned in the training phase were wrong, the patterns learned were not enough, or we

would need more data. About the F1-score, Fig. 5.3c, the highest grade is for D. melanogaster,

and the worst is for D. americana. However, it is interesting to notice that this score gets higher,

and lower, for all three species approximately at the same time.

We can see by the respective confusion matrix, Fig. 5.4, why D.americana is the one with

the lowest F1-score. All misclassified images of the other two species were predicted as being D.

americana. This is actually something that was not expected, as the other two species are much

more similar between them compared to D. melanogaster. Also, these images had no background,

which means that the problem was about some feature that was not the best for this classification.
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(a) Train vs Test accuracies (b) Train vs Test losses (c) F1-score for each class

Figure 5.3: DenseNet-121

Figure 5.4: Confusion matrix for DenseNet-121

5.2.1.2 ResNet-50

With the images with no background, the training accuracy was 98.95%, train loss was 0.02, and

the test accuracy was 72.29%. An interesting fact about this experiment is that all the scores are

approximately uniform (Table 5.3). This means that, for this CNN, all the species were relatively

similar, so even though it seems that the system suffers from overfitting, it actually may not be the

case.

Specie s Precision Recall F1
D. americana 64% 78% 71%

D. melanogaster 70% 68% 69%
D. novamexicana 84% 72% 78%

Table 5.3: ResNet-50 results

Another interesting point is that, as it happened with the original images, F1-score converges

to 100% in all classes, as can be seen in figures Fig. 5.5b and Fig. 5.5c. This means that with the

“experience”, the system actually learned to distinguish the three species correctly.

Surprisingly, the CNN seems to have been more overfitting with the images with no back-

ground (Fig. 5.5a and Fig. 5.5b). This fact had already occurred with the original image with
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(a) Train vs Test accuracies (b) Train vs Test losses (c) F1-score for each class

Figure 5.5: ResNet-50

Figure 5.6: Confusion matrix for ResNet-50

ResNet-50. This may be happening either because of the dataset or because of the CNN archi-

tecture. We believe this is due to the second option, as this did not happen with DenseNet-121.

According to what was said in the previous chapter, ResNet-50 sums the actual output with the

output of some layers before. This means that if some of these outputs are not as good, the ac-

tual output gets affected. To change this issue, maybe trying CNNs that do not have these skip

connections provides better results. Another option would be to change the locations of these skip

connections so that the output of the sum has “more actual” features.

With the images with no background, the training accuracy was 93.72%, train loss was 0.20,

and the test accuracy was 57.83%.

Species Precision Recall F1
D. americana 46% 70% 55%

D. melanogaster 66% 61% 63%
D. novamexicana 68% 45% 54%

Table 5.4: EfficientNet-b0 results
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5.2.1.3 EfficientNet-b0

Clearly, in this experiment, EfficientNet-b0 suffers from overfitting. It can be seen in several ways,

such as:

• the astonishing difference between train and test accuracy, seen in Fig. 5.7a

• the test loss gets worse along the epochs, whereas the opposite happens for train loss, see

Fig. 5.7b

• F1-score is never higher than 70% for any class, see Fig. 5.7c

• the confusion matrix, see Fig. 5.8, has FPs in every class

(a) Train vs Test accuracies (b) Train vs Test losses (c) F1-score for each class

Figure 5.7: EfficientNet-b0

Figure 5.8: Confusion matrix for EfficientNet-b0

Model Accuracy Precision Recall F1
DenseNet-121 78% 71% 72% 71%

ResNet-50 72% 73% 73% 72%
EfficientNet-b0 58% 60% 59% 58%

Table 5.5: Model’s comparison for images with no background



5.2 Experiments with images with no background 35

The results from DenseNet-121 and ResNet-50 are very similar, with the exception of accu-

racy, which is higher in DenseNet-121. EfficientNet-b0 provides very poor results in all parame-

ters. These results are in line with the previous results, as DenseNet-121 had always the best results

and EfficientNet-b0 was the worst. From now on, we will just apply the filters to DenseNet-121,

as it is the NN that provided the best global scores, to compare which filter(s) provide the best

results.

5.2.2 With preprocessing

These experiments were conducted just with DenseNet-121, as it was with this CNN that the best

results were obtained.

5.2.2.1 Gaussian filtering

In this experiment, train accuracy was of 100%, the train loss was 0.02, and the test accuracy was

of 87.95%. D. melanogaster was the species with the best results, as it can be seen in Table 5.6,

even though the results for the three species are good.

Species Precision Recall F1
D. americana 86% 78% 82%

D. melanogaster 86% 100% 93%
D. novamexicana 92% 83% 87%

Table 5.6: DenseNet-121 results for Gaussian filtered images

According to Fig. 5.9a and Fig. 5.9b, the model seems to suffer a little overfitting in the first

epochs, but it is overcome. According to Table 5.6 and Fig 5.9c F1-scores are all high, with the

best being D. melanogaster and the worst being D. americana. This is saying that D. melanogaster

is the class with the least FPs, which can be seen in Fig. 5.10.

(a) Train vs Test accuracies (b) Train vs Test losses (c) F1-score for each class

Figure 5.9: Gaussian filter
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Figure 5.10: Confusion matrix for Gaussian filter as preprocessing

5.2.2.2 Median filtering

In this experiment, train accuracy was 98.95%, train loss was 0.03, and the test accuracy was

60.24%. Once again, D. melanogaster is the one with the overall best score, but now by a large

margin (Table 5.7).

Species Precision Recall F1
D. americana 41% 83% 55%

D. melanogaster 81% 81% 81%
D. novamexicana 100% 21% 34%

Table 5.7: DenseNet-121 results for median filtered images

With this mean filter. Fig. 5.11a is similar to Fig. 5.9a, however overfitting is never overcome.

From Fig. 5.11b we can conclude that either the system does not learn the right features for species

identification, or the data is not enough. Fig. 5.12 and Fig. 5.11c tell us that there is some feature

that is not being learned, that is what should help to distinguish between D. americana and D.

americana, although this is counterintuitive according to what was said previously.

(a) Train vs Test accuracies (b) Train vs Test losses (c) F1-score for each class

Figure 5.11: Median filter
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Figure 5.12: Confusion matrix for DenseNet-121 with median filtered images

5.2.2.3 Unsharp masking

In this experiment, train accuracy was 98.95%, train loss was 0.03, and the test accuracy was

85.54%. With unsharp masking, D. novamexicana was the species with the best results overall,

even though D. melanogaster’s recall is higher, according to Table 5.8.

Species Precision Recall F1
D. americana 88% 65% 75%

D. melanogaster 77% 97% 86%
D. novamexicana 96% 90% 93%

Table 5.8: DenseNet-121 results for unsharped images

The plot of 5.13a is what is expected of a well-trained model. The worst about this method

is the number of D. americana that were classified as being D. melanogaster, as it is shown in

Fig. 5.13c and Fig. 5.14. Biologically this does not make much sense, as they are not from the

same group. However, the only problem can actually be the dataset not being big enough, as it is

the problem that is shown in Fig. 5.13b.

(a) Train vs Test accuracies (b) Train vs Test losses (c) F1-score for each class

Figure 5.13: Unsharp masking
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Figure 5.14: Confusion matrix for DenseNet-121 with unsharp masked images

5.2.2.4 Bilateral filtering

In this experiment, train accuracy was 100%, train loss was 0.015, and the test accuracy was

85.54%. The species with the highest overall score is D.melanogaster, although none of the classes

had a score below 80%, which is very good (Table 5.9).

Species Precision Recall F1
D. americana 78% 78% 78%

D. melanogaster 86% 97% 91%
D. novamexicana 92% 79% 85%

Table 5.9: DenseNet-121 results for bilateral filtered images

Fig. 5.15a shows a bit of overfitting, although the losses in Fig. 5.15b are as expected. This

means that there are no big information losses about features. In this way, Fig. 5.15a may be

explained by the NN not having learned the right features, or not having the right amount of

features. The results in Fig. 5.16 (and in Fig. 5.15c) show that there is not a high amount of

misclassified images of one of the species, even though the FPs are distributed along all of the

three species, which may mean that the NN would need more training epochs, or more data.

(a) Train vs Test accuracies (b) Train vs Test losses (c) F1-score for each class

Figure 5.15: Bilateral filter
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Figure 5.16: Confusion matrix for DenseNet-121 with bilateral filter as preprocessing

5.2.3 Global results

Technique Accuracy Precision Recall F1
Gaussian filter 88% 88% 87% 87%
Median filter 74% 61% 57% 60%

Usharp masking 86% 87% 84% 85%
Bilateral filter 86% 85% 85% 85%
Table 5.10: Comparison of the preprocessing techniques

The best preprocessing technique was the Gaussian filter, followed by both unsharp masking

and bilateral filter, and the median filter lastly. It is worth noting that although the images had

noise, the background was homogeneous. This is saying that the noise was not of the salt-and-

pepper type, which can explain why the median filter got the worst results.

Gaussian noise is a lowpass filter, and unsharp masking can be considered a highpass filter.

As both provide good results, it may mean that the ideal filter would be a bandpass, which is

an intermediate type of filter between these two. The bilateral filter enhances the edges (high

frequencies), so it may be a plus for learning some features through the contours, such as the size,

the perimeter, the area, and the number of details in the wings. The bilateral filter can be thought

of as a band-reject filter.

In conclusion, the only thing we can say is that the median is the worst of the preprocessing

made, and all of the other preprocessing methods provided relatively similar values. From here

we can conclude that the “problem” is actually in the images, because, as in images in Chapter 3

show, they are all relatively similar and mostly black. Besides that, the kernels used were small

(3× 3), except for the bilateral filter. So, it was expected that at least the Gaussian filter and

unsharp masking had similar results.
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5.3 Overall Discussion

Our results are in agreement with the results obtained by Şaban Öztürk and Akdemir (2018), that

it is better to use a normal processing – removing the background and apply a filter to enhance

part of the image – than not using any preprocessing. This is somewhat expectable, as real-world

images contain noise, in different quantities, that affect the training, and this influences the image

classification task.

Avşar (2021) results are also in agreement with ours when saying that more than 30 epochs

do not make much difference. In fact, in the plots of the Results section, the values were mainly

stable when achieving 30 epochs. In some cases, the accuracy decreased abruptly, but it could

have also happened with more epochs, as that has to do with the features learned, and not with the

number of epochs per se.

Shen et al. (2021) achieved an accuracy of 95.44% with EfficientNet-b0. In our case, just

with the background removed, we obtained an accuracy of 57.83%. We do not have results with

EfficientNet-b0 with preprocessing, due to our methodology, where filters were applied to the

CNN that had the best results with no background. However, their dataset contains 674 images of

Anastrepha, 1463 of Ceratitis, 1030 of Rhagoletis, and 1061 of Bactrocera. We have less than a

quarter of the images in this study. We do believe that if we had more images, our results would

be better. However, when we removed the background, EfficientNet-b0 was the CNN with the

worst result. It may be because it is the only one we tried that changes all the parameters at the

same time. Probably, when changing one parameter each time we have more control over it and

can change the parameters accordingly.

Luo et al. (2022) obtained accuracies greater than 98% with all CNNs, in particular ResNet-50

and DenseNet-121. With just the background removed, we obtained an accuracy of 72.29% for

ResNet-50 and an accuracy of 71.08% for DenseNet-121. Applying filtering operations after the

background removal, we obtained accuracies of 87.95% for the Gaussian filter, 60.24% for the

median filter, and 85.54% for both unsharp masking and bilateral filter. The main difference in

the results of Luo et al. (2022) is that their images are high resolution. In the dataset used for this

thesis, we tried to have images of low, medium, and high resolution. That may degrade the results,

so we can say that when creating a dataset for insect classification, it is better to have all images

with the same level of resolution.

Giełczyk et al. (2022) concluded that adaptive masking followed by histogram equalization

and Gaussian blur was the best preprocessing method. Our results partially agree with this, as the

Gaussian blur was the one with the best results, having achieved an accuracy of 87.95% for the

images with no preprocessing. Their results were better, although the difference is not that much.

It can be explained by the fact that they used a 5×5 kernel, while we used a 3×3 kernel, which

has less effect. We used a 3×3 kernel as this was the kernel size that provided the highest PSNR.

However, as the PSNR decreased smoothly, we could have used actually a 5×5 kernel.

Our results are in agreement with the ones obtained by Kusrini et al. (2022) in the part that

the Gaussian filter after applying a threshold is the best technique (our background removal is,
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actually, thresholding). It is expectable, as Gaussian noise is an very common type of noise. Also,

when doing a threshold, Machine Learning knows where to find the features, and with that, the

probability of learning the correct features increases. However, Kusrini et al. (2022) concluded

that the median filter is also one of the best, which is opposite to our conclusion. It can be, as

already said, that the noise of our images really is not of the salt-and-pepper type.
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Conclusions

The main objectives of this thesis were achieved, to develop a program that distinguishes success-

fully Drosophila species, and compare the results with and without preprocessing the images.

The first conclusion to be taken is that we should always remove the background before the

images are used as input for the CNNs, as it may happen that the CNN learns the background

features instead of the Drosophila features to be classified. With the background removed from

the input data, with and without image preprocessing, DenseNet-121 is always the best-performing

CNN. This may be related to its architecture, as DenseNets use the features from all layers up to the

actual layer, whereas neither EfficientNet or ResNet have that mechanism. Actually, the results of

ResNet-50 can be explained by its architecture, because the actual output can have not-so-correct

features that are used for the sum in the skip connections, and that can poorly affect the results. The

second conclusion is that there is not much difference in using Gaussian filtering, bilateral filtering,

or unsharp masking. This can be explained by the arguments given in the previous chapter, that

the image is relatively homogeneous, that the kernel sizes are small, and that the frequency range

is very limited.

As future work, it is intended to improve the program, so it can classify more Drosophila

species. It is also intended to diminish the overfitting of some of the methods used.
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Novikoff’s Theorem

This theorem proves that if we have a data set that is linearly separable, and non-trivial, it converges

after a finite number of steps (in this case to converge means that all the points are well-classified).

Besides that, it provides us with an upper bound on the time complexity. But before we get into

the theorem, some definitions are needed (this appendix was adapted from University (2023a),

Collins (2023)), and University (2023b)).

Definition 1. A dataset is said linearly separable if

∀(⃗x,y) ∈ X ∃w⃗∗ ∃γ > 0 :< w⃗∗, x⃗ > y ≥ γ

Definition 2. A set is said to be non-trivial if not all xi have the same label.

Definition 3. The distance between the hyperplane (w,b) and the nearest point in D is given by

margin(D,w,b) =


min

(x,y)∈D
y(w · x+b) if w separates D

−∞ otherwise

Definition 4. The margin of a dataset is given by

margin (D) = sup
w,b

margin(D,w,b)

Theorem 1 (Novikoff’s Theorem). Let S be a set of tuples {(x1,y1), · · · ,(xn,yn)} where xi are

vectors in Rn and yi is a label, either -1 or 1. If S is linearly separable and non-trivial, then there

exists a vector wo pt in Rn, a scalar bopt , and a positive scalar γ , so that ||wopt ||= 1 and

yi(wopt · xi +bopt) ≥ γ

If this holds and we use with Perceptron Algorithm to find values of w and b that separates the

points, then the number of mistakes made by the algorithm is bounded by R2/γ2.

Proof. Let ŵ be the vector in Rn+1 which is the vector w augmented by a magnitude of b/R, and

x̂i the vector in Rn+1 which is the vector xi augmented by the magnitude of R. This makes it so that
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w · x+b = ŵi − x̂i. One can easily check that the update rule ŵ = ŵ+ηyixi preserves the updates

to w and b in the algorithm.

It will be proved by induction that k ≤ (R/γ)2 ∀k. However, firstly there will be proved a

couple of Lemmas that are going to be useful for the proof.

Lemma 2. ŵk · ŵopt ≥ kηγ

Proof. By induction,

ŵk · ŵopt = (ŵk−1 + ηyix̂i) · ŵopt

= ŵk−1 · ŵopt + ηyix̂iŵopt

≥ (k−1)ηγ + ηyix̂i · ŵopt

≥ (k−1)ηγ + ηγ

= kηγ

Lemma 3. ||ŵk||2 ≤ kη2R2

Proof. By induction,

||ŵk||2 = ||ŵk−1 + ηyixi||2

= ||ŵk−1||2 + 2ηyiŵk−1 · xi + η
2||x̂i||2

≤ ||ŵk−1||2 + η
2(||xi||2 +R2)

≤ (k−1)η2R2 + η
2R2

= kη
2R2

Do just notice the fact yiŵk−1 · xi < 0 is used from step 2 to step 3.

In conclusion, to prove the main theorem, we assemble these lemmas:

k ≤
ŵk · ŵopt

ηγ

≤
||ŵk|| ||ŵopt ||

ηγ

≤ ||ŵk||
ηγ

≤
√

kηR
ηγ

=

√
kR
γ

∴ k√
k
=

√
k ≤ R

γ
=⇒ k ≤ (R

γ
)2



Appendix B

Tutorial to use the program

The code, which is covered under an MIT License, can be found at https://github.com/D

anielaFCUP/DrosophilaV2.

1. Create a conda environment

(a) conda create –name myenv python=3.10

(b) conda activate myenv

where myenv is the name you want for your environment

2. Install the requirements: pip install -r /path/to/requirements.txt

where /path/to/requirements.txt is the path to where the requirements file is located.

3. Change the parameters in the file conf.yaml, in case you want, except the outputs parameter

• optim: Adam

• model: densenet, resnet, or efficientnet

• epochs: Any integer greater than 0, even though it is better to be > 30

• batch: 16 (it is convenient to be a power of two)

• lr: !!float 5e-4 (it can be any number between 0 and 1)

• raw: ’in/’

4. If you just wish to preprocess your images: python main.py -c conf/conf.yaml -r preproc -i

[image] –preproc [preprocessing method]

where:

• image is the link to the image you want to classify

• the preprocessing methods available are: skip, remove_background, bilateral, gaus-

sian, median, unsharp; skip is an option if you do not want to preprocess your images

• preproc: it only does image preprocessing
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• prepare: it does preprocessing, training and testing, and plots the performance plots

and metrics

• ’classify’: it classifies the respective image. You must have a trained model first and

point to it with the -m flag

• ’full’: it does everything from preprocessing to classification

Obs1: The results from training and testing are saved in /out/outputs.txt

Obs2: If you wish to do two followed preprocessing methods, in your second preprocessing

you should write the path to the outputs folder in [image]
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