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Abstract

The rapid evolution of Artificial Intelligence (AI) has led to significant advancements in founda-
tion models, particularly large language models, which have demonstrated state-of-the-art results
across a wide range of tasks. While these models hold huge promise, their consistency and suit-
ability for every application are still limited, necessitating an integrated approach that combines
symbolic systems and human expertise alongside generative AI.

This study addresses the following research problem: How can Smart Digital (the company in
study) develop a scalable solution for product catalog analysis that efficiently integrates data from
multiple platforms such as Google Analytics, Shopify, and Meta, while maintaining its tailored
approach for each client? To answer this question, the research presents an e-commerce product
solution incorporating rule-based automation, AI, and a focus on addressing specific client issues.

The proposed solution is implemented to analyze product catalog discrepancies across various
platforms for 32 clients. The results not only indicate a notable performance boost in digital mar-
keting campaigns but also uncover that, on average, each client has over 1000 products not listed
consistently across platforms, accounting for over 40% of their respective revenues. Automat-
ing reporting processes through the integrated solution provides valuable personalized insights,
enabling the identification of discrepancies.

In this study, while numerous techniques have been employed to enhance the performance
of large language models, it becomes evident that even more critical to the success of AI-driven
solutions is the ability to identify and conceptualize the right problems to solve, gather the rel-
evant data, and apply creative problem-solving techniques. By shifting the focus from solely
refining AI models to addressing the broader scope of problem identification and data utilization,
the integrated approach proposed in this research emphasizes the synergy between generative AI,
symbolic systems, and human expertise for delivering practical, real-world insights and outcomes.
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Resumo

A rápida evolução da Inteligência Artificial (IA) conduziu a avanços significativos nos founda-
tion models, em especial os Large Language Models, já considerados como estado de arte para
diversas aplicações. Embora estes modelos sejam extremamente promissores, a sua consistência
e adequação a todas as situações são ainda limitadas, sendo necessária uma abordagem integrada
que combine sistemas simbólicos e conhecimentos humanos com IA generativa.

Este estudo aborda o seguinte problema de investigação: Como é que a Smart Digital pode
desenvolver uma solução escalável para a análise de catálogos de produtos que integre eficiente-
mente dados de várias plataformas, como o Google Analytics, Shopify e Meta, mantendo a sua
abordagem personalizada para cada cliente? Para responder a esta pergunta, a investigação apre-
senta uma solução para produtos de e-commerce que incorpora automação baseada em regras, IA
e um foco na abordagem de problemas específicos do cliente.

A solução proposta é implementada para analisar discrepâncias no catálogo de produtos em
várias plataformas para 32 clientes. Os resultados não apenas indicam um aumento notável no de-
sempenho das campanhas de marketing digital, mas também revelam que, em média, cada cliente
tem mais de 1000 produtos não importados de forma consistente em todas as plataformas, repre-
sentando mais de 40% de suas respectivas receitas. A automatização dos processos de relatório
através da solução integrada fornece informações personalizadas valiosas, permitindo a identifi-
cação de discrepâncias.

Neste estudo, embora tenham sido utilizadas várias técnicas para melhorar o desempenho de
LLMs, torna-se evidente que ainda mais importante para o sucesso das soluções baseadas nestes
modelos é a capacidade de identificar e concetualizar os problemas certos a resolver, reunir os da-
dos relevantes e aplicar técnicas criativas de resolução de problemas. Ao mudar o foco da refinação
dos modelos de IA para a identificação de problemas e escolha de dados, a abordagem integrada
proposta nesta investigação enfatiza a simbiose entre a IA generativa, os sistemas simbólicos e os
conhecimentos humanos para fornecer conhecimentos e resultados práticos e reais.
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“You should be glad that bridge fell down.
I was planning to build thirteen more to that same design”
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Chapter 1

Introduction

This research resulted from an agreement between the "Faculdade de Engenharia da Universidade

do Porto" (FEUP) and a company anonymized as "Smart Digital", to uphold data privacy com-

mitments. As an industrial engineering master’s student at FEUP, the author has been consistently

inspired by technological innovations. The prospect of collaborating with Smart Digital emerged

during a series of enlightening lectures delivered by the company’s CEO at FEUP. His visionary

perspective and dedication to shaping the national and international digital ecosystem inspired the

author to contribute to the company’s mission, as an aspiration that has culminated in this present

research.

1.1 Research Scope

To clarify the research focus further, let’s parse the title: "Generative AI: An Integrated Approach

with Symbolic Systems and People for Product Catalog Analysis."

In this research, Generative AI refers to the novel foundational models developed recently

that are capable of generating new content based on their training data. The widespread familiarity

with ChatGPT, a conversational AI powered by a large language model named GPT-3, is indicative

of the promise these foundational models hold. This research centers on these models, particularly

large language models, owing to their exceptional performance across a range of tasks.

Symbolic Systems play a central role in this research. Examples of symbolic systems en-

compass simple tasks like extracting data from a platform, performing mathematical calculations

that are considered statistically correct, and more complex algorithms that are deterministic, al-

ways producing the same output for a given input. Contrary to neural network-based approaches,

symbolic systems involve rule-based symbol manipulation, akin to human cognition in language,

mathematics, and other cognitive tasks. As the outcomes from symbolic systems are predictable,

consistent, and well-founded, their integration provides a complementary approach to the more

opaque and complex nature of deep learning models.

The term People is integral to the approach because the aim is not merely to combine various

systems, but to involve humans in this process. Developers should create solutions for people,
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Introduction 2

without requiring people to adapt to the solutions developed. By maximizing human productivity,

we intend to add value to Smart Digital’s clientele, particularly through developing a solution to

analyze and manage the product catalog of over thirty clients.

Having further clarified the research scope, the ensuing sections present an overview of the

company, outline the specific challenges, and delineate the research structure.

1.2 Company Overview

"Smart Digital" emerged from the intersection of traditional marketing and technology, or MarTech.

The founders recognized a significant gap in the Portuguese market between marketing, manage-

ment, and technological optimization – the ability to investigate and custom-build solutions when

existing technological platforms could not meet clients’ needs. The same observation was con-

firmed in international markets; clients sought more digital partners. With this realization, "Smart

Digital" was born, distinctively coupling a risk-sharing business model and a strong connection

between research, development, and market needs.

More than a mere digital marketing firm, "Smart Digital" tries to position itself as a business

partner, extending itself into each client’s business. It prioritizes deeply understanding the entire

scope of each client’s business, with a specific emphasis on defining Key Performance Indicators

(KPIs). The company leverages various platforms, including Google, Salesforce, Meta, Shopify,

and others, continually identifying those that best serve the market’s evolving needs. Sometimes,

however, it proves more efficient and beneficial to develop solutions in-house.

The company’s mission is to drive each client’s performance and contribute to the evolution

of their digital landscape, as well as Portugal’s and, ultimately, the world’s.

In its mere 5-year existence, the company has grown exponentially, from a two-person found-

ing team to an employee roster exceeding 100. This growth was catalyzed not only by the COVID-

19 pandemic, which expedited businesses’ digital transformation but also by the company’s unique

business model that effectively filled the observed market gap. The company maintained an im-

pressive 70% annual growth rate and even achieved over 100% growth last year (2022).

This rapid growth, though undeniably positive for the company, brought along new challenges.

One of the unique selling propositions of "Smart Digital" is its unique approach towards each

client, rather than offering standardized, one-size-fits-all solutions. Initially, this approach thrived

in the small-team setting that allowed for spontaneous brainstorming, natural task allocation, and

an innovation-oriented culture. However, as the company expanded, scaling operations while

maintaining this unique approach proved challenging.

Increasingly, the company found it difficult to consistently deliver value to a growing client

base due to the lack of formal processes, a flexible organizational structure, and a constantly chang-

ing workforce. The company’s vision and areas of operation started becoming overwhelming for

everyone to comprehend.

Recognizing these challenges, the company set its sight on maturity and consolidation this

year. A continuous project was initiated, focusing on measurement (data-driven decision-making,
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ensuring a single source of truth for the company’s data), efficiency (incorporating a culture of

processes, documentation, and possible automation), and delivering excellence (providing more

value to the client with regular communication).

Moreover, the company, recognizing the promising potential of generative AI, set another am-

bitious goal: to become proficient in utilizing foundational models. While not aiming to develop

new neural network architectures, the company strives to become competent enough to create
custom solutions using these foundational models, both for itself and its clients.

This research is a direct response to this latter objective and an indirect for the others.

1.3 Problem Identification

As Smart Digital expanded its client base and operations, the increasing demand for reporting

and analysis of different platforms and catalogs became operationally intensive and challenging.

Efficiency, organization, and communication within the company were strained, highlighting the

need for a robust solution capable of addressing the complex requirements of a growing customer

base. In response, Smart Digital sought to develop a solution that integrates data from multiple

platforms, such as Google Analytics, Shopify, and Meta while adapting to the specific needs of

each client. The primary aim was to evaluate the company’s capacity to develop custom solutions

leveraging generative AI and symbolic systems, as these technologies could potentially streamline

their processes, reduce operational demands, and improve customer satisfaction.

After careful analysis, the primary research problem was identified as follows:

How can Smart Digital develop a scalable solution for product catalog analysis that effi-
ciently integrates data from multiple platforms such as Google Analytics, Shopify, and Meta,
while maintaining its tailored approach for each client?

The proposed solution is composed of two key components:

1. Product Selection: Extract data from Google Analytics and Shopify to identify best-selling

products and automatically import them to Meta, This process serves to update marketing

campaigns in Meta to exclusively utilize the best products, and serves as an input to the

second component, Product Catalog Report.

2. Product Catalog Report: Analyze the import error report generated by the previous prod-

uct import to Meta, utilizing the product selection algorithm, and consolidating data from all

platforms to calculate a set of standardized KPIs for all clients. These KPIs, as well as the

product selection algorithm, which are symbolic systems in this case, will then be provided

to large language models (generative AI) to generate valuable insights that fulfill the re-

quired objectives, explain the distribution of revenue among the products, identify problems

between catalogs on the different platforms, and offer potential solutions to these issues.
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By concentrating on these challenges, Smart Digital aims to develop a pilot solution to address

the central issue of product catalog analysis within a 3 to 4-month timeframe. This pilot will

enable the company to gain insights from the development and implementation process, iteratively

improve the solution, and utilize these learnings to tackle other related challenges within their

ecosystem.

The successful development and implementation of such a solution will contribute to the

broader academic understanding of generative AI’s potential applications, indicate the direction

forward in AI-driven customization in the marketing landscape, and streamline Smart Digital’s

internal processes. The proposed solution will facilitate targeted marketing campaigns, improve

advertising effectiveness for its clients, and enhance data-driven decision-making within the com-

pany.

1.4 Research Structure

The research is structured into six primary chapters: Introduction, State of the Art, Problem De-

scription, Implementation, Results and Discussion, and Conclusion.

The Introduction chapter introduces the research scope, provides an overview of the company,

identifies the problem being addressed, and explains the rationale for the research structure.

The State of the Art chapter presents a comprehensive overview of Generative AI, Large Lan-

guage Models (LLMs), strategies for enhancing LLM performance, incorporating human-machine

interaction, and relevant legislation. This chapter serves to form the foundational knowledge nec-

essary for understanding the context of the research.

The Problem Description chapter discusses the company’s value proposition and alignment

with LLM research. It emphasizes the importance of problem formulation when harnessing AI

and provides a detailed description of the problem being addressed.

The Implementation chapter covers the practical aspects of the research, focusing on product

selection, product catalog report generation, technical aspects including cloud environment and

user interface, and future work. This chapter serves as a guide for the development and deployment

of similar solutions.

The Results and Discussion chapter presents a thorough evaluation of the implemented solu-

tions, both in terms of their performance and their impact on the company’s ecosystem. It will

provide an objective assessment of the effectiveness of the product selection, the product catalog

report, their implementation progress, and the resulting impact on stakeholders.

The Conclusions chapter summarizes the research’s findings, emphasizes the importance of

Generative AI, and offers a reflection on the outcomes of the research. It establishes a clear

connection between the research and the broader objective of driving innovation and growth in the

company through the use of AI and human-machine interaction.



Chapter 2

State of the art

The State of the Art chapter establishes a comprehensive foundation for the understanding and

evaluation of Generative AI in the context of the company’s goals and objectives. This chapter

highlights recent advancements, their potential impact on society, and practical applications for

business improvement.

The organization of this chapter encompasses the following key topics:

• Generative AI Macro Perspective: Delving into the societal need for understanding AI,

the current state of Generative AI, and the underlying business motivations for adopting

such technologies.

• Large Language Models Presentation: Investigating the background theory, market overview,

and potential risks associated with large-scale language models.

• Strategies for Enhancing LLM Performance: Exploring techniques for optimal prompt

creation, external knowledge tools, and advanced models that contribute to improving the

performance of Large Language Models.

• Incorporating Human-Machine Interaction: Examining the role of machines in decision-

making processes, with an emphasis on effective user interface principles that facilitate

collaboration between humans and AI.

• Generative AI Legislation: Discussing the legal and ethical considerations, as well as the

regulatory landscape surrounding the adoption of Generative AI in real-world scenarios.

2.1 Generative AI Macro Perspective

First, the discourse will venture into an analysis of the analogies and contrasts between the advent

of social media and Generative AI, underscoring how they impact society. This comparative study

seeks to elucidate how lessons learnt from the social media boom can guide our perception and

handling of Generative AI’s proliferation.

5
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Next, the dialogue will extend towards a macroscopic view, exploring the long-term implica-

tions of AI for humanity’s future. The exploration will also underscore the argument that AI is

a global priority. It’s considered on par with other major societal-scale risks like pandemics and

nuclear war, as argued by over 350 prominent AI figures (SafeAI, 2023).

In a reflection of these sentiments, the 2023 open letter advocating for a halt in advanced AI

experiments, endorsed by esteemed figures in the field, underscores the urgency of these issues

(Future of Life Institute, 2023). As the AI landscape continues to evolve, fostering open dialogues

and informed debates is crucial, facilitating collective decision-making about future AI develop-

ment directions.

Even though it’s not the main focus of the research, understanding the stakes and possible

repercussions of AI’s development is pressing for everyone. This review will set the stage for

the subsequent discussions and debates, fostering a comprehensive understanding of the roles and

implications of Generative AI in our world.

2.1.1 Societal Need for Understanding AI

The rise of social media served as one of the first large-scale applications of AI, with companies

employing complex machine-learning algorithms to curate content for users. Like Generative AI,

these algorithms’ inner workings remain largely inscrutable, with a focus on maximizing user

engagement often devoid of guiding principles or values. This lack of transparency and potential

manipulation poses a significant societal risk (Mateen, 2018).

Social media initially received acclaim for its potential to connect individuals, foster commu-

nities, and enable the sharing of experiences. However, the platform’s darker side, encompassing

political scandals, disinformation propagation, and mental health issues, has since come into fo-

cus. Concerns particularly revolve around its impact on the young, with ties to rising bullying

(Hinduja and Patchin, 2010), increased teen suicides (Gini and Espelage, 2014), and adults falling

prey to false content (Allcott et al., 2019). Many studies further highlight the broad range of social

media drawbacks (Frison and Eggermont, 2017).

In light of these insights, we must adopt proactive measures to mitigate similar risks associated

with Generative AI and ensure its responsible use (Cao et al., 2023; Lin et al., 2022; Vaswani et al.,

2017; Brown et al., 2020).

2.1.2 Current State and Future Possibilities

To comprehend the profound implications of the advancements, a broader view is required. The

"Law of Accelerating Returns" (Kurzweil, 2004) provides a theoretical framework for this per-

spective. It posits that technological growth is not linear but exponential, suggesting that by 2050

our world will differ dramatically from today, far more than today differs from the world fifty

years ago.
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This law seems to apply to AI’s evolution, with each new development sparking accelerated

growth. The introduction of foundation models, much like the internet, social media, and smart-

phones before them, could signify the start of another period of rapid technological expansion.

AI development from a macro-perspective can be classified into (Kaplan and Haenlein, 2019):

1. Artificial Narrow Intelligence (ANI): These are task-specific AI systems that perform ad-

mirably within their designed task but falter when asked to resolve different problems.

2. Artificial General Intelligence (AGI): This represents AI systems that can equal human per-

formance in a wide array of tasks, implying capabilities such as reasoning, problem-solving,

and abstract thinking.

3. Artificial Superintelligence (ASI): These are AI systems that significantly surpass human

intelligence across nearly all conceivable tasks, from those barely better than humans to

those extraordinarily competent.

At present, we see the prevalence of ANI in everyday technologies (Kaplan and Haenlein,

2019), such as predictive text and content recommendation systems. The transition to AGI, how-

ever, is a monumental challenge and remains a significant goal for AI researchers. It necessitates

notable advancements in multiple areas, including computational power, scalable architectures,

and the creation of AI systems with self-improvement capabilities. The concern is that, theoreti-

cally, after systems achieve the capability to self-improve, the level of intelligence they can reach

is unpredictable and impossible to understand for less advanced species like ourselves (Richmond,

2016).

Generative AI, such as large language models, should not be perceived as sentient beings but

rather as sophisticated tools that aid humans in solving complex problems and automating various

tasks. As we stand on the cusp of unprecedented AI advancements, it is imperative to approach

these developments with a grounded perspective and a focus on utilizing AI as a collaborative

partner, augmenting human capabilities rather than supplanting them. In doing so, we can harness

the full potential of generative AI and its integration with symbolic systems and human knowledge,

fueling meaningful innovation and progress in product catalog analysis and beyond.

2.1.3 Generative AI Business Motivation

This dissertation focuses on the business implications of generative AI, using the case study of

"Smart Digital", a specific digital marketing agency, to investigate the real-world impacts and

opportunities of AI implementation. This company, having grown at a rate of 70% for five consec-

utive years and recently achieved a surge of over 100% in 2022, offers an excellent environment

to explore the intersection of rapid growth and AI deployment.

However, it’s also important to consider the implications of integrating such powerful technol-

ogy. Given the business-oriented nature of this research, the focus is on finding simpler, value-

adding solutions rather than complex, non-essential ones. A continuous improvement approach,
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akin to the concept of the Minimal Viable Product (MVP), will be employed to introduce, assess,

and iterate these potential solutions.

Examining the broader business implications, research suggests that large language models

could affect a significant portion of the US workforce, impacting at least 10% of the work of about

80% of workers and more than 50% of the tasks for 19% of workers. Furthermore, if appropriate

software and tools are integrated with these models, they could expedite between 47% to 57% of

all tasks while maintaining the same quality standards (Eloundou et al., 2023).

A recent study by McKinsey & Company has identified several generative AI use cases across

different business functions, which could deliver between $2.6 trillion to $4.4 trillion in economic

benefits annually when applied across industries (McKinsey and Company, 2023). This accounts

for an addition of 15 to 40 percent to the previously estimated economic value provided by AI.

In particular, customer operations, marketing and sales, software engineering, and research and

development stand to represent approximately 75 percent of the total annual value from generative

AI use cases.

Notably, generative AI has already made a significant impact in marketing and sales, where

text-based communications and personalization at scale are key drivers. The technology enables

personalized messages, content creation, enhanced data usage, search engine optimization, and

product discovery and search personalization (McKinsey and Company, 2023). Smart Digital, as a

marketing agency, could leverage these generative AI capabilities to gain a competitive advantage,

streamline processes, and ultimately better serve its clients.

However, challenges to generative AI adoption must be addressed, including potential plagia-

rism, copyright violations, and biased representations in data. The need for human oversight and

strategic thinking specific to each company remains crucial. Furthermore, safe and explainable

models must be developed, and regulatory frameworks must be established to ensure responsible

AI deployment (European Union, 2021; Name, 2023).

Regardless of the risks, the capabilities of the current AI models are not to be understated.

Companies like Smart Digital, operating in highly competitive environments, stand to gain a

significant competitive advantage by leveraging these technological advancements. Hence, this

research will explore the deployment of generative AI in Smart Digital, balancing the potential

benefits against the associated risks, and aiming for effective, safe, and beneficial integration of

AI into the company’s operations.

2.2 Large Language Models Presentation

The recent years have witnessed an exponential increase in the amount of research interest related

to deep neural networks, foundational models, generative AI, and transformer architectures. As

it will be explained, the transformer architecture became the State of The Art neural network ar-

chitecture for different areas of the AI research scope. (Natural Language Processing, Computer
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vision and Audio processing) (Lin et al., 2022). This surge reflects the vast number of individ-

uals dedicated to studying and deploying these technologies, resulting in an accelerated pace of

innovation that’s difficult to keep up with.

Moreover, the market is currently inundated with over a thousand different tools, all claiming

to utilize artificial intelligence for various use cases. This rapidly changing landscape compli-

cates the task of evaluating these tools and understanding their unique competitive advantages.

The resources required to research, assess, and deploy these tools in production can also make it

economically unfeasible.

The proposed solution involves gaining a holistic understanding of the AI landscape. Instead

of attempting to keep up with all the market releases, the focus should be on comprehending the

fundamental technologies and models that are being developed. These foundational models serve

as the building blocks for various companies, which either fine-tune these models or incorporate

them (or multiple of them) with other systems to create their products.

2.2.1 Background Theory

First, some definitions are needed for creating the basis for understanding. Generative AI en-

compasses techniques that facilitate the creation of Artificial Intelligence Generated content such

as images, music, and natural language through foundation models (Cao et al., 2023). From a

macro-perspective, these models can be unimodal (accepting only one type of input, such as text)

or exhibit multi-modal capabilities. (Cao et al., 2023) The process typically involves an encoder

interpreting input data from a human user and a decoder generating new content based on the data

it has been trained on and on the output of the encoder.

In 2017, the Transformer architecture (Vaswani et al., 2017) revolutionized the research

space presenting a deep neural network architecture that could scale well with vast amounts of

data and compute power. It presented an efficient way to perform calculations in parallel, and

since Graphical Processing Units (GPUs) are computer processors capable of performing multiple

calculations at the same time, they can be used for large-scale development. Also, they introduced

a concept called “Attention” that, in simpler terms, gives the ability to the model to focus on the

different parts of the input and give an output that covers everything included in it. This allows

the model to, for example, retrieve specific information from a twenty word count question, from

more than a trillion words of training data.

Large language models (LLMs) use this architecture to compute distribution probabilities

and decide only the next token for the output. However, by doing so, they have demonstrated

outstanding performance across a diverse range of tasks. When GPT-3 was launched in 2020,

it already showed state of the art (SOTA) performance in several benchmarks when compared

to the older task-specific fine-tuned model (Brown et al., 2020). The problem was that the base

model was unable to follow instructions. As explained before, the model was only capable of

completing text. Also, it was able to complete any text, including unethical and dangerous content

that could be used for illegal purposes.
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In order to give the models the ability to follow instructions, the models are fine-tuned with

human feedback. What is commonly called Reinforcement Learning with Human-Feedback.

This involves two stages, reinforcement learning and reward modeling. Reward modeling involves

predicting correctly the quality of an output based on the input (prompt). To do that data is col-

lected from the conversation history of users and questions are selected. Then the model generates

several answers to the same question and people are asked to rank them from best to worst nu-

merically. This will allow us to have an evaluation of each completion. With this data a model

is trained capable of predicting reward. Having this prediction the model can be trained based on

reward and weights are updated. (Ouyang et al., 2022)

Having a model capable of following instructions, together with a user-interface that any-
body could use led to the launch of chatGPT on November 30, 2022. It was like sending a What-

sapp text message and having a genius on the other side with all that knowledge available all the

time. The true value of this technology came into the limelight. The chat interface quickly gained

traction and reached 100 million active monthly users by January, making it the fastest-growing

consumer application in history, according to Reuters (Reuters, 2023).

The evolution from GPT-3 to GPT-4 was well predicted by the team of engineers, but it was not

linear in terms of performance. The model exhibited extended competence across diverse tasks,

including coding, vision, medicine, law, and psychology (OpenAI, 2023). This further explored

the capabilities of the different models, defining the conventional understanding of cognition and

learning (Bubeck et al., 2023). The term “emergent capabilities” has even been used to refer to

unique skills or attributes that arise as the LLMs scale up (Wei et al., 2022). While the emer-

gence of these capabilities showcases the promise of LLMs, it also presents significant risks. The

inability to predict emergent capabilities extends to an inability to foresee the full consequences

of deploying these models. The challenge is to manage and mitigate these risks effectively while

maximizing the benefits of these powerful AI systems.

2.2.2 Large Language Models Present Risks

Before understanding how to mitigate the risks associated with these systems, a deeper analysis of

the risks is needed. Different aspects will be the subject of analysis:

• Hallucinations: Hallucinations in LLMs refer to instances when the models confidently

assert false information as truth, essentially ’hallucinating’ a reality that doesn’t exist (Ope-

nAI, 2023). The capability of LLMs to generate significant amounts of text, together with

their propensity to ’hallucinate’, gives rise to the risk of automated creation of compelling

yet false and potentially harmful content (Bubeck et al., 2023).

• Fairness and Bias: Algorithmic bias, stemming from imperfect training data or decisions

made by engineers during model development, can propagate societal and workplace in-

equalities (Kordzadeh and Ghasemaghaei, 2021). To ensure fairness, efforts must be de-

voted toward addressing and minimizing biases and guaranteeing equitable treatment of all

groups in algorithmic outcomes (Brown et al., 2020; OpenAI, 2023; Bubeck et al., 2023).
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• Explainability: The explainability of these systems is a crucial factor influencing their

adoption in sensitive sectors like healthcare or government applications. Techniques like

heatmaps can help visualize first-order interactions, such as determining which input words

were most influential in generating a particular output text (Weller, 2019; Samek and Müller,

2019), but still this gives a limited understanding of why the model answered in a particular

way.

• Intellectual Property (IP): LLMs have the potential to generate significant IP risks, in-

cluding infringing on copyrighted, trademarked, patented, or otherwise legally protected

materials (McKinsey and Company, 2023). Rigorous evaluation of potential infringements

is necessary to ensure compliance with IP standards and prevent potential legal disputes.

• Privacy Security: Privacy concerns may arise in scenarios where users provide informa-

tion that ends up in the model’s generated outputs, potentially making individuals identi-

fiable (McKinsey and Company, 2023). Addressing privacy issues requires organizations

to enhance data protection measures and tighten user agreements to maintain user trust and

comply with legal requirements. Generative AI may be exploited by malicious actors to

accelerate the sophistication and speed of cyberattacks, or manipulate the models into pro-

viding malicious outputs. Techniques such as prompt injection demonstrate the risks of

third-party influence on the model’s behavior.

2.2.3 Market of LLMs Overview

This chapter presents a survey of the major players in the field of Generative AI, focusing par-

ticularly on LLMs. The performance benchmark in this domain is currently set by OpenAI and

Microsoft with the release of their groundbreaking model, GPT-4.

Google, a longstanding leader in Artificial Intelligence and Deep Neural Networks research,

has made significant contributions to this field with the development of the transformer architec-

ture. Their proprietary language models, PaLM (Chowdhery et al., 2022) and PaLM 2 (Anil et al.,

2023), were announced through research papers, but the implementation details remain undis-

closed and no public API is available. However, Google’s Bard is currently available in multiple

countries, offering a conversational model with performance comparable to chatGPT, and slightly

better for multi-language tasks.

GitHub’s advent revolutionized the programming industry, providing a platform for sharing

code, collaborative editing, and efficient deployment. GitHub’s contribution to open-source devel-

opment and its significant role as a collaboration software for different project is notable. (Tsay

et al., 2014). Similarly, Hugging Face is fostering an open-source community specifically for AI

developers and enthusiasts, offering easy sharing, deployment, and collaboration on AI models via

their custom API. Researchers have utilized Hugging Face’s resources to build custom solutions

and for development and testing across various models (Wolf et al., 2020).

Meta (formerly Facebook) has shown commitment to the open-source community with the

launch of LLama (Touvron et al., 2023), their own open-source LLM. Meta’s decision to open
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source their models is also a strategic move to attract top researchers who highly value knowledge

sharing and collaboration over monetary motivations. Unlike some competitors, Meta has made

LLama completely available to the public. Developers and researchers can utilize and deploy the

model on their custom machines, creating specialized models in various domains like medicine

and law, often presenting superior results than the base model (through supervised fine-tuning)

(Wu et al., 2023).

Lastly, Nvidia holds a strategic position as the world’s leading manufacturer of computer

GPUs. Given the computational power requirements of LLMs and Nvidia’s leadership in de-

veloping cloud-based computing solutions, they are a key player in this field.

Having outlined the roles of established tech giants, as well as the influence of open-source

communities and hardware manufacturers, this discussion will now shift towards the role of star-

tups in the landscape of Generative AI.

Startups are renowned for their capacity to innovate. From an organizational perspective,

they often embody what Mintzberg describes as ’Adhocracies’ (Mintzberg, 1989). These types

of organizations are typically characterized by informal communication and natural task division

due to their small size and expert knowledge within the team. This environment often fosters

innovation, as evidenced by companies like Tesla, which significantly disrupted the automobile

industry.

In the field of Generative AI, startups are making a noteworthy impact. Anthropic, a Silicon

Valley-based startup, has developed Claude, the first Large Language Model (LLM) with a 100k

context window (Anthropic, 2023). This innovation has attracted considerable interest, with the

company recently securing C350 million in funding for further research and product development.

Another example is Perplexity AI, which has raised C30 million in funding and developed a model

that, while performing worse than GPT-4 in raw terms, is capable of providing accurate sources

(Perplexity AI, 2023).

2.3 Strategies for Enhancing LLM Performance

The preceding discussion underscored the challenge and necessity of dissociating foundational

models from their respective technologies and products to create valuable, customized solutions.

This section of the State of the Art delves deeper into potential strategies for mitigating the limita-

tions of large language models (LLMs), specifically, the application of prompt creation techniques

and external knowledge tools to enhance their performance.

2.3.1 Prompt Creation Techniques:

Prompts are defined as the input of the LLM. (the question writen before ChatGPT answers). Our

understanding of optimizing model prompting techniques to yield maximum output performance

is nascent, despite recent progress in foundational model inputs. Sam Altman , CEO of OpenAI,

highlights this gap in knowledge. The OpenAI GPT-3 research paper, "Language Models are Few-

Shot Learners" , posits that base models, akin to humans, comprehend tasks more efficiently when
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provided with examples of similar tasks, a phenomenon termed Few-Shot (FS) learning. Since the

base models are capable of only completing text, it seems coherent that by giving it examples and

letting the model fill the "open question" it will complete accordingly.

This section will further explore these concepts, focusing specifically on prompting techniques

and external knowledge tools. Their combination could open new avenues for enhancing LLM

performance, contributing significantly to the field.

Breaking the main task into intermediate steps, and asking the model to follow them: One

significant limitation of current Large Language Models (LLMs) is their difficulty in executing

tasks requiring reasoning and action. Wei et al. (2023) from the Google Brain Team brought

attention to this issue, demonstrating that even simple tasks can pose challenges to an LLM.

Consequently, Wei introduced Chain of Thought Prompting (CoT), a method whereby distinct

intermediate steps are provided for the model to follow, guiding it towards the final answer. This

relatively simple approach has shown notable success in improving LLMs’ performance in ’arith-

metic reasoning’, ’commonsense reasoning’, and ’symbolic reasoning’.

Creating different reasoning paths: In addition to the basic CoT model, Wei proposed a

method of Self Consistency (CoT-SC) (Wang et al., 2023b) to enhance the decision-making pro-

cess. CoT-SC operates under the assumption that complex decisions often have multiple valid

reasoning paths leading to the same result. By creating different chains of thought for the same

question and examining each path, the model can determine the most prominent answer, improv-

ing accuracy in the final output.

Allowing the model to go to a previous intermediate step: To address the context-length lim-

itation, a significant impediment to the performance of Large Language Models (LLMs), Google

introduced the ’Tree-of-Thoughts’ (ToT) (Yao et al., 2023a). Like Chain of Thought Prompting

(CoT), ToT guides the model through a series of intermediate steps towards a solution, which

proves beneficial in tasks where the first decision is crucial and demands strategic thinking. For

instance, in a chess game, the model’s first move significantly influences subsequent decisions

and outcomes. ToT’s unique feature is its flexibility; unlike CoT, it allows the model to explore

multiple alternatives and backtrace to examine different paths, mitigating the memory limitation

of LLMs. Figure 2.1 showcases a schematic comparison between the three techniques.
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Figure 2.1: Comparison between CoT, CoT-SC and ToT by Yao et al. (2023a)

Asking the model to review their answer: Proposed by researchers from Northeastern Univer-

sity and MIT in 2023, Reflexion (Shinn et al., 2023) introduces a new layer of self-monitoring to

AI behavior. Upon identifying an issue, the model engages in a self-reflection process, assessing

its own output and making necessary corrections. This capability allows the model to identify and

rectify internal errors autonomously, just by asking the model explicitly to do so after providing

the answer.

2.3.2 External Knowledge Tools

To further elaborate, a ’tool’ in this context can be defined as a function that allows the model to ac-

cess information from external sources. There are several instances in the literature demonstrating

how such tools can enhance model performance.

As previously discussed, LLMs are trained on offline data, implying they lack real-time factual

knowledge of events occurring post-training. To address this limitation, researchers at OpenAI

developed WebGPT (Nakano et al., 2022), a tool that enables the model to search and navigate the

web. Consequently, the model can fact-check its own responses and perform a myriad of new tasks

as demanded by users. This innovation served as the foundation for applications like Microsoft

Bing Chat and the Chat-GPT browsing plug-in.

The invention and application of tools have underpinned exponential progress in human soci-

ety, setting us apart from other species and paving the way to our dominance on Earth. They have

facilitated overcoming limitations and discovering novel ways to accomplish previously unattain-

able tasks. For LLMs, the same principle applies. The application of tools allows us to leverage

all the development and creativity invested into these models, sparking the creation of innovative

solutions never before conceived.

Integration with Web-Based Information Sources: The ReAct model (Yao et al., 2023b), also

introduced by the Google Research Brain Team, offers a paradigm shift in LLM functioning.

Beyond being a standard input-output model, ReAct integrates potential human feedback, multi-

ple LLM interactions, and external knowledge access, primarily through the WikipediaAPI. This



2.3 Strategies for Enhancing LLM Performance 15

model broadens the solution space for each question, promoting an active engagement with exter-

nal information and feedback.

As seen on Fig. 2.2 , ReAct operates on a three-step cycle: thought, act, and observation.

Actions on the WikipediaAPI are facilitated through three functions—search, lookup, and finish.

After each action, the model reflects on the response before transitioning to the next cycle. This

approach highlights the importance of exploring diverse prompt techniques and incorporating ex-

ternal interaction tools for improving model performance.

Figure 2.2: ReAct example by Yao et al. (2023b)

Vector Databases for Storing Embeddings: Large Language Models (LLMs) have inherent

context length limitations that restrict the amount of situational or specific knowledge they can

accommodate. This limitation is directly proportional to the input data size. One strategy for

overcoming this restriction involves using vector databases for storing embeddings. In the context

of Natural Language Processing (NLP), embeddings are high-dimensional vector representations

of words or sub-words (tokens) derived from the tokenization process, where input text is divided

into individual words or sub-words.

Similar to other database types, vector databases allow for query retrieval. This function is cru-

cial when a specific document is being queried. Large documents can be divided into manageable

chunks, and these chunks can be represented as embeddings. The benefit of this process is twofold:

it reduces the computational load and allows us to select the most relevant chunks of information

while respecting the model’s context length limitation. By using our input embeddings as keys to

search our knowledge database for relevant information about a question, we can include the most

pertinent chunks in the input context, enabling the model to provide a more informed response.

2.3.3 Advanced Models and Techniques

Developed by the University of Washington, Microsoft, and Meta, ART (Paranjape et al., 2023)

combines the use of tools, memory, and multiple calls to LLMs to enhance their performance. The

task library, stored in a vector database, contains a collection of previously executed tasks that

serve as "few-shot examples" for the model. When a user query is processed, the model searches

the database for tasks similar to the current one and retrieves how the model solved them.
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The tool library comprises various tools, including Codex, a large language model specially

trained on coding data, and a tool to run the code. Critically, both the task and tool libraries can

be improved through human feedback, thereby facilitating an understanding of error sources and

enabling continuous model refinement.

Figure 2.3 demonstrates how the framework is used to answer a physics question. The model

is able to utilize Codex when requested to write codes, and is able to execute it by itself. By effec-

tively extending the memory of LLMs, we contribute to their capacity to provide more informed

and accurate responses, adding value to numerous business operations.

Figure 2.3: A schematic representation of the ART framework.

On the other side of the globe and inspired by cognitive architecture theory, Tencent’s Chinese

research team developed Ola-GPT (Xie et al., 2023) to enhance LLMs. This structure integrates

modules representing key cognitive capabilities: ’Attention’, ’Memory’, ’Learning’, ’Reasoning’,

and ’Action’. Guided by human feedback, access to various tools, and the principles of CoT-SC,

these modules work in harmony to improve LLMs’ performance.

The ’Attention’ module, referred to as the Intention Enhance, determines the type of question

inputted by the user and ensures that the model’s output follows a specific format, in this case,

JSON. The ’Memory’ module uses vector databases for storing four different types of knowl-

edge: facts (real-world information), tools (search engines, calculators...), notes (hard cases and

solutions), and thoughts (expert thinking templates, e.g., step-by-step or statistical thinking). The

’Active Learning’ module identifies incorrect answers to pinpoint the most difficult questions. An

expert then reviews these incorrect answers and writes notes explaining their shortcomings and

proposes strategies for improvement. These notes are stored in memory, creating a repository of

knowledge for future use cases. The ’Reasoning’ module employs thinking templates as diverse

reasoning paths for the model to follow, inspired by CoT-SC. Having multiple paths to reach a

determined output allows common outputs to be identified, facilitating the selection of correct

answers. Since answers can be less objective and do not permit the use of this method, a voting
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module has been developed. Lastly, the ’Controller’ module orchestrates the utilization of tools

and memory to deliver a specific answer. This overall process is depicted in figure 2.4:

Figure 2.4: Flow-chart of OlaGPT by Xie et al. (2023)

Giving the model capacity to self-improve by learning skills and combining them: Contin-

uous learning offers another avenue for enhancing LLM performance. This approach allows the

model to learn a new skill, save it for later use, and build upon it. As demonstrated by a study by

Nvidia, Caltech, Stanford, and others (Wang et al., 2023a), LLMs can learn to play open-world

games like Minecraft and improve their performance over time.

This approach consists of three components: automatic curriculum, iterative prompting mech-

anism, and skill library. as seen in figure 2.5. The automatic curriculum component, based on

GPT-4, takes into account the exploration phase and current state, proposing more advanced goals

as the model explores the world. The model saves the performed tasks as skills in its library, using

the embedding of their description as indexes. In similar situations, the model searches the skill

library for correspondence. To address the models’ consistency deficit, the researchers introduced

an iterative prompting mechanism that refines the execution of each program until self-verification

is made by the external environment. This technique, combined with the ability to build more com-

plex skills on top of simpler ones, empowers the model for continuous learning, as demonstrated

by the research results.
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Figure 2.5: Voyager by Wang et al. (2023a)

Creating natural language programs for the model to follow: In addition to the task-oriented

continuous learning approach, research also focuses on the use of natural language programming

as a means to teach LLMs. Similar to how humans use code to instruct a computer to perform

specific actions, natural language can be employed to teach an LLM how to complete a task.

A noteworthy study by Microsoft Research Asia (Guo et al., 2023) demonstrated how this

concept could be utilized for mathematical reasoning problems. Instead of solely relying on hu-

mans to generate these programs, the researchers proposed testing each program against a specific

database of similar questions. This testing ensures the program’s efficacy in assisting the LLM

in task completion. Insights derived from this process can pinpoint the shortcomings of the ini-

tial program created by the human and can be used for similar tasks in the future. Moreover, the

authors note that this method enhances the model’s explainability, making it easier for users to

understand how the model is reaching its conclusions.

Figure 2.6: Example of natural language program by Guo et al. (2023)

Creating Autonomous Agents: The concept of Autonomous Agents, AI agents that can exe-

cute tasks without human supervision, has long been a subject of science fiction. The Auto-GPT
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project (Gravitas, 2023), the first known open-source implementation of an autonomous system,

garnered significant attention. Inspired by ReAct and CoT, Auto-GPT demonstrates the concept of

an autonomous agent that can act on our environment, hinting at the potential future of AI systems,

where such agents could play pivotal roles in industries ranging from healthcare to manufactur-

ing. The performance of this project is limited currently compared to other prompt techniques

presented earlier. It serves only as an example of what might be possible in the future.

Fine-tuning: It’s crucial to distinguish between fine-tuning a model and prompt techniques.

Fine-tuning implies supervised training on a task-specific dataset, thus modifying the model’s

parameters, while FS learning involves presenting task examples to the model during task-solving

without adjusting its parameters. Another vital concept is the ’context window,’ symbolizing the

model’s memory, which determines the number of tokens it can process per call. The quality of

the context window directly influences model performance (Ouyang et al., 2022).

Fine-tuning Existing Models: As previously addressed in the technical mapping definitions,

base Large Language Models (LLMs) exhibit limitations in instruction following. Reinforcement

Learning from Human Feedback (RLHF) is utilized to enhance these models; however, the exper-

tise, financial resources, and infrastructure required for RLHF implementation exceed this study’s

scope and the company’s capacity.

Yet, there are more accessible fine-tuning methods, such as supervised fine-tuning, becoming

increasingly practical. For instance, "LoRA" (Low Rank Adoption) (Hu et al., 2021), a library

created by Microsoft and publicly available via PyTorch, maintains most model parameters while

enabling training of significantly fewer parameters. This is achieved by injecting trainable rank

decomposition matrices into each layer of the Transformer architecture, thus considerably reduc-

ing the number of trainable parameters for downstream tasks. Although this method substantially

lowers costs and improves feasibility, it still necessitates expert knowledge and substantial devel-

opment time. Therefore, this study primarily focuses on prompt techniques.

Utilizing Existing Fine-tuned Models: While fine-tuning a model can be complex, it can also

enhance performance for specific tasks. In certain use cases, employing pre-existing fine-tuned

models is a sensible strategy. For instance, Gorilla (Patil et al., 2023), a fine-tuned LLaMA-based

model, surpasses GPT-4 in writing API calls. The earlier examples of prompt techniques illus-

trated the importance of tools in enhancing model performance. Therefore, employing models

that utilize these tools more effectively can augment the reliability and applicability of the solu-

tions developed.

2.4 Incorporating Human-Machine Interaction

Decision-making is a complex process fraught with uncertainty, complexity, and equivocality

(Jarrahi, 2018). To tackle uncertainty, human intuition often serves as a compass in the face of
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the unknown. Machines can assist in these situations by providing real-time information to aid

decision-making. In terms of complexity, humans often decide what data is relevant and where

to source it. Here, machines should collect, curate, process, and analyze this data. Equivocal-

ity, defined as multiple, divergent interpretations of a decision domain (Weick and Roberts, 1993)

presents a unique challenge. This necessitates a balance between algorithmic analysis and human

judgement, as humans focus on negotiating terms, building relationships, and promoting debates,

while machines analyze sentiment and represent different interpretations.

Presently, large language models face limitations, with consistency being one of the most

challenging aspects in a production context. It’s crucial to remember that even a 99% safe system

isn’t necessarily ready for production. A 1% error can be critical, especially when the model

interacts directly with clients. By integrating these models with more traditional technologies,

we can better leverage their potential. While it’s often believed that algorithmic errors are the

primary cause of automation failures, human error is also a significant factor. Therefore, when

developing automated solutions, we must account for both automation and human error to identify

potential blind spots failures that only become evident in production and are difficult to detect

(Ramakrishnan et al., 2019).

2.4.1 User Interface Principles

Importance of User Interfaces: User interfaces play a critical role in technology adoption. As

Steve Jobs succinctly put it, "User interfaces are the single most important aspect of a consumer

application." As demonstrated by the launch of GPT-3 in 2020, and the enduring popularity of

ChatGPT only in 2022, user-friendly interfaces can significantly drive the adoption of new tech-

nologies.

User interfaces have been a crucial research field for many years. As early as the last cen-

tury, scholars underscored the importance of designing user interfaces that promote direct user

manipulation of automated tasks, rather than simply focusing on task automation (Horvitz, 1999).

Apple’s transformation of the tech industry, as previously discussed, has largely been driven by its

emphasis on user experience and interface design.

Designing Human-Machine Symbiosis: One might wonder if there’s a ’secret sauce’ for de-

veloping a user interface that is both functional and coherent, promoting efficiency and efficacy.

An insightful approach could involve thinking from a user perspective, disregarding the technical

aspects, and creatively idealizing solutions for our problems. As early as 1999, scholars con-

templated the idea of a custom assistant for each worker, suggesting a direction for designing

human+machine user interfaces that foster symbiosis. This idea resonates with the current de-

velopments of tech giants, as seen with chat interfaces from ChatGPT and Bard, and Microsoft’s

"Copilot", a sidebar assistant embedded in the operating system that provides constant support and

feedback (Horvitz, 1999).

Recent research emphasizes the importance of creating a human-machine symbiosis where

machines handle routine tasks, freeing humans to engage in creative decision-making. Microsoft,



2.5 Generative AI Legislation 21

in 2019, conducted comprehensive research to identify guiding principles for designing user inter-

faces for Human-AI interaction (Amershi et al., 2019). The study proposed eighteen guidelines,

grouped into four stages of user interaction with an interface: "Initially", "During interaction",

"When wrong", and "Over time".

Initially, the application should clearly state its functionality and performance capacity. While

this may seem evident, it’s often overlooked due to time constraints during development. During

interaction, the application’s services should be responsive and adaptive to the context. They

should provide contextually relevant information, such as status updates or notifications about

processes happening behind the scenes, to enhance user understanding.

Moreover, the interface should match user expectations and comply with social norms, miti-

gating social bias to ensure equitable treatment for all users. In the event of an error, the interface

must support efficient invocation, dismissal, and correction, facilitating user interaction with the

service. It should be capable of providing simpler answers in situations of uncertainty, and offer

explanations to enhance user understanding.

Over time, the system should maintain a history of recent interactions, continuously customiz-

ing the user and improving with each interaction. Any changes to AI systems should be non-

disruptive, avoiding unexpected behaviors. Users should be informed of system changes and their

feedback solicited for continuous improvement. Moreover, they should be aware of how their

actions will influence future system performance. Lastly, the user should be able to control the

system globally, customizing it for their own use cases.

2.5 Generative AI Legislation

This section will focus on the legislative efforts aimed at addressing the challenges and risks

associated with the development of generative artificial intelligence systems.

European Union’s Proposed AI Legislation (European Union, 2021): The European Union

(EU) has been at the forefront of developing a legal framework for AI systems, with the initial

proposal launched in April 2021. This proposal is expected to be put to vote in June 2023 (Cham-

berlain, 2023). Essentially, it is a comprehensive collection of rules established to ensure data

quality, transparency, human oversight, and accountability in AI system development and appli-

cation. The EU’s initiative recognizes that the evolving capabilities of AI systems have exceeded

the scope of existing laws, necessitating this overhaul.

One of the central features of the proposed law is a tiered classification schema for AI prod-

ucts, which categorizes them into "unacceptable", "high", "limited", and "minimal" risk categories

based on their applications rather than the underlying technology. This system is designed to

reflect the risk pyramid, where the majority of systems fall into the ’limited’ or ’minimal’ risk

categories, requiring certain information to be shared with users, while high-risk systems will be

strictly regulated and, in rare instances, some deemed unacceptable will be prohibited due to their

violation of EU values.
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However, this proposal faces numerous challenges. For instance, regulators need to create

specific rules to factually classify the systems into one of the determined categories, establish

liability for the systems, and balance the societal and individual interests. This is particularly

challenging given the dynamic nature of AI systems, which are constantly evolving.

United States of America Response to AI Challenges (United States of America Senate,
2023): Concerns regarding generative AI have sparked substantial debates in the United States of

America, culminating in a senate hearing featuring OpenAI CEO Sam Altman, IBM Chief Privacy

& Trust Officer Christina Montgomery, and New York University Professor Emeritus Gary Mar-

cus. These meetings were organized to engage AI specialists with regulators in crafting specific

AI laws.

During these discussions, several ideas were proposed, including the creation of a licensing

agency that requires companies building systems above a certain "threshold of capabilities" to

follow specific rules and subject their systems to independent audits. There was a consensus on

the need for a risk-based regulatory approach, with different types of regulations for different

levels of risk.

Transparency and trust were two major concerns voiced during the hearings. IBM CPO (chief

product officer) Christina Montgomery highlighted the need for people to understand which con-

tent was generated by AI and the data that the models have been trained on. Professor Marcus

emphasized the importance of an enforcement body to scrutinize the training data and conduct

tests, stating that this is the only way to understand the political, bias, and societal impact of

these systems. Intellectual property issues, such as compensation for artists whose work was used

in training AI systems and the ownership of the content generated by these systems, were also

discussed.

A significant concern was that creating regulations specific to individual countries could ne-

cessitate the development of different AI models for each jurisdiction. This complicates the role

of both the companies and the regulators, while also posing potential environmental concerns due

to the significant computing power required to train these models.

There are important conclusions to be drawn from these legislative efforts. Firstly, the dynamic

nature of AI systems makes it impossible for regulators to continually update laws to keep up

with the technological advancements. Secondly, there is an urgent need for comprehensive risk

assessment of any AI solution, underlining the necessity to measure the potential impact of any

developed solution meticulously. Thirdly, while the potential of these technologies is immense, so

are the associated risks, indicating that existing legislation is insufficient.

The proposed regulatory approaches underscore the necessity of a risk-based regulation where

the scrutiny and regulation levels correspond with the potential risk posed by the AI system. This

risk-based approach may offer a more sustainable solution, balancing the need for innovation and

societal protection.

In light of these legislative efforts, it’s essential to continue to scrutinize the development of

AI legislation as it evolves. This involves continuously analyzing its effectiveness in addressing
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the ethical, societal, and technical challenges posed by AI, including bias, transparency, account-

ability, and the environmental impact of AI development.



Chapter 3

Problem Description

The previous chapter presented a detailed research exploring the latest advancements regarding

large language models research. This one explores how this can be applied in the context of the

company presented.

3.1 Company Value Proposition and Alignment with LLM Research

This section outlines the unique value proposition of Smart Digital and illustrates its alignment

with advancements in large language model (LLM) research, particularly in light of its innovative

organizational structure and culture.

Smart Digital sets itself apart in the digital transformation sector through its broad spectrum

of services, from performance marketing and e-commerce management to product development

and data analysis. Central to the company’s innovative spirit is its unique structure of "bubbles" -

internal incubators that form in response to emerging market needs or technological advancements.

Each bubble begins as a small project team dedicating a fraction of their time to explore and

develop new services or adapt to new technologies. Over time, as the market need or technological

feasibility is validated, these bubbles grow, eventually becoming integrated into the larger com-

pany structure. This approach not only nurtures innovation but also allows Smart Digital to remain

agile and responsive to market shifts.

The company’s culture, characterized by a start-up’s readiness for change and growth, aligns

seamlessly with the fast-paced evolution of AI technologies. This synergy is further reflected

in the company’s mission to aid businesses in generating value through digital transformation, a

process inherently intertwined with AI advancements, including LLM research.

The advent of LLMs presents significant opportunities for Smart Digital. These models’ ability

to generate human-like text can be harnessed across the company’s service spectrum, enhancing

performance marketing with tailored ad copy, powering customer service chatbots in e-commerce,

generating technical documentation for product development, and producing comprehensive re-

ports from raw data for data analysis.

24
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However, integrating LLMs into the company’s offerings is not without challenges, particu-

larly those concerning implementation and the creation of a developmental framework that aligns

with the unique bubble structure. Navigating these challenges forms the basis of this dissertation’s

research problem.

3.2 The Centrality of Problem Formulation in Harnessing AI

As AI continues to advance, the balance of value between prompt techniques and problem for-

mulation is shifting. The former is centered on crafting the optimal textual input for AI systems,

which, while valuable, can sometimes be contingent on the specific AI model used. It also risks

overshadowing a more crucial and universal component of any application: problem formulation.

Problem formulation requires a comprehensive understanding of the problem domain and the

ability to distill real-world issues. While crafting an effective prompt can help steer the output, it

is ultimately the well-formulated problem that provides the foundation for generating meaningful

solutions.

The cruciality of problem formulation may be compared to learning programming languages

during the early days of computing. In a world where AI systems are becoming increasingly

sophisticated, mastering problem formulation can empower users to successfully communicate

with these systems and guide them in generating valuable output.

While the utility of prompt techniques should not be understated, the emphasis is moving to-

wards problem formulation. As these systems are designed to understand and respond to prompts

with increasing adeptness, the real skill will lie in our ability to identify, analyze, and articulate

the problems we want the systems to solve. This skill will guide us as we navigate the increas-

ingly intertwined paths of AI and human intelligence, fostering successful collaboration with AI

systems, and enabling us to adapt to an uncertain future.

3.3 Problem Description

In the era of digital marketing, businesses are grappling with managing and analyzing extensive

product catalogs to gain a competitive edge. Smart Digital, a company with a rapidly expanding

client base, wrestles with maintaining efficiency due to the intricate task of integrating product

catalog data from multiple digital platforms, including Meta, Shopify, and Google Analytics. The

challenge lies in resolving discrepancies between these platforms, providing valuable insights for

each unique client, and enhancing marketing campaign performance, while accommodating the

needs and abilities of technical and non-technical users.

The core issue is the development of an efficient, accurate, and comprehensive product catalog

analysis mechanism that effectively integrates vast and complex data sets from various platforms.

This mechanism requires the combination of generative AI, in the form of large language models,

with symbolic systems, which encompass rule-based programming used to calculate KPIs and

product selection algorithms. By uniting these technologies and incorporating the involvement of
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people, both technical and non-technical users can manipulate and leverage the solution despite

its underlying complexity.

The multidimensional nature of the problem necessitates a solution that comprises both prod-

uct selection and product catalog analysis. On the one hand, product selection seeks to identify

top-performing products by incorporating data from client websites obtained through sources such

as Shopify and Google Analytics. This step relies on symbolic systems and deterministic algo-

rithms. Once the enriched product selection is imported into Meta’s advertising system, targeted

marketing campaigns are refined based on customer preferences and other relevant factors.

On the other hand, the product catalog analysis component deals with the challenges in effi-

cient reporting and tracking of product catalogs. A systematic process extracts data from various

sources, including the product selection process, website data from Google Analytics or Shopify,

and advertising platform data from Meta. The analysis leverages generative AI in the form of

large language models to generate actionable insights into marketing strategy adaptation, catalog

inconsistencies, and overall catalog quality management - all designed with usability in mind for

both technical and non-technical stakeholders. These insights not only inform business decision-

making but also lead to automatically generated reports and presentations provided to clients.

In summary, the identified problem signifies the need for a tailored, holistic solution that inte-

grates both generative AI through large language models and symbolic systems through rule-based

programming while emphasizing accessibility for a diverse range of users. This cohesive approach

addresses the technical aspects and business implications of the task, leading to improved market-

ing campaign performance and better overall product catalog management. The upcoming sections

of this thesis will delve deeper into the intricacies of both components, highlighting their collective

contribution to addressing the problem at hand and making the solution usable and valuable to all

users, regardless of their technical background.
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Implementation

The preceding sections of this thesis provided an understanding of the current state of the art in

generative AI and large language models. It also introduced the specific challenges faced by Smart

Digital, a company experiencing rapid growth and the need for scalable solutions to maintain their

competitive advantage in the increasingly personalized marketing landscape.

This chapter delves deeper into the practical implementation of a custom solution designed to

address the challenges of product catalog analysis and management in Smart Digital. The goal is

to demonstrate how the integration of different technologies can result in a scalable, automated,

and effective system that caters to the diverse needs of various clients while maintaining efficiency

and quality.

The solution combines the power of Large Language Models (LLMs), unsupervised cluster-

ing algorithms, non-technical human input, and functions to interact with APIs from different

platforms, all deployed in a Python cloud environment. This comprehensive approach not only

addresses the specific needs of product catalog analysis but can also serve as a template for future

innovations that leverage the capabilities of generative AI and machine learning in other applica-

tions.

Opting to implement the solution in full code provides several advantages to the company,

in comparison to low code solutions. Implementing in full code allows the solution to become

an asset owned by the company, granting full control over its personalization and adaptation to

specific needs. This is in contrast to low code solutions that typically belong to the company

developing the low code software, limiting customization capabilities and potentially hindering

the company’s growth and adaptability.

The structure of this chapter is as follows:

1. A detailed description of the "Product Selection" component, which is designed to run daily

and cluster products within each catalog based on the monthly revenue and quantity. This

process facilitates updating existing targeted advertising campaigns for selected products,

ultimately improving ad performance and return on advertising spending (ROAS).

27
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2. An in-depth exploration of the "Product Catalog Analysis" component, which leverages

clustered data, error upload reports from Meta, and information from Google Analytics and

Commerce catalogs to produce actionable insights. These insights enable effective catalog

management, addressing discrepancies and enhancing overall catalog quality.

3. A discussion of the cloud environment and related technical aspects like cloud deployment,

storage, and User Interface, which play a crucial role in ensuring the successful integration

and scalability of the proposed solution.

Throughout this chapter, the technical and business implications associated with each section

will be detailed, showcasing how the implemented solution addresses the overarching challenge of

product catalog management and contributes to continuous improvement in the context of Smart

Digital.

4.1 Product Selection

Smart Digital has a growing number of customers with e-commerce websites. The company

assists them in various aspects of the business, from website development, data measurement,

and performance marketing, creating targeted digital marketing campaigns for their products. As

part of the performance marketing strategy for each client, a standardized (applicable to all clients)

campaign is continuously maintained. Specifically, each client runs a Social Campaign on Meta

every month, which leverages Meta’s machine learning (ML) algorithm to select the best products

to target different users. However, the limitation of this approach is that the ML algorithm relies

solely on data available within Meta, neglecting any data the client may possess from their own

website. To address this limitation, data from the client’s website (obtained from sources such as

Shopify or Google Analytics) is utilized to calculate the best-performing products.

Two different product selection approaches can be adopted: Pareto analysis or clustering.

Each approach has its advantages and will be explained in further detail. Regardless of the spe-

cific technique employed, both are used to import this product selection to Meta. Consequently,

the campaign then uses this selection of products to target users, and it is updated daily. The

expectation is that providing higher quality data to Meta’s algorithm will improve campaign per-

formance. Additionally, an error report is generated upon data import to Meta, which is analyzed

by the second component of the solution, Product Catalog Report, to glean insights about poten-

tial discrepancies between the Google Analytics/Shopify and Meta platforms, as well as to identify

possible solutions to rectify them.

Figure 4.1 illustrates the components that will be detailed in this section: data extraction and

cleaning (step a), data analysis and product selection (steps b, c, and d), uploading data to Meta

(step e), monitoring marketing campaigns (step f), and controlling and maintaining the product

selection (steps g and h).



4.1 Product Selection 29

Figure 4.1: Product Selection Schema

4.1.1 Data Extraction and Cleaning

Extracting data from Google Analytics (GA) and Shopify necessitates connecting with multiple

accounts for different clients, as each client has unique data access requirements. Establishing

multiple connections can be challenging due to the limited number of accesses available for a par-

ticular email. To overcome this obstacle, OAuth2 authentication is utilized to securely authenticate

and access multiple Google accounts. This protocol allows for secure connections and appropriate

permissions, ensuring data security and adherence to responsible data use.

a) Gather Analytics/Shopify Data: After establishing the necessary connections, data is ex-

tracted from GA using custom functions that interact with the GA API. Inputs for these functions

include the number of days to retrieve past data and their viewID, a unique ID for each mea-

surement account. Only two dimensions are currently chosen - itemQuantity (number of items

sold) and itemRevenue (revenue generated) - based on the specific client’s analytics configuration.

This decision is attributed to existing discrepancies and scaling difficulties across client accounts

regarding which dimensions they have data on. By selecting only these two dimensions, the solu-

tion achieves seamless data handling and consistency across clients.

To extract data from Shopify, the data is imported through the use of Supermetrics, which

is software that facilitates interaction between Google Sheets and Shopify. Supermetrics enables

data retrieval from Shopify without the need for their API, allowing for easier integration into the

analysis process. Both GA and Shopify data are then consolidated for subsequent analysis and

selection.
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4.1.2 Data Analysis and Selection

b) Data Selection and Cleaning: The primary objective is to integrate the knowledge derived

from Google Analytics or Shopify into the Meta marketing platform, ensuring that product IDs

match across platforms. The solution includes mechanisms to detect mismatches and issue warn-

ings. When possible, client-specific dedicated data cleaning scripts are employed, but only when

the Pandas library in Python can handle string transformations on each ID.

Before implementing any product selection algorithm, additional data pre-processing is re-

quired. To reduce runtime, products with no sales are removed from the dataset. Subsequently,

data is grouped by products with the selected dimensions—namely, revenue and quantity.

c) Perform Pareto Analysis: Initially, the Pareto analysis approach was implemented as the

product selection algorithm. Two Pareto charts, one for quantity and another for revenue, were

created and subsequently combined. Products were selected based on meeting at least 80% of

revenue and not being in the bottom 10% of quantity, and vice versa. The primary purpose of

this method was to eliminate outliers, i.e., products with high quantities sold but low revenue,

and vice versa. However, Pareto analysis can have limitations in online sales due to the "long-

tail" phenomenon, which refers to a large number of products that individually contribute small

amounts to the overall sales but collectively make up a significant portion of the total revenue.

Thus, the clustering algorithm was also explored as an alternative approach to provide a more

comprehensive solution.

d) Perform Clustering: When using the k-means clustering algorithm for product selection, the

method groups products based on their sales and revenue performance. As previously mentioned,

this approach identifies high-performing products not only at the top tier of the distribution but

also within the long tail.

The initial value of k, the number of clusters, is calculated using the elbow method, which

provides a reasonable starting point for the number of clusters. The ultimate goal is to evolve the

solution towards a more robust approach for cluster number selection, based on conversion data

from associated marketing campaigns. Although currently not feasible due to the cold start prob-

lem, further details regarding tracking campaign data will be provided in the following section.

Technically, clustering is performed using the ’KMeans’ function in the Sklearn library in

Python, with key metrics such as inertia, silhouette score, cluster error calculated and a logarithmic

scaled plot of the clusters.

e) Upload feed: The next step, regardless of the selected algorithm, is to upload the data to Meta.

This process requires creating a new Google spreadsheet, with a connection established through

custom Python functions interacting with the Sheets API. The spreadsheet serves as one of the

model’s inputs; to maintain a logical flow, the discussion of inputs is staggered as they become

relevant.
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When the clustering algorithm is chosen, clustered data cannot be directly uploaded to the

Commerce Manager platform, as it accepts only product IDs and labels. The default scalability

option currently distinguishes between ’best’ and ’worse’ products. The implementation analysis

demonstrated that, with a smaller number of clusters, the cluster with lower average revenue and

quantity accounted for around 20% of revenue. In extreme cases, it represented up to 80% of

products. By limiting the maximum number of allowed clusters, it is viable to attain desirable

results by labeling the lowest-performing cluster as ’worse’ and the others as ’best’.

Once the products are labeled, the data is prepared for spreadsheet entry and added through a

custom function that manipulates the Google Sheets API. The spreadsheet imports data daily to

Meta, and the imported label information is assigned to specific products for filtering in campaigns.

4.1.3 Marketing Campaigns Monitoring

f) Track campaigns: Upon implementing the product selection algorithm and importing product

labels into Meta, it is essential to monitor the performance of the digital marketing campaigns for

each client. The main goal is to assess if the implementation of the product selection algorithm,

either through Pareto analysis or clustering, leads to improvements in the marketing campaigns.

Data from two platforms is utilized to track campaign performance: the marketing advertis-

ing platform, Meta, and Google Analytics. The Meta platform provides data on investment for

each client, while Google Analytics supplies data on revenue and conversion. If configured cor-

rectly, Google Analytics can automatically assign a sale to the specific campaign that generated

it using attribution models. This integrated data allows for effective evaluation of the marketing

campaigns’ impact.

The key metric employed for measuring the performance of the campaigns is Return on Ad

Spend (ROAS), which is the ratio of revenue to investment. ROAS is a crucial Key Performance

Indicator (KPI) in digital marketing that directly reflects the profitability of the advertising cam-

paign. A higher ROAS indicates a more effective campaign. The campaign performance, as mea-

sured by ROAS, plays a critical role in determining the most suitable product selection algorithm

for each client.

By evaluating the ROAS metric, any differences in campaign performance resulting from the

implementation of the product selection algorithm can be analyzed. The effectiveness of the

Pareto analysis and clustering approaches can be examined, guiding any necessary adjustments

to improve the algorithms further. In the subsequent section on Results, a detailed comparison of

campaign performance before and after the implementation of the product selection algorithm will

be provided, shedding light on the improvements gained through the adoption of the algorithm and

the potential for future enhancements.

4.1.4 Controlling and Maintenance of Product Selection

The solution enables non-technical personnel to monitor the algorithm by producing detailed run

reports, comprising control stats and graphical plots. This necessitates the development of multiple
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functions to interact with various APIs and a standard format for documents. These documents

should be well-structured for easy interpretation by non-technical users.

g) Document Clusters or Document Paretos: Depending on the chosen algorithm, the solution

creates either a Document Cluster or Document Pareto by interacting with multiple Google APIs.

All metrics discussed previously, from clustering and labeling to the logarithmic scale clusters plot,

are included for a deeper strategic analysis of products. Technically, the OATH2 authentication

scopes from Google must be verified to ensure access to the Drive API, Sheets API, and Docs

API. If these are not granted, manual local login is required. A new Google Doc, adaptable to

both clustering and Pareto analysis algorithms, is then created, transferred to a specific folder,

and manipulated. Two additional functions, ’insert_text’ and ’insert_image’, were

developed to enable the customization of the saved doc file. The image also needs to be imported

to Google Drive, as the solution operates in the cloud.

h) Save control KPIs: To address the scalability issues in the implementation report for broader

analyses, key metrics are recorded in a specific control Google Sheet in addition to being included

in the implementation report. Table 4.1 displays examples of control KPIs.

Run Client Date Time Algorithm Nº days % best sellers % revenue BS
209 32 19/05/23 21:09 Clustering 30 18.75 78.64
210 29 19/05/23 21:15 Clustering 30 9.69 42.35
211 11 19/05/23 21:20 Clustering 30 20.08 54.79

Table 4.1: Control KPIs examples

These control KPIs allow for the creation of warnings if the algorithm’s performance declines

and the aggregation of metrics for the client’s entire dataset.

4.2 Product Catalog Report

As the second component of the proposed solution, the Product Catalog Report addresses the

growing need for consistent, time-efficient reporting for the increasing number of e-commerce

clients with whom the company works. In the context of regular, typically monthly, reporting

requirements established in client contracts, the operational team faces the challenge of balancing

report preparations with more value-added tasks as the customer base expands. Additionally,

despite sometimes having no significant changes in product catalogs or their tracking, workers

must still ensure that everything is functioning properly, all the while lacking constant visibility

and preparedness to detect sudden changes.

The Product Catalog Report resolves these challenges through a systematic process, as illus-

trated in Figure 4.2. The first step involves extracting data from three different sources: the Product

Selection Component (step a), website data from GA or Shopify (step b), and advertising platform

data (step c) from Meta, which includes error report and catalog information. After extraction,
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the data is merged and KPIs are calculated (step d). With the KPIs in hand, Large Language

Models (LLMs) are employed to analyze the information, utilizing historical data as an input for

generating valuable insights (steps e and f). Based on these insights, an automatically generated

presentation is created (step g), alongside a CSV file containing products not imported to Meta,

sorted by revenue (step h; a link to this file is included in the presentation). Lastly, control KPIs

are saved for maintenance purposes (step i), ensuring organized and efficient monitoring of the

processes for better adaptability and improvement. By implementing the Product Catalog Report,

time savings for the operational team and consistent, reliable, and accurate reporting for clients

are achieved.

Figure 4.2: Product Catalog Report Process

4.2.1 Data Extraction and Cleaning

The first step in the Product Catalog Report involves extracting data from various sources to gather

essential information for understanding client performance, evaluating marketing campaigns, and

detecting inconsistencies between different platforms.

a) Product Selection Data: The data from the Product Selection Component provides valuable

information on the best-selling products. Details on data storage and access methods are covered

in a later section.

b) Website Data: Website data is collected from the GA or Shopify platform, which tracks

e-commerce activity, product sales, and user engagement on clients’ websites.



Implementation 34

c) Campaign Performance Data: Extracted from Meta (investment data) and GA (revenue

data), key metrics such as Return on Ad Spend (ROAS) and Conversion Rate for the last month

and the previous month help assess the performance of advertising campaigns.

d) Meta Advertising Platform Data:

• Error Report: Generated following the product selection import, the error report highlights

discrepancies between Meta and website data, quantifying the impact of inconsistencies on

overall revenue.

• Catalog Information: Meta provides insight into the total number of products in the cata-

log, allowing for a comprehensive understanding of the client’s product offerings.

e) KPIs from last month: The rationale and identification of these metrics are in the next sec-

tion.

4.2.2 Merging Data and Calculating KPIs

f) Merge Data & Calculate KPIs: In this step, data from multiple sources are consolidated,

as illustrated in the diagram. This combination of data from various platforms and records from

the solution is used to calculate specific Key Performance Indicators (KPIs). The rationale behind

selecting these particular KPIs is to establish a comprehensive set of metrics that serve various ob-

jectives for understanding catalog performance, marketing campaign efficiency, and relationships

between different platforms.

The selected KPIs are grouped into four categories, each with a specific rationale:

Category KPIs
Platform Specific KPIs Number of products in Meta Commerce Manager

Number of products in Google Analytics or Shopify
Number of products in Google Analytics or Shopify with sales

Combined KPIs Number of products not imported (products in GA and not in MCM)
The percentage of revenue represented by the products not imported

Best-sellers KPIs Number of best-selling products
Number of best-selling products not imported
The percentage of revenue represented by the best-selling products
The percentage of best-sellers

Campaign KPIs ROAS of the best-sellers marketing campaign
Conversion Rate of the same campaign

Table 4.2: Overview of Selected KPIs

Platform Specific KPIs: These KPIs provide an understanding of the product presence in

different platforms. Analyzing this information helps detect inconsistencies, data quality issues,

and discrepancies in how products are displayed and tracked. With these KPIs, potential issues in

product management are highlighted, and insights for improvement are generated.
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Combined KPIs: By assessing the consistency between platforms and potential revenue loss

due to discrepancies, these KPIs deliver insights into how well the solution maintains synchroniza-

tion between Meta and Google Analytics or Shopify with respect to product information. The goal

is to ensure accurate and up-to-date product data on all platforms, ultimately leading to improved

catalog management and revenue opportunities.

Best-sellers KPIs: These KPIs evaluate the performance of best-selling products and their

presence in marketing campaigns. They help identify high-performing products while also mon-

itoring their inclusion in Meta’s campaigns. Better understanding the contribution of best-selling

products enables clients to adjust their product selection strategies and invest resources in products

with the greatest potential for revenue growth.

Campaign KPIs: By monitoring the efficiency of marketing campaigns focused on best-

selling products, these KPIs provide insights into the advertising strategy’s impact on customers’

purchase behaviors. Assessing the success of marketing campaigns through ROAS and Conversion

Rate allows for informed decision-making on future advertising initiatives and budget allocation,

ultimately leading to better-targeted and effective promotional efforts.

4.2.3 Analysis and Extraction of Insights

g) Analyze and extract insights: The process of analysis and extraction of insights leverages the

capabilities of Large Language Models (LLMs) to generate tailored outputs and diverse, action-

able insights for individual clients. A comprehensive framework is employed that combines task

decomposition, reasoning path variations, insight merging mechanisms, and a Reflexion-inspired

validation process to ensure that the insights derived from the LLM are meaningful and relevant.

Task Decomposition and Contextual Indication: Based on the Chain of Thought Prompting

(CoT) (Wei et al., 2023), the KPI analysis is conducted in manageable tasks. Each KPI cate-

gory (Platform Specific, Combined, Best-sellers, and Campaign) is analyzed independently by the

LLM. The task decomposition is performed in the prompt and not through multiple calls. The

main task is divided into intermediate steps: grouping KPIs, analyzing each group individually,

searching for problems, and finding solutions. The LLM analyzes the provided KPIs and furnishes

an insightful response. The corresponding prompt for this step can be found in figure 4.3.
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System message: You are an AI tasked with analyzing Key Performance Indicators (KPIs)
for an e-commerce business. Your objective is to understand the performance of the busi-
ness based on these KPIs, identify any potential issues or trends, and provide actionable
insights and recommendations. You should consider each category of KPIs separately and
make an independent analysis for each.
User Message: Given the following platform-specific KPIs for this month (May 2023)
and last month (April 2023): Given the following platform-specific KPIs for this month
(Month1) and last month (Month2):

• Number of products in Meta Commerce Manager: X (this month), X (last month)

• Number of products in Google Analytics: X (this month), X (last month)

• Number of products in Google Analytics with sales: X (both this month and last
month)

Please analyze these KPIs, identify potential issues and trends, and provide solutions and
recommendations based on your analysis. Combined KPIs: Here are the combined KPIs
for this month and last month:

• Number of products not imported (products in GA and not in MCM): X (this month),
X (last month)

• The percentage of revenue represented by the products not imported: X% (this
month), X% (last month)

• Example ID from GA: X | example ID from Meta: X

Could you analyze these KPIs, identify (...) Best-sellers KPIs: Consider the best-sellers
KPIs provided for this month and last month:

• Number of best-selling products: X (both this month and last month)

• Number of best-selling products not imported: X (this month), X (last month)

• The percentage of revenue represented by the best-selling products: X% (both this
month and last month)

• The percentage of best-sellers: X% (both this month and last month)

Could you analyze these KPIs, identify potential... Campaign KPIs: Using these campaign-
related KPIs for this month and last month:

• ROAS of the best-sellers marketing campaign: X (this month), X (last month)

• Conversion Rate of the same campaign: X% (this month), X% (last month)

Could you analyze these KPIs, identify potential...

Figure 4.3: Base prompt used for Task Decomposition and Contextual Indication
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Reasoning Paths Variation: Following the Chain of Thought - Self - Consistency principle

(Wang et al., 2023b), different reasoning paths are created to address the same problem. Multiple

variations in the input sequence of intermediate tasks (i.e., reordering KPI categories or adjusting

the provided context) are applied, constructing unique reasoning paths. This allows for continuous

improvement by identifying common mistakes and optimizing the process accordingly. After

deriving insights from each reasoning path, they are assembled into one set, requiring multiple

LLM calls. These prompts are variations of the base prompt, adding randomness to the search

space even if it increases the probability of hallucinations or incorrect insights.

System message: The user will give the base prompt for the LLM to generate different
versions to facilitate varied reasoning paths during KPI analysis.

User Message: "Given the base prompt: [placeholder for base prompt]
Could you please generate variations of this prompt? The goal is to create diverse reasoning
paths for the analysis of each KPI category, namely: Platform Specific, Combined, Best-
sellers, and Campaign. You could vary the prompt by:

• Changing the emphasis or focus on different aspects of the KPIs.

• Altering the order in which the KPIs should be considered.

• Incorporating additional considerations or perspectives."

Figure 4.4: Base prompt used for Reasoning Paths Variation

After the response is given, a new call is made for each reasoning path, corresponding to the

last intermediate step, and analyze all the KPIs together.

System message: You are an AI tasked with analyzing Key Performance Indicators (KPIs)
for an e-commerce business. Your objective is to understand the performance of the busi-
ness based on these KPIs, identify any potential issues or trends, and provide actionable
insights and recommendations.
User Message: // [Unique Reasoning Path Prompt]
System Response: [Placeholder for system’s response]
User Message: Now that you’ve analyzed each category of KPIs individually, please con-
sider all the KPIs together. Given all the information, can you provide a comprehensive
analysis of the e-commerce product catalog performance, identify overarching trends and
issues, and suggest comprehensive solutions and recommendations?

Figure 4.5: Base prompt used for Reasoning Paths Variation 2

Insight Merging Mechanism: Once insights are generated from various reasoning paths, they

are consolidated and cross-verified for overlap, eliminating redundancies. This process results in

a coherent and valuable set of insights. The extra user message following the LLM’s response
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corresponds to the insight merging mechanism, wherein a single call to the LLM is made using a

comprehensive prompt that considers all KPIs combined (figure 4.6).

System Message:
You are an AI tasked with the consolidation and analysis of insights from multiple
reasoning paths. Below are the separate insights generated from three different reasoning
paths for each KPI category. Your task is to merge these insights, remove any redundancy,
and provide a coherent and valuable summary of the findings.

User Message:
Path 1 Insights:
Placeholder for Path 1 Insights

Path 2 Insights:
Placeholder for Path 2 Insights

Path 3 Insights:
Placeholder for Path 3 Insights

Can you consolidate these insights, identify any overlap or redundancy, and provide a sin-
gular, coherent summary?

Figure 4.6: Base prompt used for Insight Merging Mechanism

Reflexion-inspired Validation: A validation stage inspired by the Reflexion research paper

(Shinn et al., 2023) is employed to ensure the validity and relevance of the generated insights.

In this data-driven approach, insights are cross-checked against the available data. With the con-

solidated insights in hand, a last call is made to the LLM to confirm the coherence and consistency

of these insights, thus effectively reducing the likelihood of hallucinations or irrelevant informa-

tion. The prompt for this step can be seen in figure 4.7:
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System Message: You are an AI responsible for validating the coherence and relevance
of previously generated business insights. You are provided with the original KPIs and
the consolidated insights. Your task is to cross-check these insights against the original
KPIs to ensure their validity and to reduce the likelihood of any irrelevant information or
hallucinations. You should answer only with the new version of Comprehensive Analysis
Summary of E-commerce Business Performance: Use the data as evidence when writing
this comprehensive analysis.
User message: Original KPIs:

• Platform Specific KPIs:(May 2023) and last month (April 2023): (...)

• Combined KPIs: (...)

• Best-sellers KPIs: (...)

• Campaign KPIs: (...)

Consolidated Insights:
[Placeholder consolidated insights]
Can you cross-check these insights against the original KPIs to ensure their validity and to
identify any possible discrepancies, inconsistencies or irrelevant information?

Figure 4.7: Base prompt used for Reflexion-inspired Validation:

Despite automation, human verification remains indispensable in this process. This additional

layer of validation plays a crucial role in ensuring quality, mitigating risk, and providing oversight

of the LLM’s reasoning process.

This methodology serves as a foundation for future advancements. The solution leverages

Python’s langchain library and OpenAI’s GPT-4 model to generate a business analysis report based

on e-commerce data. As discussed in State of the Art techniques (Brown et al., 2020), LLMs could

be enhanced by integrating external knowledge tools. However, privacy and safety concerns limit

us to providing the LLM with external information in the form of KPIs. The prospect of allowing

the LLM to independently perform actions, such as writing on product catalog platforms, could

unlock significant potential, subject to rigorous safety and feasibility considerations.

4.2.4 Insight Dissemination: Standardized Client Presentations

With the insights extracted from the Large Language Models (LLMs), it becomes paramount to

channel this information effectively to the end-users. As such, a standardized approach is adopted

for creating presentations, which seamlessly assimilate the KPIs—segregated into four categories:

Platform Specific, Combined, Best-sellers, and Campaign—along with the insights harvested from

the LLMs.

h) Creation of Standard Presentation Templates: A standard slide template has been devel-

oped, complete with placeholders to accommodate the respective KPI data and LLM-generated
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insights. This template is replicated and the placeholders systematically substituted with the perti-

nent data. It should be noted that any modifications to the placeholders will require a correspond-

ing adjustment in the associated code to uphold the integrity of the data.

j) Prioritizing Error Rectification: These client-specific presentations also include a link to a

CSV file. This file enlists product IDs in descending order of their related revenue, providing a

measure for clients or other stakeholders to prioritize error correction efforts based on potential

revenue implications.

However, it’s important to highlight that before being delivered to the end-users (the clients),

each presentation undergoes a verification process by an internal analyst. This step ensures the

coherence and accuracy of the insights and the overall quality of the output. This human review

stage remains an essential checkpoint to mitigate any risks related to the LLM-generated insights.

4.3 Technical Aspects

The two main components of the solution have been explained in the previous sections, namely,

Product Selection and Product Catalog Report. Certain technical aspects of each component have

already been discussed, but some additional details are necessary for a comprehensive understand-

ing.

4.3.1 Cloud Environment and Inter-Loop Data Storage

The deployment of the solution in the cloud and the configuration of data transfers between the

two components remain to be detailed. Several cloud providers exist on the market. Google’s

infrastructure was selected, considering the company’s longstanding relationship and certified

partnership with Google, as well as its extensive use of Google’s platform for managing data,

documentation, and accounts.

Technically, a new Google Cloud Project was created, and local files organized into “main.py”

(the program) and “requirements.txt” (the required libraries) were deployed via Google Cloud

Shell. Two Google Cloud Functions were deployed using a Python 3.10 environment, allocating

1GB of memory, and setting a timeout of 540s. A POST HTTP request triggers the function

by sending the ID of the targeted client, along with other necessary parameters (to be discussed

later). This allows the function to be activated from any software simply by making a post call to

the server.

For cloud deployment, a mechanism is needed to store intermediate data for use between the

two main components. As previously discussed, the Product Catalog Report component uses the

best-sellers algorithmic data to calculate different KPIs. Google Cloud Storage was utilized for this

purpose. Being a native Google Cloud feature, its integration was straightforward with minimal

technical hurdles. The data is stored in a bucket, and Google handles all necessary encryption and

security.
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4.3.2 The Requirements and User Interface

During the presentation of the two components, a similar step was presented for both, specifically

the Save Control KPIs step. As discussed in both sections, both components save the most im-

portant metrics in specific tables for control and maintenance purposes. The objective is to allow

non-technical employees to interact with the solution and access this particular information more

easily. For this purpose, Google Sheets have been used for the User Interface.

Beyond just accessing the control KPIs, the main Google Sheets enables the invocation and

dismissal of the solution. It consists of four different worksheets: Client List, Input, Product Se-

lection Runs, Product Catalog Report Runs, and five different functions: two for each component

(One for invocation for a specific ID, and one for all clients) and one to add a new client. The ob-

jective was to make the usability of the solution easier and available at the click of a button, while

the sheets serve the purpose of quick error detection or manual change of any input parameters (to

be explained shortly).

Client list worksheet: The company under consideration didn’t initially possess an updated

list of clients with adjudicated ecommerce business, nor a list of emails and platform accesses

- the first challenge in the implementation process. Therefore, the initial task was to compile a

comprehensive list of clients, pivots (individuals within the company responsible for the client),

Success Managers (responsible for the pivots inside the company), their email addresses, and

request required permissions for various platforms (Google Analytics, Shopify, and Meta Catalog).

ID Name Pivot S. Manager GA/Shopify
Access?

Meta Ac-
cess?

Implemented?

1 Amazon João Marco No No No
2 Walmart Alexandra Selena Yes Yes Yes
3 Ebay Alexandra Marco Yes Yes Yes

Table 4.3: List of e-commerce clients

Add new client function: Despite the Input worksheet gathering all the input necessary for

both components to work, the existence of this sheet makes it easier for anyone to change the

input parameters of the solution. When a new client is to be added, the "Add new client" function

should be used.

Upon initiating the procedure, a dialogue box will query whether the client is already recorded

in the "All Clients" sheet. If the response is affirmative, the user is presented with a dropdown list

showcasing all existing client names from the ’All Clients’ sheet that have the field "Implemented"

equal to "No". From this list, the user is expected to select a client and click "Ok". Subsequently,

the system automatically identifies the corresponding client ID and progresses to the following

stage.

Alternatively, if the user asserts that the client is not currently listed, they are prompted to

key in the new client’s name. The system then commences a search for an empty row in the ’All
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Clients’ sheet to house the new entry. If unable to locate an empty row, the user is immediately

notified. However, if an empty row is readily available, the system populates it with the new

client’s name, success fully marking the completion of this stage and facilitating the transition to

the subsequent stage.

In the next stage, the user is questioned about the origin of the website data, specifically

whether it’s derived from Google Analytics or Shopify. If it is indeed from Google Analytics,

another inquiry is launched to confirm to which account the platform access has been given. The

user’s response steers the subsequent actions and determines what email the specific client has

given access to. After this, the user is required to key in the View ID from Google Analytics.

However, if the data isn’t sourced from Google Analytics, the system presumes it to be from

Shopify, leading to a prompt asking the user to input the Shopify Sheet Link. Following this, the

user is expected to supply the Link Spreadsheet and the Link Meta. Provided all necessary data

is submitted without cancellation, the system compiles a new row housing all this information on

the ’Input’ sheet. Any cancellation during this process triggers a notification to the user, informing

them of the aborted operation.

In a nutshell, this process is achieved through Google Apps Script functions within Google

Sheets, using a blend of Apps Script’s Spreadsheet Service for data manipulation, Script UI service

for user interaction, and HTML service for creating HTML outputs. The system reads client data

from sheets, uses dialog boxes to solicit user input, and writes new data to specific sheets based

on the input.

Input worksheet: Despite efforts to minimize and streamline user input, the system still pro-

vides flexibility for developers to adjust input parameters swiftly. There exists a dedicated sheet

that permits the manual modification of all input parameters mentioned above. This feature en-

sures that the system can be fine-tuned and adapted to meet specific client needs or accommodate

unique scenarios, thereby allowing for an optimal balance between automation and customization.

Table 4.4 each of them:
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Input field Description Possible values
ID Unique identifier for the client. It is automatically

generated by the program.
"2"

Status If "Ready" performs the monthly automation. The
function "Add new client" automatically fills with
"Ready"

"Ready/Not Ready"

Platform The platform used for website data tracking. "GA/Shopify"
shopifySheetsID ID of Google Sheets with Shopify sales data. "1X5y8_cMIs...."
Source The associated Google Account used for

OAUTH2 authentication with Google S.
"Reports"/"Catalogs"

ViewID ID associated with the Google Analytics property.
Retrieved through user input

"24154..."

FeedID ID associated with the Meta feed of products. Re-
trieved through the Meta link given by the user

"212835..."

CatalogueID ID associated with the Catalogue. Retrieved
through the Meta link given by the user

"27359..."

SpreadsheetID ID of the Google Spreadsheet used for the import
of best-sellers products to Meta. Defined by de-
velopers

"1X5y8_cMIsFxYx..."

PresentationID ID of the Google Presentation where the slides are
created. Defined by developers

"1Q0e-y9fHq8wf..."

Ndays Number of days from today that data should be
extracted. Defined by developers

Any natural number

BSalgorithm The algorithm used. Defined by developers "Clustering "/"Pareto"
Table 4.4: Input parameters explanation

Product Selection runs and Product Catalog Report runs worksheet: Both the Product

Selection and Product Catalog Report associated control run sheets are simply tables with the

fields of Table X and Table Y, respectively.

Invocation functions: As stated before, the product selection can be deployed manually through

the function available in the Google Sheets UI. Figure 4.8 shows the different five possible func-

tions to call.

Figure 4.8: Functions available in Google Sheets User Interface
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The Product Selection is scheduled to run daily for all clients, and the Product Catalog Report

is scheduled to run monthly. This section has detailed the technical aspects of the solution, provid-

ing a clear understanding of its implementation, deployment, and usage. By carefully considering

these aspects, the solution is designed to meet high standards and provide valuable insights to the

end-users efficiently and reliably.



Chapter 5

Results and Discussion

5.1 Product Selection: Evaluating Campaign Performance

The primary objective of this section was to evaluate whether the product selection algorithm,

described in the previous sections, was able to improve the performance of the digital marketing

campaigns for each of the 32 clients.

To achieve this objective, data was sourced from two platforms: the marketing advertising

platform, Meta, and Google Analytics. The Meta platform provided data on investment for each

client. Google Analytics supplied data on revenue and conversion, and, if configured correctly, it

can automatically assign a sale to the specific campaign that generated it using attribution models.

This integrated data allowed us to evaluate the impact of our advertising campaigns effectively.

The measurement period was set as 30 days of April for the pre-implementation phase, and 30

days of May for the post-implementation phase. Out of the 32 clients, 22 were selected for this

analysis, as they had their campaigns correctly implemented by the 1st of May.

The Return on Ad Spend (ROAS) was used as the key metric to measure the performance

of the campaigns. ROAS, represented as the ratio of revenue to investment, is a critical Key

Performance Indicator (KPI) in digital marketing, which directly reflects the profitability of the

advertising campaign. A higher ROAS indicates a more effective campaign. Given that the finan-

cial remuneration of the company is directly influenced by achieving better KPIs agreed upon with

the clients, ROAS was chosen as the primary metric for this evaluation.

The analysis revealed a varying degree of improvement in ROAS from April to May. Most

clients showed a positive increase, with Client 1 and Client 6 witnessing significant improve-

ments. However, the ROAS for Clients 21 and 22 decreased, suggesting that the effects of the

implemented algorithm varied among clients.

In order to test the significance of these results, a series of statistical tests were carried out.

Firstly, the normality of the data was checked using the Shapiro-Wilk test. With p-values of 0.052

for April and 0.053 for May, the assumption of normality was not violated, validating the use of

parametric tests for further analysis.

45
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Client nr ROAS April ROAS May Improvement (%)
Client 1 1.909 2.795 88.6
Client 2 1.242 1.952 71.0
Client 3 2.172 2.473 30.2
Client 4 1.463 2.115 65.2
Client 5 1.747 1.812 6.5
Client 6 2.022 2.918 89.6
... ... ... ...
Client_22 4.383 4.107 -27.6

Table 5.1: ROAS for Clients in April and May

Secondly, Levene’s test was performed to examine the equality of variances for our two sam-

ples: the ROAS for April and May. The test yielded a p-value of 0.314. Given our alpha level

of 0.05, a p-value larger than alpha indicates that the variances of the two samples are not signifi-

cantly different.

Subsequently, an independent samples t-test was conducted to compare the mean ROAS for

April and May, yielding a p-value of 2.256 x 10−5. Given the very small p-value (significantly less

than our alpha level of 0.05), we have strong evidence to reject the null hypothesis, suggesting a

statistically significant increase in ROAS from April to May. Further, a 95% confidence interval

was calculated for the mean difference in ROAS, ranging from 0.298 to 0.707.

Finally, the total financial impact of the product selection algorithm was evaluated. The cal-

culation was based on the improvement in ROAS for each client (the difference between ROAS in

May and April) multiplied by their respective total investment in May. The total financial impact

across all the selected clients was thus determined to be approximately C10872.21. This signifi-

cant increase indicates the positive effect of the implemented product selection algorithm on the

overall financial performance of the digital marketing campaigns.

It’s important to note that while the majority of clients benefited from the change, not all

clients experienced an increase in ROAS. In addition, effects of seasonality and other trends were

assumed to be negligible within this short period, but should be investigated with data spanning a

longer timeframe for a more comprehensive analysis.

The results suggest that the product selection algorithm is a promising tool to enhance the

performance of digital marketing campaigns, but further research and optimization might be nec-

essary to maximize its benefits for all clients.

5.2 Product Catalog Report

The primary purpose of this section lies in assessing the performance of insights derived from

Large Language Models. A practical, real-world example will serve this assessment, with confi-

dentiality maintained for the client involved with Smart Digital. Following this, an examination

of the ecosystem’s evolution will be undertaken, analyzing aggregated client data, and making
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(a) Presentation Slide with KPIs (b) Presentation Slide with insights

Figure 5.1: Example of presentation from Product Catalog Report

comparisons between before implementation and post implementation statuses. The section will

conclude by presenting the current progress of the solution’s implementation.

5.2.1 Analysis of the report created

The solution automatically generates the presentation for the total number of clients (currently 32)

on the last day of the month, or if the user invokes the function through the user interface. Two

slide presentations are created, one with the KPIs (figure 5.1a) and another one with the insights

generated by the Large Language Model (figure 5.1b).

As explained in the implementation chapter, the insights generated result from multiple calls

to Large Language Models. In this section, the insights will be analyzed for a particular client,

comparing a single call to the Large Language Models to the framework developed.

The framework developed for synthesizing the response provides a comprehensive and well-

structured analysis, presenting critical insights and actionable recommendations for the e-commerce

business. By consolidating the complex findings and presenting them in a coherent manner,

decision-makers can easily identify the issues and potential improvements necessary for the growth

of their business. The output demonstrates the effectiveness of combining multiple LLMs calls for

synthesizing the response, resulting in increased clarity and completeness of the overall analysis.

Examples of this advantage can be observed in the "Integration and synchronization issues"

and "Heavy reliance on the 38 best-selling products" insights, which showcase how effectively the

framework helps in organizing and condensing the information. Moreover, the proposed recom-

mendations, such as the diversification of product offering and improving data synchronization,

offer clear direction on how to address identified issues and enhance overall performance.
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Final Answer Example (Framework Developed):
Analyzing the provided KPIs, the e-commerce business showcases both positive devel-
opments and areas for improvement. The best-sellers marketing campaign has displayed
promising results, with an increased ROAS of 3.2 (this month) from 2.344 (last month) and
higher conversion rates of 0.6% (this month) compared to 0.45% (last month). However,
room for growth and optimization in marketing strategies still exists.
Integration and synchronization issues between Meta Commerce Manager and Google An-
alytics platforms are evident, resulting in discrepancies in product numbers (1127 products
in MCM and 1507 products in GA this month). A significant portion of revenue (50.22%
this month) comes from products not yet imported (89 products this month), indicating
potential gaps in the importing process or the rise of trending items not yet integrated into
the system.
There is a heavy reliance on the 38 best-selling products for revenue generation, repre-
senting 77.84% of the total revenue. Meanwhile, the number of best-selling products not
imported decreased from 33 (last month) to 19 (this month).
To address these issues and ensure business growth, the following recommendations are
proposed:

1. Continue optimizing the best-sellers marketing campaign and explore new marketing
strategies to maximize conversion rates and ROAS across the entire product catalog.

2. Diversify the product offering to reduce dependence on the current best-sellers, iden-
tify potential product categories or niche markets to increase sales, diversify revenue
streams, and implement cross-selling and upselling strategies.

3. Address integration issues between Meta Commerce Manager and Google Analytics,
improve data synchronization, and ensure accurate product tracking for informed
decision-making.

4. Optimize platform-specific product positioning by analyzing customer preferences
and enhancing marketing strategies for products in Google Analytics.

5. Review and streamline the product importing process, ensuring prompt integration
of popular or trending items to capture potential sales opportunities.

6. Encourage cross-functional collaboration between platform partners, suppliers, and
internal stakeholders to address product availability and management practice issues.

7. Conduct regular in-depth performance reviews and adapt the business strategy ac-
cording to market trends and customer needs for continuous improvement.

Figure 5.2: Example of insights from Product Catalog Report (framework developed)

While the framework developed by condensing multiple LLMs calls has its advantages, a

single call to the LLM can still provide a sufficiently informative response for certain situations.

In the base version, the analysis of KPIs and insights are presented concisely. With this format,

e-commerce business decision-makers still gain a valuable understanding of their performance

and potential improvements, albeit it may not be as comprehensive and elaborate as the output
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generated by the framework.

Final Answer Example (LLM single call):

• Analysis of KPIs: Meta Commerce Manager (MCM): A decrease of 19 products
this month compared to last month (1127 this month vs. 1146 last month), Google
Analytics (GA): An increase of 29 products this month compared to last month (1507
this month vs. 1478 last month), Products in GA with sales: Remained constant at
79 products for both months.

• Number of products: Number of products: Increased by 24 this month (89 this month
vs. 65 last month) Percentage of revenue represented: Decreased significantly from
85.6% last month to 50.22% this month.

• Products not imported: Number: Remained constant at 38 products for both months
Number of best-sellers not imported: Decreased by 14 this month (19 this month vs.
33 last month) Percentage of revenue represented: Remained constant at 77.84% for
both months Percentage of best-sellers: Remained constant at 48.1% for both months

• Best-selling products: ROAS: Increased from 2.344 last month to 3.2 this month
Conversion Rate: Increased from 0.45% last month to 0.6% this month

Insights and Recommendations:

1. Make sure to import all best-selling products to the Meta Commerce Manager to
leverage better visibility and potential sales opportunities.

2. Investigate the reasons behind the increased number of products not imported in
GA and MCM. Identify the gaps in synchronization or any technical issues to avoid
discrepancies and potential missed revenue opportunities.

3. The significantly reduced percentage of revenue represented by products not im-
ported (from 85.6% to 50.22%) is promising. Nevertheless, further efforts should be
made to ensure all products with potential sales are imported for maximum revenue
generation.

4. The performance of the best-sellers marketing campaign has shown improvement in
both ROAS and Conversion Rate. Continue optimizing the campaign to achieve even
higher results, and consider testing similar strategies for other product promotions.

Figure 5.3: Example of insights from Product Catalog Report (with a single LLM call)

More important than the number of calls made to the LLM is the ability to decide which data

to track, how to group it, and to find ways to leverage it effectively. Both versions of the output

showcase the importance of robust data tracking and grouping in providing valuable insights. For

instance, the insight on synchronization issues between Meta Commerce Manager and Google An-

alytics directly arose from tracking and grouping product data. Determining which data points are

crucial to success and organizing the information coherently ensures that the responses generated
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will be useful to decision-makers, whether through a single LLM call or multiple calls.

Even more important than the number of calls to the LLM or data organization is the problem

identification and formulation aspect. Rule-based automation can still elevate the significance of

symbolic systems, making them reliable and assisting in data-driven decision-making. For in-

stance, identifying issues like integration discrepancies between Meta Commerce Manager and

Google Analytics or the reliance on the 38 best-selling products can be achieved through a combi-

nation of problem formulation and applying rule-based automation, ultimately revealing valuable

information and making key decisions for the e-commerce business.

5.2.2 Ecosystem Impact

To evaluate the ecosystem impact of the implemented product catalog report solution, we will

analyze the average KPIs (Key Performance Indicators) of each group before and after the im-

plementation. This allows us to measure the changes and improvements that arose as a result of

the solution being put in place. It is essential to note, however, that determining the extent of

the impact is challenging since clients might independently work on optimizing their performance

alongside the introduced solution.

Understanding the ecosystem impact enables the company to identify the magnitude of the

problem and how many clients may still be affected. This information can unlock new opportuni-

ties to cross-sell existing services to clients and demonstrate to potential leads the significance of

the problem and its potential impact on their businesses.

Table 5.2 presents the average KPIs values before and after implementation.
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KPI Before
Implementation

After
Implementation

% of Improvement

Nº of products in Meta
Commerce Manager

10,567 11,044 4.52%

Revenue generated by
the products

113,675 116,537 2.52%

Nº of products in GA 15,987 16,037 0.31%
Nº of products in GA
with sales

1,398 1,470 5.15%

Nº of products not
imported

1,573 1,295 -17.67%

% of revenue
represented by the
products not imported

44.23% 35.54% -19.62%

Nº of best-selling
products

450 507 12.67%

Nº of best-selling
products not imported

196 174 -11.22%

% of revenue
represented by the
best-selling products

63.35% 69.44% 9.61%

% of best-sellers 22.35% 23.45% 4.92%
ROAS 2.188 2.69 22.92%
Conversion rate 0.45 0.65 44.44%

Table 5.2: Comparison of KPIs before and after implementation

A noticeable improvement trend is visible across most of the KPIs, as shown in Table ??.

While attributing the entire improvement to the solution may not be accurate, particularly since

the solution does not solve the problem directly, the capacity to detect and measure the issues

remains crucial for clients.

The product catalog report solution identifies and quantifies the specific problems, making

them more noticeable to clients. Consequently, the data shows that the implementation of the

solution contributes to improvements in the overall performance and optimization efforts, making

it a valuable tool for e-commerce businesses.

5.2.3 Implementation Progress

To assess the implementation progress of the product catalog report solution, specific KPIs have

been analyzed. These KPIs show the current status and give an overview of the challenges faced

during the implementation process.
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KPI Value
Number of clients 67
Number of implementations 32
Implementation progress (%) 47.76%
Number of clients with access 32
Number of accounts without access
to Commerce Manager

33

Number of accounts without access
to GA/Shopify

28

Implementation progress with access
(%)

100%

Table 5.3: Implementation Progress KPIs

From Table ??, we identify some challenges in the implementation progress. Specifically,

gaining access to clients’ accounts remains a major hurdle, as only certain designated individu-

als can grant such access. This limitation is reflected in the overall implementation progress of

47.76%.

However, the implementation progress also reveals a positive aspect. Among the clients who

have granted access, the implementation progress reaches 100%. This accomplishment highlights

the scalability of the solution for new accounts, indicating that it can be effectively applied to a

broader client base as it becomes accessible.

To further understand the implementation progress, future analysis could dive deeper into the

reasons behind access issues and explore potential solutions to streamline the process. Investi-

gating the possibility of automating access requests or increasing communication efficiency may

help increase the overall implementation rate. Ultimately, improving the implementation progress

KPIs would benefit both the company and its clients by realizing the full potential of the product

catalog report solution.



Chapter 6

Conclusions

The research presented herein offers a comprehensive examination of generative artificial intel-

ligence, with a particular focus on its integration with symbolic systems and human interaction.

The journey begins by dissecting the narrative surrounding AI, urging a clear distinction between

the speculation often associated with AI’s capabilities and the real-world implementation of this

transformative technology. The central argument advanced is the necessity to perceive AI as a

tool to enhance human performance, akin to how computers and the internet extended human

capabilities, rather than as a direct replacement of human abilities.

This understanding is essential when investigating the motivations behind the business applica-

tion of AI. These technologies promise to significantly impact the operations of many companies,

providing workers with powerful tools that can maximize productivity and effectiveness. Despite

the significant attention directed towards the improvement of large language models, from basic

principles of creating the model input to more complex fine-tuning procedures, the core value of

AI rests within its capacity to augment human performance.

Symbolic systems, the rule-based programming solutions that range from simple data extrac-

tion algorithms to more complex ones, still play a vital role within companies. These systems

provide objective, data-driven decision-making tools that can facilitate automation of processes

and creation of dashboards. In this regard, the importance of user-friendly interfaces, particularly

in fostering human engagement with AI tools, cannot be overstated. These interfaces lower the

barrier for both technical and non-technical individuals to interact and contribute to the solution,

thereby enriching the problem-solving process.

The role of problem identification and formulation becomes increasingly crucial as AI contin-

ues to evolve. The focus must shift from being anchored solely in the AI model used to a broader

view that values the identification, analysis, and articulation of problems these systems are de-

signed to solve. This approach is applied in the e-commerce product solution detailed within this

research.

This solution, which incorporates a product selection component as an input to the product

catalog report system, exemplifies a blend of rule-based automation, AI, and a focus on problem
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identification and formulation. Notably, the solution is implemented without an unwarranted in-

sistence on the use of large language models. In the case of product selection, the implementation

of an algorithm led to a significant increase in the return on ad spend (ROAS). However, these

promising results also suggest that further research and optimization are necessary to ensure the

benefits are reaped by all clients.

The Product Catalog Report system demonstrated how automation of reporting processes can

create space for employees to focus on more value-adding tasks. Despite the system’s scalability

and cost-effectiveness, the study underscores the importance of robust data tracking and grouping

to generate truly valuable insights.

As this research demonstrates, a combination of human intelligence and AI can lead to un-

precedented outcomes. As the journey of AI integration advances, it will be crucial to foster

even deeper collaboration between technical and non-technical teams and emphasize human in-

volvement in decision-making processes. The key to fully harnessing the power of AI lies in our

ability to effectively identify, analyze, and articulate the problems that these systems are intended

to solve. This approach promises to elevate human and AI capabilities to new heights, creating a

future where humans and AI can collaboratively tackle complex challenges and deliver innovative

solutions.
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