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ABSTRACT

A CLASS OF REGRESSION MODELS FOR PAIRWISE COMPARISONS OF

FORENSIC HANDWRITING COMPARISON SYSTEMS

CAMI M. FUGLSBY

2023

Handwriting analysis is a complex field largely living in forensic science and

the legal realm. One task of a forensic document examiner (FDE) may be to deter-

mine the writer(s) of handwritten documents. Automated identification systems

(AIS) were built to aid FDEs in their examinations. Part of the uses of these AIS

(such as FISH [5] [7], WANDA [6], CEDAR-FOX [17], and FLASH ID®2) are to mea-

sure features about a handwriting sample and to provide the user with a numeric

value of the evidence. These systems use their own algorithms and definitions of

features to quantify the writing and can be considered a black-box. The outputs of

two AIS are used to compare to the results of a survey of FDE writership opinions.

In this dissertation I will be focusing on the development of a response sur-

face that characterizes the feature outputs of AIS outputs. Using a set of hand-

writing samples, a pairwise metric, or scoring method, is applied to each of the

individual features provided by the AIS to produce sets of pairwise scores. The

pairwise scores lead to a degenerate U-statistic. We use a generalized least squares

method to test the null hypothesis that there is no relationship between two met-

rics (β1 = 0.) Monte Carlo simulations are developed and ran to ensure the results,

considering the structure of the pairwise metric, behave under the null hypothesis,

2http://sciometrics.com/flashid.html (Accessed August 6, 2020).

http://sciometrics.com/flashid.html
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and to ensure the modeling will catch a relationship under the alternative hypoth-

esis. The outcome of the significance tests helps to determine which of the metrics

are related to each other.
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CHAPTER 1

Introduction and Overview

The complexity of handwriting and automated identification systems (AIS) makes

for interesting statistical problems. The use of AIS introduces a level of complexity

as the algorithms employed behind the scenes are often unknown to the user. Be-

fore an AIS is deployed, it must go through testing. This dissertation will address

the development of evaluation techniques that coincide with biometric verification

techniques, leading to developing methods for metric comparison, even when the

metrics are used on the outputs of different AIS.

Most AIS were developed to address a specific class of questions. For example,

the FLASH ID® system is designed to be a closed-set identification system. Closed-

set in the sense that it does not account for the potential of another source outside

of the given set of writers; and Identification system meaning it outputs a list of

sources (writers) who are ranked as most likely to have produced (written) the

query object [15].

Throughout this dissertation I refer to the FLASH ID® system and the MovAlyzeR®

software as opaque and transparent, respectively. I am using the following defini-

tions,

Opaque (Black-Box): “... a system that does not reveal its internal mechanisms. In

machine learning, “black box” describes models that cannot be understood

by looking at their parameters...” [11]

Transparent (White-Box): “...methods and models that make the behavior and

predictions of machine learning systems understandable to humans.” [11]
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Biometric identification systems such as FLASH ID® require verification. For

biometric systems, this testing is one-to-one, or pairwise, and involves the use of a

scoring method to produce a univariate score between two samples that represents

either similarity or dissimilarity between the two samples the direction is chosen

based off of the use of the score, however it is simple to obtain one from the other.)

This style of testing lends to finding creative ways to use the AIS output for one-

to-one testing [15].

The one-to-one style of testing biometric algorithms has a natural U-statistic

structure of degree two. This dissertation will cover the univariate U-statistics,

multivariate U-statistics, and U-processes that arise from a variety of outputs of

AIS.

1.1

Contributions and Chapter Summaries

This dissertation will cover three published papers covering the interpretation of

AIS system outputs. These papers focus on pairwise metric development, using

the output of the biometric identification systems to behave as biometric verifica-

tion systems, how to use the metrics to gain insight on a survey of FDE writer-

ship opinions, and how to use the metrics to infer relationships between different

metrics or on different features that use the same metric. This block of research

was completed with the same set of handwriting samples, a set of 33 writers who

all wrote the same six phrases from the London Letter, each phrase repeated five

times. The writers wrote on a piece of paper with a pen, the paper placed on top

of a tablet with the MovAlyzeR® software1 installed and used to measure kine-

matic pen movements. The physical copies of the writing samples were used in

the FLASH ID® system, and the MovAlyzeR® software collected the kinematics of
1https://neuroscript.net/movalyzer.php (Initially accessed August 6th, 2020.)

https://neuroscript.net/movalyzer.php
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the writers’ handwriting.

The first paper, published in the Journal of Forensic Sciences in 2020 discusses

the use of the Euclidean distance metric on pairs of Vectors of Scores (VOS). These

scores are then compared to the results of a survey of FDEs to explore a potential

relationship between the Euclidean distance scores and the strength of support

provided by the FDEs.

The second paper, published in Forensic Science International in 2021 intro-

duces the Wasserstein distance score (WDS) applied to the output of the MovAlyzeR®

software. The set of WDS were then compared to the same survey results of FDEs

to explore potential relationships between the different kinematic feature WDS and

the strength of support provided by the FDEs.

The third paper, published in the Journal of Forensic Sciences in 2021 tests for

relationships between the WDS and the VOS metrics. Specifically, the sets of kine-

matic features from the MovAlyzeR® software were compared to the FLASH ID®

VOS to determine if the FLASH ID® scores are correlated with spatial-geometric,

temporal, or pen pressure measurements.

Chapters 2, 3, and 4 will contain specific extended introductions. The rest of this

dissertation will cover the current work on comparing the output of AIS systems

and the efforts to extend the research to a more generalized version.

My contributions to this research has largely been on the development, imple-

mentation, and interpretation of the metrics and algorithms used. Specific contri-

butions are noted throughout.
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CHAPTER 2

Dissimilarity Scores from an Automated System and Forensic Document

Examiners

The following paper by Fuglsby et al. [9] in the Journal of Forensic Sciences is

rewritten to reflect the current notational conventions. Fuglsby et al. introduces

the Euclidean distance metric used on the VOS output of the FLASH ID® system

to compare to a survey of handwriting examiners. This metric is a pairwise dis-

similarity score, meaning that the larger the score, the more dissimilar the pair.

My main contributions to this line of research was on calculating the Euclidean

distance scores from the output of the FLASH ID® system, and on the writing of

the paper.

Applying the Euclidean distance to the FLASH ID® VOS output is an exam-

ple of turning an adaptable one-to-many score output into a pairwise score that a

biometric verification algorithm would use. The intended use of the FLASH ID®

system is not to make one-to-one comparisons, and so the Euclidean distance cal-

culated on the resulting VOS allows for pairwise comparisons between handwrit-

ten documents using this system. Note that using the Euclidean distance requires

the two VOS to contain the same number of elements-of-a-vector (EOV). While

this requirement is easily met for this use of the FLASH ID® system, the output of

other AIS do not have to follow this restraint.
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Use of an Automated System to Evaluate Feature Dissimilarities in Handwriting

Under a Two-Stage Evaluative Process

Abstract

The two-stage evaluative process is an established framework utilized by foren-

sic document examiners (FDEs) for reaching a conclusion about the source(s) of

handwritten evidence. In the second, or discrimination, stage, the examiner at-

tempts to estimate the rarity of observations in a relevant background population.

Unfortunately, control samples from a relevant background population are often

unavailable, leaving the FDE to reach this determination based on subjective ex-

perience. Automated handwriting feature recognition systems are capable of per-

forming both feature comparison and discrimination, yet these systems have not

been subjected to empirical validation studies. In the present study, we repurposed

a commercially available automated system to generate empirical distributions

for ranking feature dissimilarity scores among pairs of handwritten phrases. The

blinded results of this automated process were used to survey an international co-

hort of 36 FDEs regarding their strength of support for same- and different-writer

propositions. The survey served to cross-validate FDE decision-making under the

two-stage approach. Results from the survey demonstrated a clear pattern of re-

sponse consistent with ground truth. Predictive regression analyses indicated that

the automated feature dissimilarity scores and the log of their cumulative distri-

bution functions accounted for 72% of the variability in FDE opinions. This study

demonstrated that feature dissimilarity scores acquired using automated processes

and their distributions are closely aligned with FDE decision-making processes

Rewritten for notational clarity from the Journal of Forensic Sciences, 57, C. Fuglsby, C. Saun-
ders, D. M. Ommen, and M. P. Caligiuri, Use of an Automated System to Evaluate Feature Dissim-
ilarities in Handwriting Under a Two-Stage Evaluative Process, pages 2080-2086,
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supporting the heuristic value of the two-stage evaluative framework.

2.1

Introduction

A common approach to evidence interpretation in handwriting examination in-

volves two stages [1-5]. The first stage in this process is described as the match

or comparison stage and relies upon the examiners’ observational skills to deter-

mine whether characteristics or features of the two sets of suspect evidence are

indistinguishable. A set of suspect samples are deemed distinguishable if they

share few features in common and have a number of discriminating elements. A

discriminating element is “a relatively discrete characteristic or feature of writing

that varies observably or measurably across writers and may contribute reliably to

distinguishing between samples from different individuals, or conversely, support

the contention of sameness within a common writer” [6]. If the suspect samples

are deemed distinguishable, the evidence suggests that they share two different

sources. Alternatively, if the suspect samples are deemed indistinguishable, they

share many features and characteristics between them, and few (or no) discrimi-

nating elements are observed. The term indistinguishable does not indicate that

the two samples do share a common source, but only describes the characteristics

of the two samples with respect to the proposition that they share a common but

unknown source. If the suspect samples are deemed indistinguishable, the exami-

nation proceeds to the second stage, described as the discrimination or significance

stage; if two sets of evidence are considered indistinguishable from one another,

the examiner attempts to estimate the rarity of the observed characteristics in a

relevant background population. In a slightly more formal sense, the second stage

describes the likelihood of a chance match (as described in Found and Bird [7]),
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or random match probability. Thus, under the two-stage approach, the probative

value of finding that the suspect samples are indistinguishable is strengthened by

the findings that shared combinations of features and characteristics between two

individuals are extremely uncommon among members of a relevant population.

Prior research offers broad support for document examiners’ proficiency for

reaching accurate writership decisions based on handwriting feature analyses in

closed-set laboratory experiments [8-13]. However, research on the impact of population-

level information to the FDE evaluative process under a two-stage framework is

lacking for several reasons. With few exceptions [14,15], the population distribu-

tion of specific combinations of handwriting features and characteristics is cur-

rently insufficient to assist the examiner in meeting the goals of the discrimination

stage. Because population-level frequency distributions for hand-writing charac-

teristics relevant to a particular case are usually unavailable to assist the examiner

in this discrimination stage, in cases where samples are distinguishable, writership

conclusions under the two-stage approach are largely inferential. This introduces a

critical challenge to admissibility of evidence involving handwriting often prompt-

ing Daubert hearings [16-18]. As in many forensic pattern-matching disciplines,

handwriting is high-dimensional and complex. Handwriting is comprised of a

sequence of individual movements each with multiple temporal (e.g., movement

duration and speed), spatial (e.g., horizontal and vertical size), and geometric (e.g.,

slant or loop area) attributes that distinguish one writing segment from another to

convey meaning. The complexity of handwriting is borne out by the interactions

among these attributes driven by context variability, physical constraints, and in-

dividual’s natural variation. Taken together, estimating the prevalence of specific

feature differences within a population of writers can be a herculean undertaking.

Even if such data were publicly available to examiners, statistical procedures are

needed to quantify the atypicality of these feature differences in the population
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distribution.

Automated feature extraction programs such as FLASH ID® (Sciometrics LLC,

Chantilly, VA, USA) have advantages over their human counterparts particularly

with respect to estimating the likelihood that a questioned handwriting sample

came from a candidate residing within a population reference set. Moreover, with

careful reprogramming and armed with a large database of features and feature

differences, automated systems can be repurposed to generate population distribu-

tion functions for a numeric estimation of the rarity of feature dissimilarity scores

from within a large reference set. In this way, the automated system would inform

the discrimination stage of the two-stage process.

Two experiments were conducted for the present study. The purpose of the

first experiment was to deploy an automated feature extraction program to gener-

ate feature dissimilarity scores and population distribution functions for ranking

these feature dissimilarity scores among pairs of handwritten phrases across dif-

ferent phrases and styles of handwriting. We designed a specialized algorithm

that customizes the output of an automated feature extraction program designed

for closed-set identification [19] to first calculate feature dissimilarities between

81,180 sample pairs of print and cursive handwriting from known between- and

within-writer sources. The terms between-writer and within-writer also refer to

different and common source, respectively. The latter terms are more general in

application and can refer to source specimens other than handwriting. Population-

level distribution functions were then created from the dissimilarity scores for each

unique phrase. In this way, feature dissimilarity scores are ranked according to

their placement within the dissimilarity score population. Sample pairs with dis-

similarity scores in the tails of the distribution would be considered “rare” for a

relevant population of samples.

The aim of the second experiment was to utilize these dissimilarity scores and
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distribution functions to design a series of difficult-case scenarios for FDEs to eval-

uate. Sample pairs falling along the tails of their respective population distribu-

tions were submitted to an international cohort of FDEs to demonstrate the utility

of an automated feature-based process within the two-stage evaluative framework.

The second experiment served as a cross-validation of FDE decision-making under

the two-stage approach.

2.2

Methods and Procedures

2.2.1

Writers and Handwriting Samples

The study recruited 33 individuals from the San Diego Sheriff’s Crime Laboratory

who were asked to write six phrases from the London Letter and to repeat each

phrase five times using both print and cursive writing styles. This provided 60

phrases per individual writer. The six phrases from the London Letter were as

follows: (i) Our London business is good; (ii) but Vienna and Berlin are quiet; (iii)

Mr. Lloyd has gone to Switzerland; (iv) and I hope for good news; (v) He will

be there for a week; and (vi) and then goes to Turin. Subjects wrote each of the

phrases five times with an inking pen on lined paper placed on a Wacom (Intuos

Pro, model PTH-660) digitizing tablet. The stimulus phrase was shown on the top

of each page, and repetitions were written vertically, five per page. Seven subjects

returned to the laboratory two weeks later and repeated the writing experiment.

Figure 2.1 shows a page layout and writing sample from a single subject for a single

phrase.

While the digitized samples were subjected to analyses of kinematic features to

be used in the predictive modeling component of this research (not included here),
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the ink copies were used in the present study. Each page of the hard copy ink

samples was scanned at 600 dpi, cropped into individual repetitions, and saved as

separate 16-bit TIFF files for automated analyses. With 33 writers, each writing six

phrases five times each in both cursive and print, there was a total of 13,530 sample

pairs available per phrase and writing style that were used to calculate phrase-

dependent population-level dissimilarity scores and their respective dissimilarity

functions.

Figure 2.1: An example of the writing sample from a single subject for a single phrase.

2.2.2

FLASH ID® Feature Dissimilarity Scores and Population Density Curves

Due to the practical constraints of examining thousands of pairs of writing sam-

ples to identify cases of interest for inclusion in an FDE survey, it is desirable to

use the help of an automated system to identify these pairs. All paper samples

obtained during the collection process were scanned into FLASH ID® for the pur-

pose of obtaining a univariate score for each pair of samples representing the level

of dissimilarity between the writing contained in the samples (the higher the score
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is, the more dissimilar the two samples are).

FLASH ID®, an automated feature extraction program, generally serves the

purpose of closed-set biometric identification [19]. FLASH ID® provides a rank-

ing (with respect to a reference set of writing samples from 50 known writers) of

candidate writers based on similarities between combinations of features from a

single questioned sample and the reference set of known writing samples. For the

present study, we leveraged this capability to develop a univariate omnibus dis-

similarity score for comparing features from two questioned handwriting samples.

Our procedure involved obtaining the Euclidean distance between the two vectors

of scores (from the FLASH ID® output) to provide a univariate score reflecting the

feature distance between two samples. This univariate score thus represents the

dissimilarity in features between all possible pairs of samples with larger scores

reflecting greater feature dissimilarity. The output of this customized algorithm

consisted of dissimilarity scores for all possible pairs across the six phrases, five

repeats, and two writing styles for 33 writers, leading to a total of 81,180 possible

pairs for each writing style. We then derived the distributions for each phrase and

writing style from the available sample pool. The cumulative density score or func-

tion served as an index of the rarity of the dissimilarity score within the relevant

population of dissimilarity scores and is referred to as the empirical cumulative

distribution function or ECDF.

The statistical programming language R [20] was used to compute all pair-

wise comparison scores for all possible between- and within-writer sample pairs

and population distributions. Twenty-four separate population distributions (six

phrases × two styles × two writership sources) were calculated. Forty difficult-

case scenarios were then identified using the scores, ordered from largest to small-

est, from the 24 distributions and included in the FDE survey.

Two types of difficult cases were included in the survey: (1) pairs that were
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written by the same writer, but were associated with high dissimilarity scores, and

(2) pairs that were written by different writers but were associated with low dis-

similarity scores. The first set of difficult cases are characterized by an unusually

large dissimilarity score compared to other dissimilarity scores from within-writer

pairs. The second set of difficult cases are characterized by an unusually small dis-

similarity score compared to other dissimilarity scores from between-writer pairs.

Thirty between-writer pairs and ten within-writer pairs were selected from this

larger pool for inclusion in the survey to increase the difficulty of the survey and

challenge the examiners. Figure 2.2 shows examples of population density curves

for between-writer and within-writer pairs, respectively, for cursive handwriting

along with their corresponding FLASH ID® dissimilarity and ECDF scores (shaded

area). In the examples shown in Fig. 2.2, the dissimilarity score and ECDF value

for the between-writer sample (A) were 1.83 and 0.00008, respectively. The dissim-

ilarity score and ECDF value for the within-writer sample (B) were 5.91 and 0.96,

respectively. Sample pairs for the survey were selected to represent uncommon

feature dissimilarities for their respective sources. That is, low dissimilarity scores

are unusual for between-writer samples, whereas higher dissimilarity scores are

unusual for within-writer samples. Forty such pairs having FLASH ID® dissim-

ilarity scores residing near the tails of their respective distributions were used in

the FDE survey.
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Figure 2.2: Population density distribution plots from between-writer pairs (A) and
within-writer pairs (B) for the phrase “Mr. Lloyd has gone to Switzerland.” Vertical lines
identify the dissimilarity scores on the X-axis, while the shaded areas represent the cumu-
lative density scores for the sample pairs displayed above each plot.

2.2.3

Writership Survey and Forensic Document Examiners

We designed a writership survey consisting of difficult-case scenarios to obtain

FDE strength of support for same-writer and different-writer propositions. For

the purpose of this study, we considered two difficult-case scenarios: (1) when

the probability of observing a small dissimilarity score between two samples of

handwriting from unknown sources drawn from a relevant population is low for

samples from different writers and (2) probability of observing a large dissimilarity

score between two samples of handwriting from unknown sources drawn from a

relevant population is low for samples from the same writer.

The survey consisted of 40 sample pairs: 20 print pairs (15 between-writer and

five within-writer) and 20 cursive pairs (15 between-writer and five within-writer).

Pairs were presented in the survey in random order, and examiners were blinded

to the writer source(s) for each pair. Five of the 40 pairs were repeated in the

survey with sample order reversed for the purpose of testing examiner repeata-

bility. Each survey item required examiners to score their strength of support for
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two propositions. Proposition 1 (H1) pertained to the samples being written by the

same writer. Proposition 2 (H2) pertained to the samples being written by different

writers. Examiners indicated their strength of support using a 7-point scale rating

from extremely strong support “7” to extremely low support “1.” An example of

a survey pair with the scoresheet is shown in Fig. 2.3. For each respondent to the

survey, there were 90 strength-of-support scores available for analysis (two from

each of 40 sample pairs and two from each of the five repeated pairs).

Email requests were sent to 60 FDEs from North America, Europe, and Aus-

tralia or New Zealand to participate in a writership survey. Of the 60, 41 FDEs

submitted responses to the survey (68.3% response rate). Six were from North

America, nine from Australia/New Zealand, and 26 from European countries. In

addition to writership judgments, the FDEs provided de-identified information

about their experience and work environment to the study. Of the 41 examin-

ers participating in the survey, 37 (90.2%) worked in government laboratories; 33

(80.5%) reported that at least 75% of their casework involved handwriting; and 31

(75.6%) reported having been in practice for at least 10 years. This component of

the research was reviewed and approved by the University of California San Diego

Institutional Review Board. The average time to complete the 90-item survey was

66 minutes.

Five randomly selected survey items were duplicated to test FDE repeatability.

Absolute difference scores between FDE strength of support for duplicated sample

pairs were calculated for each of the 41 FDEs. The distribution of the average abso-

lute differences from all 41 FDEs revealed a bimodal distribution with a cut-point

located at 1.5. Based on this profile, we considered scores of 1.5 or larger to re-

flect inconsistent performance across repeated items of the survey. Five FDEs had

scores of 1.5 or larger and were therefore excluded from further analyses. There

were no differences in demographic characteristics between the five excluded ex-
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aminers and the remaining 36 examiners.

Figure 2.3: A sample scoresheet from the survey.

2.2.4

Statistical Analyses

In order to explore patterns in FDE response, the survey included both cursive and

print sample pairs written by the same writer and sample pairs written by different

writers. For 36 FDEs, we collected two strength-of-support scores from each sur-

vey item: one registering support for the same-writer proposition and one register-

ing support for the different-writer proposition. The scores were averaged to cre-

ate a summary statistic for each examiner. We then calculated a sample mean and

sample standard deviation of the summary statistics across the examiners. These

steps were followed for the 20 cursive and 20 print pairings, each consisting of five

within-writer and 15 between-writer pairs. Paired t-tests were conducted to test
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significance of a difference in examiner average strength-of-support scores arising

from known same-writer versus different-writer survey items (for both print and

cursive items) for each proposition. We found the distributions to be non-normal;

however, due to the boundedness of the sample space of the observations, and for

the sample sizes we have for this experiment, the paired t-test is robust to depar-

tures from normality.

To examine whether FDE responses were linked in any way to the dissimi-

larity and probability scores derived from the automated system, we used mul-

tiple linear regression models. The regression models were tested for estimating

FDE strength-of-support scores for the same-writer (H1) and different-writer (H2)

proposition separately for each style of handwriting. Due to the small number

of within-writer samples in the survey, models were run using only the between-

writer sample pairs (15 pairs for each writing style). Two explanatory variables

were tested in each of the four models: the FLASH ID® dissimilarity score and the

log of the between-writer ECDF.

We hypothesized that examiners would register stronger support for the com-

mon source proposition when the sample pairs came from the same writer com-

pared to different writers and register stronger support for the different source

proposition when the sample pairs came from different writers compared to the

same writer. We also hypothesized that stronger FDE support for a given proposi-

tion would be associated with more extreme dissimilarity scores and lower ECDFs

within the distribution corresponding to the considered proposition. Support for

these hypotheses would demonstrate that a feature-based automated system could

be deployed to perform a two-stage evaluation of handwriting evidence.
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Same-writer Proposition Different-writer Proposition
Source Cursive Print Cursive Print
Same writer 4.25 (0.86) 3.89 (0.73) 2.91 (0.68) 3.14 (0.66)
Different writers 3.17 (0.68) 3.16 (0.64) 3.90 (0.64) 3.78 (0.64)
Difference 1.08 0.73 -1.00 -0.64
Paired T -statistic 9.34 7.73 -10.85 -8.06
p-value <0.0001 <0.0001 <0.0001 <0.0001

Table 2.1: Mean of examiner average responses (sd of examiner average responses) scores
for 36 FDEs representing strength of support for writership determinations under the
same-writer and different-writer propositions for handwriting pairs written in print and
cursive style.

df SS MS F p-value
Dissimilarity score 1 0.32 0.32 8.51 0.01
Log ECDF* 1 0.85 0.85 22.66 <0.001
Residuals 12 0.45 0.04

Table 2.2: ANOVA results from the regression analysis estimating FDE strength of support
for the proposition that samples within a pair were written by different writers for sample
pairs written by different writers.
*Empirical cumulative distribution function: the cumulative value from the probability
density curve that reflects the rarity of a dissimilarity score for a given phrase and writing
style.

2.3

Results

Table 2.1 shows the means of examiner averages (with standard deviations) for

FDE strength of support for the same-writer and different-writer propositions when

presented with samples written by the same writer or different writers. When

asked to express strength of support for the same-writer proposition, examiners

expressed significantly stronger support when the sample pair came from the same

writer than from different writers. When asked to express strength of support for

the different-writer proposition, examiners expressed significantly stronger sup-

port when the sample pair came from the different writers than from the same
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writer. These patterns held for both print and cursive handwriting. Analogous

results were observed from using a nonparametric Wilcoxon signed rank-sum test

on the medians.

Results from the multiple linear regression models were statistically signifi-

cant only for FDE responses to the proposition that the samples came from dif-

ferent writers (H2) when presented with samples from different writers (i.e., FDE

strength of support for ground truth) and only for printed samples (F2,12 = 15.58;

p-value < 0.001; R2 = 0.72). Table 2.2 shows the results of the regression analy-

sis for known different-writer samples. This two-factor model yielded estimated

coefficients (±SE) of 4.69 (0.86) and -1.16 (0.24) for the dissimilarity score and log

ECDF for the between-writer distribution, respectively. The predictive model in-

dicates that larger dissimilarity scores and lower log ECDF scores predict stronger

support for the proposition that two samples with unknown writer sources likely

came from different writers.

Because selection of pairings included in the survey was based on dissimilar-

ity and ECDF scores and not writer, the possibility existed that samples from one

writer (albeit a different trial for a given phrase) might be used more than once

when paired with samples from another writer. To reduce the effect of this sam-

pling bias on the statistical results, we considered incorporating the two writers of

each pair as random effects. To the best of our knowledge, there is no natural way

to incorporate these effects within a standard random-effects model. Therefore,

we fit two different random-effects models: one that treats each writer as a block

effect and a second that treats each pair of writers as a distinct random effect. Both

models effectively gave the same results for tests concerning the fixed effects with

the magnitude of the T -statistics ranging from 5.1 to 6.7.

The between-writer model for cursive sample pairs written by different writers

was not statistically significant (F2,12 = 0.36; p-value > 0.10; R2 = 0.06). Models
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estimating FDE support for the same- or different-writer propositions when pre-

sented with samples from within-writer had only five pairs per writing style were

not considered due to insufficient statistical power.

2.4

Discussion

The present study had two main objectives. The first objective was to repurpose

an automated handwriting feature extraction program to yield output scores that

parallel the two-stage evaluative process consisting of a dissimilarity stage and

discrimination stage. To accomplish this, we leveraged the powerful capabilities

of FLASH ID® to develop a univariate omnibus feature dissimilarity score for com-

paring two questioned handwriting samples. Feature dissimilarity scores were

calculated for all possible within- and between-writer pairings, producing 81,180

possible pairs each for print and cursive handwriting. This large pool of dissimilar-

ity scores was used to generate densities and cumulative distribution functions for

each phrase and style of handwriting. This enabled the reliable assignment of how

rare a dissimilarity score from any handwriting pair was when compared against

a population of dissimilarity scores. To our knowledge, this is the first study ca-

pable of quantifying the rarity of an observed difference in handwriting features

between two samples within a population of writers for the explicit purpose of

validating the significance stage within the two-stage framework.

The second objective of the study was to utilize these distribution functions to

design a series of difficult-case scenarios for FDEs to evaluate. Sample pairs falling

along the tails of their respective population distributions were submitted to an

international cohort of 36 FDEs to demonstrate the utility of an automated feature-

based process within the two-stage evaluative framework. The results from the
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survey supported our hypotheses that average examiner strength of support for

a given proposition between pairs of samples of different writership (between or

within) are consistent with ground truth for difficult-case scenarios. Further results

from multiple regression analyses indicated that the feature dissimilarity score and

the log ECDF for the between-writer distribution combine to account for 72% of

the variability in FDE strength of support for the proposition that two questioned

handwriting samples came from different writers. Specifically, these results indi-

cate that larger dissimilarity scores and lower log ECDF scores for the between-

writer distribution predict stronger support for the proposition that two samples

with unknown writer sources likely came from different writers.

The findings of the present study inform the ongoing controversy over evi-

dence interpretation within the forensic science community. One of the attributes

of the two-stage approach is that it allows examiners to reject the proposition that

two suspect samples arose from the same source without necessarily supporting

the proposition that the two suspect samples share the same source. This allows an

examiner to make statements along the line of “given the observed degree of sim-

ilarities and dissimilarities, I am comfortable concluding that these two suspect

samples do not share a common but unknown source.” Depending on a num-

ber of factors, this attribute can be considered either a strength or a weakness of

this approach. To address this perceived limitation of the two-stage approach, the

most commonly used alternative is a likelihood ratio-based approach. A likelihood

ratio-based approach evaluates the subjective likelihood of the two suspect sam-

ples given the first proposition relative to the likelihood of the two suspect samples

given the second proposition [21]. The likelihood ratio-based approaches require a

well-specified background population and evidence concerning how samples arise

from that population. Conversely, if the results of the examination are determined

solely within the first stage, then a strength of the two-stage approach is that there
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is no need for a specified background population. This means fewer evidential

resources are needed to provide useful information to the decision-makers in this

scenario. When failing to conclude that the two suspect samples do not share a

common source, the two-stage approach requires the use of evidence from a spec-

ified background population to assess the evidential support for the proposition

that the suspect samples do share a common source. For an overview on the com-

parison of likelihood-based and two-stage approaches, see [22]; for a discussion

as it applies to handwriting examination, see [21]; and for a rigorous statistical

discussion on two-stage approaches for Bayesian model selection as it pertains to

specific-source propositions, see [23].

The present study contributes to the body of research on handwriting evidence

interpretation in two ways. First, we successfully repurposed FLASH ID® from a

feature extraction program designed to estimate the likelihood that a questioned

handwriting sample was written by each writer in a list of candidate writers resid-

ing in a reference database to population distributions for a precise numeric esti-

mation of the rarity of feature dissimilarities. In this way, the output of the auto-

mated system characterized handwriting feature dissimilarities and their distribu-

tions rather than writer identification. This is an important step toward automat-

ing the two-stage process, particularly with respect to the discrimination stage.

Conventionally, an FDE might observe similarities among questioned documents

and conclude that they were written by a single individual. Such an opinion would

be strengthened based on the classical premise and estimating the rarity combina-

tions of features and characteristics or their variability, leading to the conclusion

that the chance of observing this combination of features and characteristics from

samples in the background population is extremely low. Unfortunately, examiners

reach conclusions about the relevant population based on experience alone with

little or no support from actual prevalence data. With few exceptions [8,9], esti-
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mates of population variance in handwriting features or estimates of the dissimi-

larity in features between two writers are unavailable.

Moreover, there is growing support cautioning against reaching a conclusion

based on handwriting evidence that identifies an individual writer [7]. In its cur-

rent form, FLASH ID® outputs a ranking of the reference set of candidate writers

based on feature extraction. Our approach generates a score of the rarity of feature

dissimilarities without any identification inference.

The second contribution of this study to the body of research on handwriting

evidence interpretation stems from the results of the FDE survey. While it was not

possible to know whether FDEs applied a two-stage or likelihood approach when

reaching decisions in support for or against a particular proposition, their scores

and decision patterns were consistent with what would be expected in a difficult-

case scenario. For example, in the discrimination stage of the two-stage evaluative

process, if there are many similarities in the writing pairs, then that pair may be

considered typical of the within-writer population and one would expect the FDE

to respond with strong to extremely strong support for the same-writer proposi-

tion. On the other hand, if the opposite were true, with many differences in the

writing pairs, then that pair may be considered typical of the between-writer pop-

ulation and one would expect the FDE to respond in strong to extremely strong

support for the different-writer proposition. Neither of these outcomes was evi-

dent from the survey results. However, if there are both similarities and differences

in the writing pair, then that pair is somewhere in the overlap of the two popula-

tions and you would expect the FDE to respond with only moderate support of the

propositions. Indeed, this was the most frequent response pattern observed from

the survey results. The average strength of support for the same-writer proposi-

tion when presented with cursive sample pairs from the same writer was 4.25 (3.89

for print), while the average strength of support for the different-writer proposi-
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tion when presented with cursive sample pairs from the different writers was 3.90

(3.78 for print). This is not surprising considering the survey was designed to in-

clude item pairs drawn from the tails of their respective population distributions

where the magnitude of the feature dissimilarity would be uncommon considering

the ground truth of that pair.

The value of an automated feature-based program is under-scored further by

the results from our predictive regression analyses. Two feature-based scores de-

rived from the repurposed FLASH ID® program representing each stage of the

two-stage. process combined to account for 57% of the variability in FDE strength

of support for the proposition that a pair of handprinted samples were produced

by different writers are a blinded test of ground truth. While these findings are

limited to handprinting, they support our overall hypothesis that a feature-based

automated system could be deployed to perform a two-stage evaluation of hand-

writing evidence.

It is important to recognize that the results from the FDE survey cannot be

used to evaluate proficiency. The questions posed to the examiners focused on

strength of support or confidence that a specific writership proposition is correct.

These scores cannot be converted to proficiency with respect to ground truth. A

further limitation of this study is that it is unclear which interpretation paradigm

the examiner used (e.g., likelihood-based or two-stage). We observed a number of

examiners whose measures of support for the prosecution hypothesis were near

perfectly negatively correlated with their measures of support for the defense hy-

pothesis, as well as a number of examiners whose measures of support were min-

imally or positively correlated. This indicates that different examiners are using

different methods of evidence interpretation. A natural extension of this research

is to focus on alternative survey designs to shed light on this issue.

In conclusion, the present study demonstrated that with careful reprogram-
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ming and armed with a large database of features and feature differences, auto-

mated systems can be repurposed to generate population density curves for a nu-

meric estimation of the rarity of feature dissimilarity scores from within a large

reference set. In this way, the automated system would inform the discrimination

stage of the two-stage framework and support FDE examination process.
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CHAPTER 3

Wasserstein Distance Score for Handwriting Feature Measurements

The following paper by Ommen et al. [14], published in Forensic Science Inter-

national, is rewritten to reflect the current notational conventions. Ommen et al.

introduces the Wasserstein distance score (WDS) metric used on the output of the

MovAlyzeR® software to compare to the same survey of handwriting examiners

(as discussed in Fuglsby et al. [9]. The MovAlyzeR® software outputs many kine-

matic measurements on each stroke of writing, measuring 100 strokes a second.

The samples collected from the MovAlyzeR® software may have differing num-

bers of strokes (observations) measured on each writing sample. The WDS met-

ric is designed to measure the difference between two samples with potentially

differing numbers of observations. The WDS is also adaptable to univariate and

multivariate input. My contributions to this work was on the development of the

Wasserstein distance score and on writing the paper.
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Advances toward validating examiner writership opinion based on handwriting

kinematics

Abstract

A National Research Council report on strengthening forensic science raised con-

cern over the lack of scientific studies supporting the validity of examining and

interpreting forensic evidence. However, establishing the foundational validity

of subjective methods can be challenging. The present study aimed to establish

the scientific validity of expert writership opinions and the two-stage approach to

evidence interpretation using measures derived from research on handwriting mo-

tor control. Regression-based procedures were used to address two experimental

questions: 1) what are the relative contributions of kinematic and pressure fea-

tures in predicting examiner support for alternate writership propositions when

examining pairs of questioned handwriting samples; and 2) to what extent does

information about the rarity of the kinematic feature dissimilarity scores improve

the accuracy of a predictive model based on dissimilarity alone. Regarding the

first question, we identified a multi-factor model consisting of feature dissimilar-

ity scores and their population distributions having correlation coefficients (R2) of

0.84 and 0.88 for the same-writer and different-writers propositions, respectively.

Temporal features contributed up to 21% to the predictive value of the model,

whereas spatial features contributed only 9% and pen pressure contributed up to

17%. When we compared models reflecting a single-stage process (based on fea-

ture dissimilarities) of forming opinions with models reflecting a two-stage process

Rewritten for notational clarity from Forensic Science International, 318, D. M. Ommen, C.
Fuglsby, and M. P. Caligiuri, Advances toward validating examiner writership opinion based on
handwriting kinematics,
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(based on feature dissimilarities and rarity) we found that the two-stage models

had an average of 15.25% greater predictive value than single-stage models. These

findings support the scientific validity of FDE writership determinations and un-

derscore the importance of the two-stage approach for evidence interpretation.

3.1

Introduction

A National Research Council report on strengthening forensic science in the United

States raised concern over the lack of scientific studies supporting the validity of

examining and interpreting forensic evidence [1]. The report pointed to the general

requirements under ISO/IEC 17025:2005 for competence testing and laboratory

calibration based on established principles to substantiate validity. These require-

ments should include: (1) calibration of laboratory or examination practices using

a standard reference, (2) ensuring agreement between two independent methods

in reaching the same result, (3) inter-laboratory comparisons, (4) assessing con-

founding factors, and (5) recognition of the uncertainty based on scientific and

theoretical principles underlying the method.

Forensic document examiners (FDE) are faced with an additional challenge in

meeting the ISO/IEC criteria. In handwriting comparisons, the FDE constitutes

a significant part of the measurement instrument subject to the same “labora-

tory calibration” as would be standard practice in laboratory-based disciplines.

While attention has been paid to human sources of error including cognitive bias

in addressing the problem of calibration and reliability in handwriting exami-

nation [2,3], cross-validation studies employing independent scientifically estab-

lished methods have not been conducted or subject to peer review.

The PCAST report [2] identified essential criteria in establishing foundational
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validity of a measure in forensic science. First, the methods used to evaluate,

for example pattern evidence, must undergo empirical testing by multiple groups

under case-relevant conditions. Second, these studies must demonstrate that the

method is reproducible and provide valid estimates of the accuracy of the method.

While various research strategies can be deployed to test a method’s accuracy, in

subjective feature comparisons such as handwriting, studies of error rates (also

known as black box studies) are common and offer general support for the compar-

ative processes followed by experienced FDEs. However, as noted above in hand-

writing examination, the examiner is the measurement instrument and ground

truth is not generally known as a means to establish accuracy outside the labora-

tory setting. Given the uncertainty of whether the examination process meets cri-

teria for foundational validity in actual practice, experienced examiners will avoid

making claims about the source of a handwritten sample that cannot be firmly es-

tablished. Rather, the safe approach would be to offer an opinion on how strongly

the examination supports the proposition that a questioned sample was or was not

written by the suspect rather than reaching an explicit attribution. This approach

to the interpretation of handwriting evidence was echoed in the recent NIST re-

port on Forensic Handwriting Examination and Human Factors [3] noting that

“Uniqueness and individualization in forensic science no longer correspond to the

conventional, strict interpretation of these terms and can lead to an exaggeration

of the strength of the evidence. Indeed, empirical research and statistical reasoning

do not support source attribution to the exclusion of all others. In practice, exam-

iners often (but not always) explain in reports and testimony that an identification

to the exclusion of all others cannot be proven” (p. 47).

As the discipline of forensic handwriting examination moves away from claims

of individualization, studies of error rates are less relevant in legal challenges of

foundational validity. Establishing the foundational validity of subjective feature
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comparison methods can be difficult under the PCAST criteria. Rather a differ-

ent approach to measurement validation is needed. The present study is based

on a reframing of the concept of validity as is traditionally understood in forensic

science to one that is widely accepted in the social sciences [4]. We consider a mea-

surement to be valid if it accurately reflects or assesses the specific concept that

examiner is attempting to measure. Several terms have been used to capture this

notion including face validity and concurrent or convergent validity. The key ad-

vantages to this approach are that measurement validity can be established in the

absence of ground truth and relies upon independent reference standards derived

from reliable scientific methods.

Laboratory research on handwriting kinematics published over the past 35 years

has contributed to the development of a reliable quantitative method for extract-

ing specific features from handwriting samples [5-9]. The dynamic methodol-

ogy yields numerous independent features characterizing the spatial and tempo-

ral characteristics of pen strokes. These features can be compared between two

handwriting samples since it is expected that samples written by the same writer

will have smaller feature dissimilarities than samples written by different writ-

ers. The present study aims to establish the scientific validity of FDE writership

opinions and a common approach to evidence interpretation using methods de-

rived from research on handwriting motor control. We utilized multiple regres-

sion procedures to quantify the relative importance of differences in spatial, tem-

poral, and pressure features in predicting FDE strength of support for same-writer

or different-writers propositions when examining pairs of unknown handwriting

samples and the extent to which the rarity of the feature dissimilarities improves

the kinematic predictive models. More generally, by examining the extent to which

the rarity of the feature dissimilarities improves the predictive models, the present

study is an empirical examination of the contribution of handwriting kinematics
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to the two-stage approach for evidence interpretation [10,11].

3.2

Methods

3.2.1

Handwriting samples

Thirty-three subjects were recruited from the San Diego Sheriff’s Crime Laboratory

to participate in the handwriting collection portion of the study. Subjects agreeing

to participate were seated at a table and asked to write six phrases from the Lon-

don Letter using an inking pen on lined paper placed atop a Wacom (Intuos Pro,

model PTH-660) digitizing tablet. Subjects wrote each of six phrases five times in

cursive and five times in print styles for a total of 60 samples per writer. To increase

the yield of within-writer samples, subjects were asked to provide a second set of

samples (consisting of five repetitions of each of the same six phrases from the first

session in both cursive and print styles) two weeks later. Seven subjects provided

two sets of samples. The digitized handwriting samples were recorded at a capture

rate of 100 measurements/second in x, y, and z dimensions using MovAlyzeR®

software. The digitized samples were subjected to analyses of kinematic features

to be used in the predictive modeling component of this research, while the hard

copy ink samples were used to create an FDE opinion survey to capture strength

of support opinions for alternate writership propositions [12]. Further details of

this FDE opinion survey are provided in the FDE Writership Opinions section be-

low. Use of human subjects in the handwriting sample procurement portion of

this study was reviewed and approved by the University of California San Diego

Institutional Review Board.
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3.2.2

Handwriting kinematic analyses

Samples were automatically segmented into upstrokes and downstrokes using

MovAlyzeR®. Pen stroke segmentation points were determined based on the zero-

axis crossing of the vertical velocity curve throughout time. Zero velocity along

the curve reflected no vertical pen movement, thus marking a change in stroke di-

rection. Multiple spatial, temporal and pressure features were then automatically

extracted from each upward and downward pen stroke. For the purpose of this

study, spatial features consisted of vertical and horizontal stroke amplitude, slant,

loop surface, and trace length. Temporal features consisted of stroke duration,

peak velocity and average velocity. Pen pressure was treated as a third feature set

with a single feature. Throughout this paper, we use the term “kinematics” to refer

to both movement and pressure features. Table 3.1 lists the kinematic features and

definitions used in the present study to model FDE writership opinions. The mea-

surements of all these features are recorded for each stroke segment within each

sample and will be used to calculate kinematic feature dissimilarity scores between

any two handwriting samples (within the same style and phrase).
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Stroke Feature Definition
Duration Time interval (in milliseconds) between the first

and last recorded measurements in a stroke.
Vertical Amplitude Vertical vector difference between beginning and

end of a stroke in centimeters.
Horizontal Amplitude Horizontal vector difference between beginning

and end of a stroke in centimeters.
Peak Vertical Velocity First derivative of vertical displacement (centime-

ters/second). Also referred to as peak instanta-
neous velocity and is independent of segment du-
ration.

Average Absolute Velocity The absolute difference in segment amplitude di-
vided by the difference in segment duration (cen-
timeters/second). This measure does not distin-
guish upstrokes from downstrokes.

Slant The angle or inclination of the axes of letters rel-
ative to the perpendicular to the baseline of the
writing (in radians).

Loop Surface Surface or the area of the loop enclosed by the
previous and present stroke in square centime-
ters. The surface is not normalized. If the cross-
ing does not occur within the previous stroke, al-
though a loop has been formed, the loop area will
be zero.

Trace Length The length of a segment from beginning to end
following its trajectory. It is calculated by sum-
ming the distances (in centimeters) between all
consecutive recorded measurements or pixels.

Pen Pressure Relative axial pressure on the pen tip when the
pen is on the paper (ranging from 0 to 2047).

Table 3.1: Handwriting stroke features used in this study and their operational defini-
tions.1

1http://www.neuroscript.net/help/viewingtrials.html

http://www.neuroscript.net/help/viewingtrials.html
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3.2.3

Handwriting feature dissimilarity scores and empirical cumulative distribution

functions

MovAlyzeR® was used to extract multiple kinematic features from each pen stroke

of the digitally acquired handwriting samples. These features characterize the

handwriting in spatial, temporal and pressure dimensions, each having different

units of measure. For example, stroke size is measured in centimeters, velocity

in centimeters/second, stroke duration and road length in milliseconds, and pen

pressure in digital units. Several transformations were necessary in order to re-

duce the multidimensional kinematic features into a single score representing the

dissimilarity between two handwriting samples. We developed a new dissimilar-

ity score to measure the difference between two writing samples for each style of

writing (print or cursive) and for each selected phrase of the London Letter.

This dissimilarity score is constructed by first identifying the measurements

for all upstrokes then using Linear Discriminant Analysis (LDA) to find the direc-

tion of maximum separation between the feature sets of the two handwriting sam-

ples (which does not require ground truth about the writer, only labels for which

strokes belong to which sample in the pair). Once this direction is determined

by LDA, then it is used (without sample labels) to classify each stroke as either

belonging to the first or second sample in the pair. This results in an estimated

posterior probability of each upstroke belonging to the first handwriting sample.

In the situation where the handwriting samples were produced by two different

writers, ideally, we would see that every segment from the first sample would

have a very large posterior probability (near 1) and all segments from the second

sample would have very small posterior probability (near 0) of belonging to the

first writing sample. In the situation where the handwriting samples were written
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by the same writer, we would expect to see posterior probabilities spanning the

entire range between 0 and 1. Finally, we compare the estimated posterior proba-

bilities for all segments between the first and the second handwriting samples by

computing the integrated squared error difference of the corresponding quantile

functions. This procedure results in a measure of the dissimilarity between two

quantile functions also known as the Wasserstein distance score (WDS) [13,14].

The WDS values range from 0 to 1 where values near 0 indicate the two samples

are similar and values near 1 indicate that they are dissimilar. An analogous set of

steps are then repeated for the downstrokes.

With 33 writers, each writing six phrases five times each in both cursive and

print there were 13,530 sample pairs available per phrase and writing style to

generate distribution functions and calculate population-level dissimilarity scores

for multidimensional handwriting feature sets. The population-level dissimilar-

ity scores were calculated from the cumulative distribution of the WDS relative

to the writing style and phrase. These scores reflect the “rarity” of a given WDS

score in two different populations, one representing within-writer pairs (sample

pairs were written by the same person) and the other between-writer pairs (sample

pairs written by two different people). These distributions were estimated from all

remaining between- or within-writer WDS from pairs not used in the survey. The

resulting covariates are probability values (ranging from 0 to 1) that a given WDS is

less than or equal to the WDS of the survey sample pair according to the estimated

between-writer and within-writer populations, and is referred to as the empiri-

cal cumulative distribution function or ECDFb and ECDFw, respectively. Higher

ECDF values indicate that a WDS is larger than many other scores in the popula-

tion. That is, the calculated WDS indicates that the writing pair is more dissimilar

than other pairs from the population. Conversely, an ECDF value near zero in-

dicates that the WDS is smaller than many other scores in the population. That
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is, the calculated WDS indicates that the writing pair is more similar than other

pairs from the population. An ECDF near 1.0 indicates that the WDS for the given

pair is in the upper tail of the population distribution, whereas ECDF values near

0 indicates that the WDS for the given pair is in the lower tail of the population

distribution. ECDF values near the 0 or 1 extremes indicate the pair is rare within

the population whereas ECDF values near 0.5 indicate the pair is common within

the population. Fig. 3.1 shows examples of population density curves and their

respective ECDF associated with one sample pair for the phrase “but Vienna and

Berlin are quiet.”

As shown in Fig. 3.1A, the population density of WDS for between-writer pairs

range from 0 to 1 and average around 0.25, whereas Fig. 3.1B shows the population

density of WDS for within-writer pairs has a narrower range from 0 to 0.1 with an

average around 0.025. The sample pair written by different writers shown in Fig.

3.1 (top) has a WDS of 0.086 which is more common among between-writer pairs

versus within-writer pairs due to its respective position in the body (A) versus

tail (B) of the densities, respectively. This trend was observed for other between-

writer pairs, and the reverse trend is observed for within-writer pairs. For the

given sample pair, the corresponding ECDFb value is 0.230 and the ECDFw value is

0.973 (denoted by the shaded area in Fig. 3.1A and B, respectively). This indicates

that the vast majority of the population-level WDS for within-writer pairs (B) fall

at or below 0.086; whereas relatively few WDS from the population fall at or below

0.086 among between-writer pairs (A).
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Figure 3.1: Examples of population density curves for between-writer (A) and within-
writer (B) pairs. For this sample, survey item no. 33, the kinematic dissimilarity score
(WDS) was 0.086 and is denoted by the vertical line. Shaded areas represent the ECDF
value associated with this pair from a large pool of pairs of the same phrase written in
cursive. See text for further explanation.

3.2.4

FDE writership opinions

Each page of the hard copy ink samples was scanned at 600 dpi, cropped into

individual samples, and saved as separate 16-bit TIFF files. Individual samples

were then paired with a sample of the same phrase from either another writer

or a different sample from the same writer. An automated feature recognition
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program (FLASH ID®) was used to calculate dissimilarity scores for all possible

sample pairs. These dissimilarity scores were then rank ordered for pairs within

a given phrase and writing style. Forty of these pairs were included in a survey

[12] to encompass two difficult case scenarios: 1) 30 between-writer pairs with

low dissimilarity among the population of samples from different writers and 2)

10 within-writer pairs with high dissimilarity among the population of samples

from the same writer. Of the 33 writers, 20 contributed handwriting samples to the

survey based on having met the difficult case scenario criteria under the automated

selection algorithm. Further details concerning the FLASH ID® dissimilarity score

and the design of the survey can be found in Fuglsby et al. [12].

The online survey consisted of 20 print pairs (15 between-writer and five within-

writer) and 20 cursive pairs (15 between-writer and five within-writer). Partici-

pants were blinded to the writer source for each pair. To assess repeatability, five

pairs were repeated, however for these items, the order of Sample 1 and Sample 2

was reversed. Participants were asked to examine each sample pair and score their

strength of support for each of two propositions. The first proposition pertained to

the examiner’s strength of support for the hypothesis that the two samples were

written by the same writer (i.e. the prosecution hypothesis). The second propo-

sition pertained to the examiner’s strength of support for the hypothesis that the

two samples were written by different writers (i.e. the defense hypothesis). Par-

ticipants indicated their strength of support using a 7-point scale ranging from

extremely strong support (7) to extremely low support (1). The survey yielded 90

strength of support scores for analysis from each participating FDE.

Invitations to participate in the writership survey were sent to 60 FDEs span-

ning three regions: North America, Europe, and Australia/New Zealand. Forty-

one FDEs completed the survey (68.3% response rate) with the majority coming

from European countries (26 FDEs), followed by Australia or New Zealand (9
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FDEs) and North America (6 FDEs). Participants were asked to provide minimal

de-identified demographic information pertaining to their work environment and

experience. 90.2% of the examiners worked in government laboratories; 80.5% re-

ported that a majority of their casework involved handwriting; and 75.6% reported

having been in practice for at least 10 years. Use of human subjects for the survey

was reviewed and approved by the University of California San Diego Institutional

Review Board.

Next, we will summarize the results of the FDE opinion survey previously pro-

vided in Fuglsby et al. [12]. When addressing the prosecution hypothesis, FDEs

strength of support for pairs known to come from the same writer averaged a 4.25

for cursive and 3.89 for print. Alternatively, FDEs strength of support for pairs

known to come from different writers averaged a 3.17 for cursive and 3.16 for

print. Therefore, when addressing the prosecution hypothesis, FDEs scored pairs

known to come from the same writer 1.08 points higher than pairs known to come

from different writers, on average, for cursive writing and 0.73 points higher for

print writing. Similarly, when addressing the defense hypothesis, FDEs strength

of support for pairs known to come from different writers averaged 3.90 and 3.78

for cursive and print, respectively, whereas the averages for pairs known to come

from the same writer were 2.91 for cursive and 3.14 for print. So, when addressing

the defense hypothesis, FDEs scored pairs known to come from different writers 1

point higher for cursive and 0.64 points higher for print writing than pairs known

to come from the same writer, on average. All differences were statistically signif-

icant with a p-value of less than 0.001. This indicates that, by and large, FDEs tend

to provide opinions that correspond to ground truth.
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3.2.5

Statistical analyses

Two sets of analyses involving multiple regression were performed on the FDE

strength of support scores. The goal of the first set of analyses is to quantify how

important each of the handwriting feature sets are to FDEs when determining their

strength of support opinions. This was done by comparing a full model with all

feature sets included to a reduced model in which one feature set is excluded. If

the feature set is important, the full model will show a stronger relationship to the

FDE strength of support than the reduced model. The purpose of the second set of

analyses is to explore the benefit of incorporating measures of rarity for handwrit-

ing features when FDEs determine their strength of support opinions. This was

done by comparing a single-stage model that includes only dissimilarity scores to

a two-stage model that also includes rarity as measured by ECDF values. If the

second stage is beneficial, the two-stage model will show a stronger relationship

to the FDE strength of support than the single-stage model.

In the first set, a model was designed consisting of the following explanatory

variables: source of the sample pair (whether the pair was from the same or dif-

ferent writers), the WDS encompassing all relevant kinematic feature sets (spatial,

temporal, pressure), the ECDF for between-writer and within-writer population

distributions, and the interaction between the two ECDFs. This was considered the

full model. Under our approach, we removed one feature set at a time from the cal-

culation of the WDS and ECDF variables, while keeping the number of explanatory

variables the same. These were considered reduced models. Thus, for each propo-

sition and style of handwriting four models were run: 1) a full model where WDS

and ECDF values were computed using all three feature sets; 2) a reduced model

where WDS and ECDF values were computed after excluding the spatial features;
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3) a reduced model where WDS and ECDF values were computed after excluding

the temporal features; and 4) a reduced model where WDS and ECDF values were

computed after excluding the pressure feature set. The difference in R2 between

the full model and each of the reduced models served to scale the importance of a

given handwriting feature set in explaining the variability in FDE strength of sup-

port for either the same-writer or different-writers proposition. Separate models

were run for each writership proposition and each style of handwriting (print or

cursive) allowing broader interpretation. Therefore, each model was fit to 20 ob-

servations corresponding to 15 known between-writer and 5 known within-writer

survey pairs. Based on prior research showing differences across several kinematic

features and their variability between upstrokes from downstrokes [10,15,16], we

ran separate regression models for each stroke direction.

In the second, we compared the strengths of association (R2) between models of

the feature dissimilarity scores (referred to as a single-stage model) and models of

both feature dissimilarity scores and their ECDF scores (referred to as a two-stage

model). This permitted an assessment of the added value of the rarity of the fea-

tures dissimilarities to multivariate models predicting FDE responses to alternative

writership propositions. More generally, this analysis enabled a cross-validation

between handwriting kinematics and opinions rendered under a two-stage ap-

proach in evidence interpretation. Contrasts were examined for each proposition

and writing style separately.

The reasoning for our statistical approach is because it is unclear whether tra-

ditional statistical inference would apply due to a variety of limitations with our

data. First, the kinematic variables are highly correlated with each other making

it difficult to interpret the individual contribution of any feature set using a tra-

ditional stepwise regression approach. For example, vertical amplitude (from the

spatial feature set) is highly correlated with peak vertical velocity (from the tempo-
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ral feature set) [17]. If, for example, vertical amplitude is removed during stepwise

regression, it can still be accounted for in the model since it is confounded with

peak vertical velocity. However, there is no way to tell the magnitude of the con-

tribution of vertical amplitude within the peak vertical velocity covariate using tra-

ditional methods. Further details on the complications with interpreting stepwise

regression procedures in the presence of multicollinearity can be found in [18].

Next, an exploratory analysis of the data revealed that several of the explanatory

variables are highly correlated (for example, the WDS is highly correlated with the

ECDF value for the between-writer population). Due to the interpretation issues

in the presence of correlated explanatory variables, we make no attempt to inter-

pret the significance of the coefficients for individual regressors. This is relevant to

both sets of analyses. Finally, an important limitation of our data is the construc-

tion of survey items as pairs of samples from the same set of writers. While it is

necessary to assume that the observations are independent for the regression anal-

yses, it is unclear whether or not this is actually true. For example, survey items

that contain a sample from writers with more natural variation may be associated

with less strength of support than writers with less natural variation (causing the

responses to be dependent on writer combination). To our knowledge, there is no

easy way to check for this type of dependence caused by the pairwise structure. As

a result, we have chosen to use the regression analyses in an exploratory manner,

and refrain from making the usual statistical inferences associated with this type

of analysis (e.g. statistical tests for significance and standard interpretations of re-

gression coefficients). Further research is required to determine how to properly

perform statistical inference for these pairwise data.
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3.3

Results

The results are presented in two sections. In the first, we present findings on

the relative importance of three kinematic feature sets in predicting FDE strength

of support for alternate writership propositions in both print and cursive hand-

writing. In the second, we present the contrasts between the single-stage (feature

dissimilarities) and two-stage (feature dissimilarities and their population density

distributions) predictive models.

3.3.1

The relative importance of kinematic feature sets in predicting FDE responses

The full regression model having the highest correlation between the handwrit-

ing kinematic variables and FDE strength of support for alternate propositions

consisted of five covariates: 1) the sample type as either a within-writer pair or

between-writer pair; 2) the logistic transform of the WDS using the natural log-

arithm for a given pair; 3) the logistic transform of the ECDF using the natural

logarithm for within-writer distributions; 4) the logistic transform of the ECDF

using the natural logarithm for between-writer distributions; and 5) the interac-

tion between the two logistic-transformed ECDF scores. The 40 sample pairs from

the survey (disregarding the five survey items to assess reliability) were available

to model FDE strength of support scores and generate the R2 coefficients. This 5-

factor model resulted in multiple correlation coefficients of 0.92 (R2 = 0.84) and 0.94

(R2 = 0.88) for downstroke kinematics from cursive samples for the same-writer

and different-writers propositions, respectively. Correlation coefficients were lower

for print samples (with R2 values of 0.51 and 0.61 for the two propositions respec-
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tively) and for upstroke kinematics in general.

Table 3.2 shows the coefficients of determination (R2) for the full and reduced

models in the prediction of FDE strength of support for two writership proposi-

tions for cursive and print handwriting. Decreasing R2 when removing a feature

set from the model indicates that the feature set was important in the overall pre-

diction. Table 3.3 shows the differences in R2 between the full and three reduced

models in the prediction of FDE strength of support for two writership proposi-

tions for cursive and print handwriting. Here, negative values indicate that re-

moving a feature set from the full model reduces R2 and weakens the strength

of the relationship between kinematic feature dissimilarity and their rarity and

FDE strength of support. Therefore, feature sets with negative values in Table 3.3

strengthen the overall relationship between examiner writership opinion and the

full set of kinematic features, whereas feature sets with positive values weaken this

relationship.

For cursive handwriting, the contribution of temporal features for downstrokes

to the model predicting FDE strength of support ranged from 15% − 21% (de-

pending on the proposition) of the predictive value, whereas for printed samples,

including temporal features for downstrokes in the full model reduced the pre-

dictive value by 5% − 7% (depending on the proposition). Temporal features for

upstrokes imparted minimal effects on the predictive modeling of FDE responses

with changes in R2 between −1% and +3%. Overall, we found that temporal fea-

tures had the largest contribution when assessing cursive downstrokes.

Spatial features extracted from downstrokes imparted a modest effect on the

correlation between handwriting kinematic dissimilarity scores (and distributions)

and FDE support for alternate writership propositions. Contributions ranged from

7% − 9% for cursive samples and 3% − 7% for print samples. The contribution of

spatial features from upstrokes was mixed. Minimal effects were observed for cur-
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sive upstrokes (1% − 5%); whereas for print samples, spatial features weakened

the relationship to examiner opinion by as much as 16% for FDE responses to the

different-writers proposition. Therefore, we found that spatial features contribute

to assessing all types of comparisons with the exception of upstrokes in print writ-

ing.

Pen pressure for downstrokes imparted a larger contribution for cursive writ-

ing (15%− 17%) than printed writing (0%− 1%) in predicting FDE support for the

writership propositions. The opposite pattern was observed for upstrokes with

pen pressure weakening the relationship to examiner opinion by 5%− 8% for cur-

sive and strengthening the relationship by 5% − 6% for printed samples. Accord-

ingly, pressure has the largest contribution to assessing cursive downstrokes, fol-

lowed by print upstrokes.
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Cursive
Same Writer Different Writers

Downstrokes
Full 0.84 0.88
-Temporal 0.69 0.67
-Spatial 0.77 0.79
-Pressure 0.69 0.71
Upstrokes
Full 0.61 0.65
-Temporal 0.63 0.68
-Spatial 0.60 0.60
-Pressure 0.69 0.70

Print
Same Writer Different Writers

Downstrokes
Full 0.51 0.61
-Temporal 0.58 0.66
-Spatial 0.48 0.54
-Pressure 0.51 0.60
Upstrokes
Full 0.54 0.56
-Temporal 0.53 0.59
-Spatial 0.67 0.72
-Pressure 0.49 0.50

Table 3.2: R2 values for full and reduced multiple regression models in the prediction of
FDE strength of support for two writership propositions for cursive and print handwriting.
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Cursive
Same Writer Different Writers

Downstrokes
-Temporal −15% −21%
-Spatial −7% −9%
-Pressure −15% −17%
Upstrokes
-Temporal +2% +3%
-Spatial −1% −5%
-Pressure +8% +5%

Print
Same Writer Different Writers

Downstrokes
-Temporal +7% +5%
-Spatial −3% −7%
-Pressure 0% −1%
Upstrokes
-Temporal −1% +3%
-Spatial +13% +16%
-Pressure −5% −6%

Table 3.3: Differences in R2 between full and three reduced models in the prediction of
FDE strength of support for two writership propositions for cursive and print handwriting.

3.3.2

Contrasts between the single-stage and two-stage predictive models

Table 3.4 shows the results contrasting the single-stage and two-stage regression

models. Overall, the two-stage models increased the predictive value (R2) an av-

erage of 15.25% (range 4% − 35%). Effects of including the rarity measures along

with the feature dissimilarity scores in the predictive models were greater for cur-

sive than printed handwriting.
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Cursive
Same Writer Different Writers

Downstrokes
R2 (Single-Stage Model) 0.53 0.53
R2 (Two-Stage Model) 0.84 0.88
R2 Difference 0.31 0.35
Upstrokes
R2 (Single-Stage Model) 0.44 0.51
R2 (Two-Stage Model) 0.61 0.65
R2 Difference 0.17 0.14

Print
Same Writer Different Writers

Downstrokes
R2 (Single-Stage Model) 0.46 0.52
R2 (Two-Stage Model) 0.51 0.61
R2 Difference 0.05 0.09
Upstrokes
R2 (Single-Stage Model) 0.47 0.52
R2 (Two-Stage Model) 0.54 0.56
R2 Difference 0.07 0.04

Table 3.4: Correlation coefficient (R2) for single-stage and two-stage models and their dif-
ferences for cursive and print handwriting, upstrokes and downstrokes for FDE strength
of support for the prosecution or same-writer hypothesis (H1) and defense or different-
writers hypothesis (H2).

3.4

Discussion

The present study aimed to establish the scientific validity of expert writership

opinions and the two-stage approach by correlating expert opinions with hand-

writing kinematics and pen pressure. Handwriting samples from 33 writers were

subjected to digital analyses to extract spatial, temporal, and pen pressure mea-

sures from each pen stroke. These measures were further analyzed to produce

feature dissimilarity scores and the rarity of the dissimilarity scores within a pop-

ulation of over 13,000 possible pairs of print and cursive handwriting for each

phrase. Regression-based techniques were applied to test the correlation between



51

expert opinions of writership for pairs of unknown handwriting samples and their

corresponding feature dissimilarity and population distribution scores.

Two key findings emerged from this study. First, we examined the relative con-

tribution of a specific set of kinematic features within a larger explanatory model

predicting FDE writership opinion by selectively removing spatial, temporal, and

pen pressure feature sets from a full model. The full model consisted of feature

dissimilarity scores from all three feature sets as well as their population distri-

bution scores (i.e. the rarity of the dissimilarity score). This model resulted in

multiple correlation coefficients (R2) of 0.84 and 0.88 from cursive samples for

the same-writer and different-writers propositions, respectively. Results from our

“step-down” approach indicated that temporal features contributed up to 21% to

the overall accuracy; spatial features contributed only 9%; while pen pressure con-

tributed up to 17% to the correlation between handwriting kinematics and FDE

writership opinion.

Secondly, we compared the strengths of association (R2) between models of the

feature dissimilarity scores (referred to as a single-stage model) and models of both

feature dissimilarity scores and their empirical distribution functions scores (re-

ferred to as a two-stage model). This permitted an assessment of the added value

of the rarity of the features dissimilarities to models predicting FDE responses to

alternative writership propositions. Results comparing the single-stage and two-

stage models revealed that the two-stage models increased the predictive value

over the single-stage models an average of 15.25%. This finding underscores the

importance of the discrimination stage of the two-stage evaluative process when

forming opinions about whether pairs of unknown handwriting samples were

written by a single writer or different writers.

The results of this study have three important implications. First, kinematic

downstroke feature dissimilarity scores from cursive samples and their distribu-
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tions were highly correlated with FDE strength of support opinions for alterna-

tive propositions. As such, FDE training or continuing education programs could

benefit from curriculum that include exposure to handwriting motor control and

handwriting kinematics. Second, FDE responses to the defense (different writer)

proposition had higher correlation coefficients with kinematic variables than FDE

responses to the prosecution (same writer) proposition. This suggests that FDEs

are more likely to rely on the perceived rarity or population distribution of feature

dissimilarities when evaluating samples from unknown but different writers than

when evaluating samples from the same writer. In the absence of available data

on the population density at the time of the examination, this information likely

comes from experience. Further studies are necessary to confirm this hypothesis.

Third, our models showed that the relationships between FDE support for spe-

cific writership propositions and kinematic feature scores and distributions were

consistently stronger for writership opinions involving cursive handwriting than

printing. The average multiple correlation coefficients (R2) for cursive writing was

0.75 and 0.56 for printed writing for the two-stage model (see Table 3.3). The rea-

sons for this pattern are unclear. However, we can speculate that cursive samples

contain more relevant kinematic features than printed samples to inform expert

writership opinions.

In the online survey designed for this study, FDEs examined digitized versions

of the original hardcopy samples. We chose not to make paper copies of the orig-

inal samples to distribute to all participating FDEs due to known limitations of

examining copies. It is hypothesized that the same type of study conducted on

copy samples would lead to smaller strength of support values from the FDEs for

the comparisons included in the survey. This would potentially lead to weaker

associations between the FDE opinions and the kinematic feature sets. However,

further research is needed to explore this hypothesis for other survey designs that
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use copy documents.

Since Daubert, several challenges to the reliability, validity, and subsequent ad-

missibility of handwriting evidence have been raised in Federal court. Of par-

ticular relevance to the problem addressed by this research are the conclusions

reached by Judge Rakoff in Almeciga v Centers for Investigative Reporting. In his

2015 ruling, Judge Rakoff excluded expert testimony on handprinting following

a Daubert hearing concluding that without a refined methodology, forensic docu-

ment examination “is virtually untestable, rendering it an unscientific endeavor”.

The results from the present study suggests that trained forensic document exam-

iners deliver opinions in support for a single-writer proposition and conversely,

for a different-writers proposition that were associated with spatial, temporal, and

pen pressure features for handprinting. Our results offer support for a scientific

basis underlying FDE opinions and for the two-stage approach to evidence inter-

pretation. It is important to place this interpretation in proper context given the

aforementioned limitations in the ability of this study to address the statistical sig-

nificance of the findings. The limited nature of our conclusions is due to the lack

of rigorous methodology to evaluate the statistical significance of this type of ex-

perimental data.

Finally, it is important to place the present findings in the context of the 2016

PCAST report [2]. In addressing the foundational validity of feature-comparison

methods, the report noted: “ . . . that neither experience, nor judgment, nor good

professional practices (such as certification programs and accreditation programs,

standardized protocols, proficiency testing, and codes of ethics) can substitute for

actual evidence of foundational validity and reliability. The frequency with which

a particular pattern or set of features will be observed in different samples, which

is an essential element in drawing conclusions, is not a matter of “judgment.” It

is an empirical matter for which only empirical evidence is relevant. Similarly,
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an expert’s expression of confidence based on personal professional experience or

expressions of consensus among practitioners about the accuracy of their field is

no substitute for error rates estimated from relevant studies. For forensic feature-

comparison methods, establishing foundational validity based on empirical evi-

dence is thus a sine qua non. Nothing can substitute for it.” (p. 6) The overarching

goal of the present study was to establish a causal relationship between exam-

iner opinion and basic science. PCAST considered validation studies within the

feature-comparison disciplines to be black-box studies. Black-box studies are those

in which examiners express conclusions about questioned and known samples in

order to establish the proficiency of the examiner though analysis of error rates.

White-box studies on the other hand are designed to shed light on factors that con-

tribute to the examiners’ conclusions. While white-box studies are prevalent in the

latent print literature [19, 20], the present study is one of just a few white-box stud-

ies from within the questioned document discipline designed to identify factors

contributing to examiners’ conclusions.

3.5

Conclusions

The present study aimed to establish the scientific validity of expert writership

opinions and the two-stage approach using methods derived from research on

handwriting motor control. Multiple regression models of feature dissimilarities

and their population distributions were used to predict writership opinions by

forensic document examiners. The observed correlation coefficients for the same-

writer and different-writers propositions suggest strong associations between FDE

opinions and kinematic feature dissimilarities. Temporal features (stroke duration

and velocity) contributed more to the predictive value of the kinematic models,
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followed by pen pressure and spatial features (vertical and horizontal stroke am-

plitude, slant, loop surface, and trace length). Further examination revealed that

the two-stage models (based on feature dissimilarities and distribution functions)

produced, on average, 15.25% greater predictive value than single-stage models

(based only on feature dissimilarities). These findings support the scientific va-

lidity of FDE writership determinations and under-score the importance of the

two-stage process for evidence interpretation.
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CHAPTER 4

Regression Modeling for the Comparison of the Euclidean Distance Score and the

Wasserstein Distance Score

The following paper by Fuglsby et al. [8] has been rewritten to reflect the current

notational conventions. Fuglsby et al. does not include the survey of FDEs and

instead introduces the use of regression models to compare the scores of an opaque

system (FLASH ID®, using the Euclidean distance scoring method on the VOS

output) and a transparent system (MovAlyzeR®, using the WDS method.) The

appendix of this publication is included to incorporate the model development.

My main contributions to this paper were the FLASH ID® VOS calculations and

graphical design.
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Elucidating the relationships between two automated handwriting feature

quantification systems for multiple pairwise comparisons

Abstract

Recent advances in complex automated handwriting identification systems have

led to a lack of understandability of these systems’ computational processes and

features by the forensic handwriting examiners that they are designed to support.

To mitigate this issue, this research studied the relationship between two systems:

FLASH ID®, an automated handwriting/black box system that uses measurements

extracted from a static image of handwriting, and MovAlyzeR®, a system that cap-

tures kinematic features from pen strokes. For this study, 33 writers each wrote 60

phrases from the London Letter using cursive writing and handprinting, which led

to thousands of sample pairs for analysis. The dissimilarities between pairs of sam-

ples were calculated using two score functions (one for each system). The observed

results indicate that dissimilarity scores based on kinematic spatial-geometric pen

stroke features (e.g., amplitude and slant) have a statistically significant relation-

ship with dissimilarity scores obtained using static, graph-based features used by

the FLASH ID® system. Similar relationships were observed for temporal features

(e.g., duration and velocity) but not pen pressure, and for both handprinting and

cursive samples. These results strongly imply that both the current implemen-

tation of FLASH ID® and MovAlyzeR® rely on similar features sets when mea-

suring differences in pairs of handwritten samples. These results suggest that

studies of biometric discrimination using MovAlyzeR®, specifically those based

Rewritten for notational clarity from the Journal of Forensic Sciences, 57, C. Fuglsby, C. Saun-
ders, D. M. Ommen, J. Buscaglia, and M. P. Caligiuri, Elucidating the relationships between two
automated handwriting feature quantification systems for multiple pairwise comparisons, pages
642-650,
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on the spatial-geometric feature set, support the validity of biometric matching

algorithms based on FLASH ID® output.

4.1

Introduction

In forensic science, examiner-based black box studies “evaluat[e] the examiners’

accuracy and consensus in making decisions, rather than attempting to determine

or dictate how those decisions are made.” [1] More broadly, an examiner-based

black box study is “an empirical study that assesses a subjective method by hav-

ing examiners analyze samples and render opinions about the origin or similarity

of samples” ([2]; p. 48). Typically, the examiner is viewed as a black box, and

the aim of the research is to measure the degree to which the output or response

from the black box examiner conforms with ground truth. Conversely, white box

studies “are detailed assessments of the bases of examiners’ decisions, focused not

just on the end decisions but the features and attributes used by the examiners

in rendering conclusions” [3]. Although the concepts of black box and white box

methods of examiner testing in forensic science have become well-known in re-

cent years, black box and white box methods have their roots in computer systems

testing. With advances in automated feature recognition systems for forensic sci-

ence applications, the forensic focus on black box methods should include both

machine-based decision systems and human examiners, with increasing emphasis

on interpretable artificial intelligence.

Approaches to automated handwriting identification and verification have been

developed since the mid-1980s [4]. Several systems have emerged over the years

including CEDAR-FOX [5], Forensic Information System for Handwriting (FISH),

WANDA [6], and FLASH ID® (Sciometrics, LLC). FLASH ID® is an automated
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handwriting feature extraction program designed for closed-set identification of

writers [7]. FLASH ID® relies on complex algorithms using graph theory to skele-

tonize and segment handwriting from a scanned document into graphemes (or

subgraphs) having nodes and edges. Each grapheme is assigned an “isomorphism

class” based on the connectivity structure and a “shape class” based on a set of

rules centered on each grapheme’s geometry. Each grapheme also has a feature

vector of physical measurements within the geometric-spatial domain. Similar to

FLASH ID®, other automated systems segment handwriting into smaller pieces in

order to extract meaningful measurements from a larger handwriting sample. The

responses produced by FLASH ID® involve multiple decisions for segmenting and

classifying features based on graphemes, but the precise methods of doing so are

not disclosed to the system’s users. In this sense, FLASH ID® may be considered

a black box evaluative system because the transfer function between input and

output response is not transparent.

In contrast, MovAlyzeR® (Neuroscript, LLC) is a program that records and ana-

lyzes dynamic pen movements. MovAlyzeR® cap-tures the digitized writing sam-

ple and then segments the writing sample into individual strokes based on change

in stroke direction; it encodes the on-line pen strokes to generate spatial-geometric

and temporal metrics (i.e., kinematics) and pen pressure to characterize the hand-

written features. The on-line decoding of pen strokes and reduction of feature

metrics by the MovAlyzeR® system is fully transparent to the user and, as such,

we considered it to be a white-box evaluative system. The process of disentangling

the inner workings of an automated black box system may not be trivial and, in

some cases, the user may only have access to the input objects and their outputs

but not complete access to the black box system. Using the inputs, a white box sys-

tem can deconstruct each object and gain a broader/deeper understanding of the

closed black box system. These details may be used to model the black box system
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and determine if the features measured are significant in predicting the outputs of

the black box system. The black box and white box systems chosen for modeling

are FLASH ID® and MovAlyzeR®, respectively. The first goal of this study is to use

MovAlyzeR® to elucidate the informative characteristics of a black box automated

handwriting feature recognition system used in forensic handwriting comparisons

(i.e., FLASH ID®). The second goal is to determine the strength of associations (if

any) of feature differences between the two systems for handprinting and cursive

styles of handwriting across different features. Finally, the third goal is to pro-

vide empirical support for the validity of the two automated handwriting feature

analysis systems used.

To accomplish the first study goal, both systems are deployed on the same

handwriting sample pairs, and feature dissimilarity scores are calculated and used

to evaluate the relationship between these two systems. Specifically, we are inter-

ested in determining whether feature differences between two samples of hand-

writing obtained from a black box automated system are associated with feature

differences obtained from a white box automated system.

The second goal is to determine the strength of these associations (if any) for

handprinting and cursive styles of handwriting across multiple feature sets. Based

on preliminary power studies (see the Appendix) and some knowledge about each

system’s capabilities, we formed four expectations. First, knowing that FLASH

ID® uses a static image, we expect to observe a relationship between FLASH ID®

dissimilarity scores and the scores for static spatial-geometric MovAlyzeR® fea-

tures. Second, as FLASH ID® does not accept dynamic pen features as input, we

did not expect to observe a relationship between FLASH ID® dissimilarity scores

and scores for the dynamic temporal MovAlyzeR® features. Third, because FLASH

ID® uses static images, we did not expect to observe a relationship between FLASH

ID® dissimilarity scores and scores for the dynamic pen pressure features from
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MovAlyzeR®. Fourth, we expected these relationships to hold for both writing

styles (i.e., cursive writing vs. handprinting).

There is evidence that both MovAlyzeR® and FLASH ID® are considered valid

instruments when applied to their designed purpose. Regarding MovAlyzeR®,

support comes from controlled validation studies designed to assess the accuracy

of spatial-geometric and temporal kinematic features and pen pressure in distin-

guishing genuine from simulated signatures [8,9], measuring signature complex-

ity [10] and for distinguishing handwriting samples from two unknown writers

[11]. Several studies summarized in Miller et al. [7] support the validity of several

versions of FLASH ID®. Walch and colleagues [12] reported performance rates

from two experiments of FLASH ID® deployed in a pairwise comparison of topo-

logical and geometric classes extracted from handwritten samples. They found

100% correct classification from 194 test documents (100 writers) in the first ex-

periment and 100% correct classification from 590 test documents (300 writers) in

the second. Another study by Walch et al. [13] used grapheme-based shape codes

processed from 200 test documents to test the performance of FLASH ID®. They

reported 99.5% accuracy in correctly identifying same-source documents. These

studies motivated the third goal of this study, namely, to provide further empirical

support for the validity of MovAlyzeR® and FLASH ID® as measures of hand-

writing feature and pattern analysis systems. A fundamental principle in scientific

measurement validation is that one of the instruments under study exhibits per-

formance characteristics that are consistent with the expected response pattern of

the behavior being measured [14]. The third aim extends this principle to foren-

sic measurement validation, as recommended in the PCAST Report ([2]; p. 14) as

applied to handwriting feature and pattern analysis systems.
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4.2

Methods

4.2.1

Study participants and handwriting sample collection

The study recruited 33 volunteer writers from the San Diego Sheriff’s Crime Lab-

oratory; each subject was asked to write six phrases from the London Letter [15]

and to repeat each phrase five times using both handprinting and cursive writ-

ing styles (for a total of 60 writing samples per subject). Handwriting data from

these subjects were used in two prior studies aimed at further understanding the

decision-making process of forensic document examiners [16,17]. Subjects were

asked to write the handwriting sample phrases with an inking pen on lined pa-

pers placed on top of a Wacom (Intuos Pro, model PTH-660) digitizing tablet. The

stimulus phrase was shown on the top of each page, and repetitions were writ-

ten vertically, five per page. A total of 1980 separate handwriting samples were

collected on both paper (for processing in FLASH ID®) and digital forms (for pro-

cessing in MovAlyzeR®) from 33 writers. The 60 handwritten samples from each

subject collected on paper were scanned to digital format and underwent feature

extraction via FLASH ID®, whereas the 60 digital samples collected on the Wacom

tablet underwent direct feature extraction via MovAlyzeR®. Then, for any given

stimulus phrase and style of writing, the comparison of the features between all

pairs of samples resulted in a large set of dissimilarity scores, as described later.
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4.2.2

FLASH ID® feature dissimilarity scores

For this study, we modified the scoring output (but not the feature extraction) of

FLASH ID®, as previously described in Fuglsby et al. [16]. The output of FLASH

ID® encodes all the graphemes in a document relative to a reference set of writ-

ers (in this case, 50 writers from the “FBI100” data set, described in Saunders et

al. [18]; the reference set is a term used in FLASH ID® to denote a list of possible

writers of interest for the original recommendation system). The graphemes used

for this encoding were derived from a base set of 50 different writers (in this case,

the remaining 50 writers from the “FBI100” data set). The FLASH ID® system uses

the idea of reward functions to construct an omnibus score for the correspond-

ing recommendation system. We use the idea of a reward function to construct

our Vector of Scores (VOS); that is, each grapheme receives a set of rewards based

on the recommender algorithm built by the reference set documents (one reward

per grapheme for each reference set writer). Although the specific mechanism for

assigning rewards is not revealed to the user, it is known that a larger reward

indicates a greater similarity of that grapheme to the reference writer’s samples

(M. Walch, D. Gantz, J. Miller, J. Buscaglia, personal communication, September

8-11, 2009). For each reference writer, these rewards are then summed over all the

graphemes in a document, resulting in an omnibus VOS (comparable with the vec-

tor of counts method in Gantz et al. [19], for which the rewards are split among

a reference set of writers) for each document. Calculating the Euclidean distance

between the two VOSs (one per writing sample in a pair) yielded the dissimilar-

ity score between the pair of writing samples. Larger Euclidean distance scores

between two VOSs reflect larger feature dissimilarities. This was repeated for all

possible sample pairs within a given phrase (from the London letter) and writ-
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ing style. With 33 writers and five repeats for each of six phrases, this procedure

yielded dissimilarity scores for 81,180 possible pairs for each writing style. The

structure of this class of score functions leaves much to be desired in terms of how

to interpret and explain the resulting dissimilarity.

To the best of our knowledge, the 33 writers who participated in this study are

not part of the “FBI100” data set, given that they were collected approximately

15 years apart in different collections. However, as part of our ethical obligation to

protect the privacy of study subjects, we could not cross-compare identity between

the two groups.

4.2.3

MovAlyzeR® kinematic feature dissimilarity scores

Handwriting samples were automatically segmented into upstrokes and down-

strokes using MovAlyzeR®. Pen stroke segmentation points were determined based

on the zero-axis crossing of the vertical velocity curve over time. The zero velocity

points along the curve reflect a momentary absence of vertical pen movement just

prior to a direction change. The segmentation criterion is a user-defined property

that was applied to all samples consistently. Several spatial-geometric, temporal,

and pressure features were then automatically extracted from each upward and

downward pen stroke. The set of spatial-geometric features included vertical and

horizontal stroke amplitude, slant, loop surface, and trace length. The set of tem-

poral features included stroke duration, peak velocity, and average velocity. Pen

pressure was treated as a third feature set with only a single feature: the average

pen pressure during the stroke.

These features characterize handwriting movement in multiple dimensions.

The multidimensional kinematic features were transformed into a single score rep-

resenting the dissimilarity between two handwriting samples, as in Ommen et al.
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[17]. First, using the kinematic features for all upstrokes in a pair of handwrit-

ing samples, a dissimilarity score is constructed by determining the direction of

maximum separation by applying linear discriminant analysis (LDA). The LDA

method uses this direction to classify each upstroke to either the first or second

sample in the pair by providing an estimated posterior probability of belonging

to the first sample. For handwriting pairs produced by two different writers, ev-

ery upstroke from the first sample should have posterior probabilities near one,

and all upstrokes from the second sample should have posterior probabilities near

zero. For sample pairs produced by the same writer, both samples should have

posterior probabilities anywhere between zero and one (depending on the range

of natural within-writer variation). Then, the integrated squared error difference

of the two quantile functions for estimated posterior probabilities of upstrokes be-

tween the pair of handwriting samples is computed. This calculation is a measure

of the dissimilarity between two quantile functions and is known as the Wasser-

stein distance score (WDS) [20,21]. The WDS values range from zero to one, where

values near zero indicate more overlap in the posterior probabilities for the two

samples, and values near one indicate less overlap. The level of dissimilarity be-

tween the measured features of each pairwise comparison is therefore determined

by the corresponding WDS value. An analogous set of steps are repeated to obtain

kinematic dissimilarity scores for the downstrokes.

4.2.4

Regression models of pairwise comparisons

A total of 1980 separate handwriting samples were collected on both paper and in

digital forms from 33 writers. Hard copy samples were digitally scanned at 600

pixels per inch (ppi). The MovAlyzeR® feature dissimilarity scores for each pair

were used to model the FLASH ID® feature dissimilarity score as follows. Separate
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simple linear regression models were run for each kinematic feature set (spatial-

geometric, temporal, and pressure), for stroke direction (upstrokes and down-

strokes), for each writing style (handprinting and cursive), and for six phrases for

a total of 72 regression models (3 × 2 × 2 × 6 = 72). We established that the large

number of potential co-dependences across multi-writer input samples can inflate

the Type I error (see Appendix). To minimize the threat stemming from multiple

comparisons involving the same writer, we developed a robust statistical approach

that takes the comparison/ dependence structure into account.

We assume that the collections of writing samples (with one collection per

writer) are independent and identically distributed random elements; in effect, we

have a simple random sample of writers, and from each writer, we have observed

one collection of writing samples. For each of the writing samples, we have mea-

sured two sets of features: one corresponding to the FLASH ID® VOS dissimilarity

score and a second set of features extracted from the MovAlyzeR® system. We fur-

ther reduced the features from the MovAlyzeR® system into six sets of subfeatures:

spatial-geometric, temporal, and pen pressure feature sets for both upstrokes and

downstrokes.

For each of these seven sets of measurements (one FLASH ID® score and six

kinematic feature scores), we developed a pairwise dissimilarity score to repre-

sent a document-level comparison. Following Ommen et al. [17], the pairwise

dissimilarity is computed using a modification of the WDS (see the Appendix for

further details). The goal was to create six different regression models to assess

the marginal relationship between the MovAlyzeR® features and the FLASH ID®

features, where the WDS for one of the six kinematic feature sets is used as the ex-

planatory variable and the FLASH ID® dissimilarity score is used as the response

variable. However, this became difficult because the observations (i.e., document-

level dissimilarity scores) are not independent, although the assumption of inde-
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pendence is required to perform regression.

When the original set of samples are assumed to be a simple random sample

(as in this case), the act of performing pairwise comparisons to produce a score

introduces a dependence structure that must be accounted for before any statis-

tical tests can be performed at the desired nominal level. If the full dependency

structure (i.e., covariance matrix) is known up to a constant, then the generalized

least-squares (GLS) approach can be used. Unfortunately, in this setting, there are

three distinct terms that are needed before we can perform a GLS-based analy-

sis. We do have the advantage of being able to solve out for the eigenvectors, but

not the eigenvalues, of the pairwise dissimilarity scores covariance matrix. These

issues are explored in greater detail in Appendix.

To address the issue of independence, the regression approach was modified.

A summary measure was obtained for each pair of writers by averaging their 25

between-writer document-level dissimilarity scores. This resulted in a reduction

of the 13,530 document-level dissimilarity scores for each phrase and style of writ-

ing to 528 writer-level dissimilarity scores. (See the Appendix for further details.)

We performed the modified regression analyses for each of the six phrases, hand-

printing and cursive separately, and only considered one of the kinematic feature

sets at a time. This resulted in a total of 72 tests and corresponding p-values.

4.3

Results

Scatterplots with regression lines-of-best fit are shown in Figure 4.1 for the phrase

“Our London business is good” for the set of upstrokes for cursive (top row) and

handprinting (bottom row) styles, respectively. The points on the scatterplots rep-

resent the average dissimilarity scores across all pairwise comparisons between
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a pair of writers. Each plot contains 528 averaged dissimilarity scores; for a de-

tailed description of these averaged dissimilarity scores, see Appendix. The red

regression lines are fit using the averaged pairwise scores, and the black line is the

average of the red lines in each plot. Each plot shows the relationships between

individual FLASH ID® VOS dissimilarity scores (y-axis) and MovAlyzeR® spatial-

geometric, temporal, and pressure feature dissimilarity scores (x-axis) for the set

of upstrokes for cursive (top row) and handprinting (bottom row) for all possible

pairs for this phrase. The more negative the kinematic feature dissimilarity score

(along the x-axis) is, the less dissimilarity there is in that feature between a given

pair of writers.

Inspection of the scatterplots reveals a strong positive relationship for spatial-

geometric feature dissimilarities between the two systems. Surprisingly, a modest

positive relationship between the FLASH ID® VOS dissimilarity score and tempo-

ral feature dissimilarity score from MovAlyzeR® was observed. Lower FLASH ID®

VOS dissimilarity scores were associated with lower kinematic spatial-geometric

and temporal feature-based dissimilarity scores for cursive samples, whereas only

spatial-geometric feature-based dissimilarity scores were significantly associated

with FLASH ID® VOS dissimilarity scores for handprinted samples. Similar plots

were obtained for downstrokes and for all phrases other than phrase 3.

Results from the regression models for average dissimilarity scores for the rela-

tionships between FLASH ID® VOS dissimilarity scores and MovAlyzeR® spatial-

geometric, temporal, and pen pressure feature dissimilarities across all pairs of

writers for cursive writing and handprinting are shown in Tables 4.1-4.3, respec-

tively. Results show that spatial-geometric dissimilarity scores were significant

(p-value < 0.05) in predicting FLASH ID® VOS dissimilarity scores for both hand-

printing and cursive sample pairs as well as upstrokes and downstrokes. The re-

lationships between temporal feature dissimilarity scores and FLASH ID® VOS
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dissimilarity scores were significant (p-value < 0.05) for cursive sample pairs only,

whereas the average pen pressure dissimilarity scores across samples between two

writers was not a significant factor (p-value > 0.05) in predicting FLASH ID® VOS

dissimilarity scores. With the exception of phrase 3, these patterns were consistent

across stroke direction and across the different phrases from the London Letter.

Phrase 3 differed from the other five phrases as it contains unfamiliar words such

as “Mr. Lloyd” and “Switzerland,” which may have contributed to greater dysflu-

encies and subsequently more variability in feature sets across writers as writers

self-checked spelling and punctuation of this phrase.
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Figure 4.1: Scatterplots with individual (red) and average (black) lines of best fit for cursive
(top row) and handprinting (bottom row) handwriting showing the relationship between
FLASH ID® dissimilarity score (y-axis) and the dissimilarity scores for spatial-geometric
(left), temporal (center), and pressure (right) features for upstrokes for the phrase “Our
London business is good.” The red regression lines are fit using the averaged pairwise
scores-one score per pair of writers, each line representing the 33 scores with one fixed
writer for a total of 33 red lines. The thick black line is the average of the red lines in each
plot.
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Downstrokes
Print Cursive

Phrase Slope Coefficient p-value Slope Coefficient p-value
1 0.259 0.001 0.204 0.003
2 0.315 <0.001 0.309 <0.001
3 0.306 <0.001 0.076 0.174
4 0.233 <0.001 0.212 <0.001
5 0.185 0.005 0.250 <0.001
6 0.263 <0.001 0.187 0.001

Upstrokes
Print Cursive

Phrase Slope Coefficient p-value Slope Coefficient p-value
1 0.197 0.043 0.155 0.016
2 0.315 0.001 0.283 <0.001
3 0.243 0.012 0.062 0.167
4 0.215 0.017 0.172 0.001
5 0.030 0.740 0.220 <0.001
6 0.250 0.001 0.180 <0.001

Table 4.1: Results from regression models predicting FLASH ID® dissimilarity scores
based on MovAlyzeR® spatial-geometric dissimilarity scores for cursive writing and hand-
printing sample pairs for upstrokes and downstrokes
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Downstrokes
Print Cursive

Phrase Slope Coefficient p-value Slope Coefficient p-value
1 0.051 0.528 0.106 0.232
2 0.094 0.373 0.197 0.043
3 0.020 0.857 −0.006 0.910
4 0.005 0.948 0.166 0.016
5 −0.063 0.464 0.277 0.002
6 0.138 0.174 0.176 0.023

Upstrokes
Print Cursive

Phrase Slope Coefficient p-value Slope Coefficient p-value
1 0.113 0.218 0.167 0.057
2 0.173 0.083 0.332 <0.001
3 0.084 0.482 0.039 0.449
4 0.032 0.762 0.179 0.004
5 −0.074 0.381 0.183 0.004
6 0.134 0.127 0.177 0.004

Table 4.2: Results from regression models predicting FLASH ID® dissimilarity scores
based on MovAlyzeR® temporal dissimilarity scores for cursive writing and handprint-
ing sample pairs for upstrokes and downstrokes
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Downstrokes
Print Cursive

Phrase Slope Coefficient p-value Slope Coefficient p-value
1 −0.032 0.666 −0.064 0.193
2 −0.034 0.645 −0.078 0.138
3 −0.053 0.508 −0.022 0.636
4 −0.053 0.498 −0.015 0.738
5 −0.041 0.631 −0.079 0.119
6 0.003 0.972 −0.078 0.133

Upstrokes
Print Cursive

Phrase Slope Coefficient p-value Slope Coefficient p-value
1 0.087 0.501 −0.062 0.270
2 −0.008 0.952 −0.016 0.813
3 0.092 0.568 0.032 0.530
4 −0.066 0.610 0.012 0.823
5 0.071 0.635 −0.011 0.835
6 0.017 0.897 −0.024 0.637

Table 4.3: Results from regression models predicting FLASH ID® dissimilarity scores
based on MovAlyzeR® pen pressure dissimilarity scores for cursive writing and hand-
printing sample pairs for upstrokes and downstrokes

4.4

Discussion

In the present study, we expected to observe three patterns. First, we expected that

we would observe a relationship between these instruments for spatial-geometric

features. We found that dissimilarity scores calculated from spatial-geometric stroke

kinematics were significantly associated with dissimilarity scores calculated from

an independent, automated feature recognition system in support of our hypothe-

sis. As expected, the relationships between FLASH ID® VOS and MovAlyzeR® dis-

similarity scores for spatial-geometric features were generally consistent, regard-

less of handwriting style. This finding implies that the spatial-geometric features

detected and used by the FLASH ID® algorithm in its feature quantification may
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be robust to writing style.

For our second expectation, we did not expect to observe a relationship be-

tween dissimilarity scores produced by FLASH ID® VOS and those produced by

kinematic analyses of temporal features. For handprinting, we did not find sta-

tistically significant relationships. However, contrary to this, we found significant

relationships in the temporal domain for cursive handwriting. This is likely due to

the well-established relationship between stroke velocity and stroke amplitude for

limb movement in general [22] and handwriting specifically [14]. FLASH ID® re-

lies upon complex algorithms to skeletonize and segment writing into graphemes,

classify these graphemes using the resulting nodes and edges, and calculate the

physical measurements exclusively within the spatial-geometric domain. Although

it is a black-box system, the static input (i.e., digital scan of a document) contains

no temporal components for the algorithms to utilize. Because two of the three pa-

rameters that make up the temporal feature set are velocity measures, it is possible

that the temporal features were correlated with at least one of the spatial-geometric

features driving the FLASH ID®-kinematic relationship. Thus, at least for cursive

handwriting, velocity and amplitude are probably not independent features.

For the third expectation, we did not expect to observe a relationship between

dissimilarity scores produced by FLASH ID® VOS and those associated with pen

pressure. This expectation holds as we did not find any statistically significant re-

lationships. As a static feature encoding system, FLASH ID® was not designed to

encode pressure features in handwriting. However, considering that pen pressure

often affects line thickness in the static handwriting sample, it is possible that pres-

sure variation could affect the skeletonization and attribution of some grapheme

structures in FLASH ID® (e.g., lower case “e” and “i”). Although line thickness

can also be impacted by writing instrument (e.g., ballpoint pen vs marker), in the

present study, all writers used the same writing instrument.
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The kinematic feature dissimilarity scores for upstrokes behaved similarly to

downstrokes with regard to their correlations with FLASH ID® VOS dissimilarity

scores. This observation is not surprising, given that some of the graphemes used

in the FLASH ID® system will contain both upstrokes and downstrokes. Further

research may disentangle a stroke-direction effect that this study did not capture.

There are strong correlations between the upstroke and downstroke dissimilarity

scores (for both spatial-geometric and temporal); thus, seeing the significant p-

values of these models with respect to the FLASH ID® VOS dissimilarity scores is

not surprising.

The third goal of the present study was to provide empirical support for the va-

lidity of two automated handwriting feature analysis systems, MovAlyzeR® and

FLASH ID®. Our results support both the construct and convergent validity of

MovAlyzeR® and FLASH ID® as instruments capable of detecting differences in

handwriting features between two samples written by different writers. The con-

struct itself is a “process or characteristic believed to account for individual or

group differences in behavior” ([23]; p. 1) where construct validity refers to how

well an instrument measures that behavior or characteristic [24,25]. Handwriting

consists of a series of individual pen movements or strokes, each characterized

by multiple features in the spatial-geometric, temporal, and pressure domains.

These characteristics form the construct used by examiners to understand variabil-

ity within and across writers. Based on the robust statistical relationships between

dissimilarity scores measured by our two instruments, especially in the spatial-

geometric domain, we may conclude that both instruments are valid as measures

of the construct that handwriting is a series of spatial-geometric parameters or pat-

terns.

Convergent validity reflects the relationship among different measures of the

same construct [23]. The present study demonstrated empirically that different
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measures of the same construct were statistically related. Dissimilarity scores de-

rived from two different approaches to measuring handwriting converged along

with some (but not all) features. Specifically, we observed convergence for spatial-

geometric features such as vertical and horizontal stroke amplitude, slant, and

trace length; however, such convergence was not observed for pen pressure. Where

present, convergent validity held for both handprinting and cursive writing styles.

Within a statistical framework, validity can be defined as the absence of both

random and systematic measurement error [14]. Although it is unreasonable to

expect the complete absence of random or unexplained error between two inde-

pendent measurement systems, minimizing systematic error is an attainable goal.

Results from the present study demonstrate that there is at least a linear relation-

ship between the FLASH ID® VOS dissimilarity scores and the previously noted

subsets of the kinematic dissimilarity scores. In the present study, individual re-

gression models for each of the kinematic feature scores were used, which ignores

any possible interactions between the kinematic features. In the future, a single

model that incorporates all the kinematic features could be developed using more

sophisticated statistical tools. However, before these methods can be applied, they

must be fully developed for pairwise comparison data [26].

Last, the guidance document published by the Presidents’ Council of Advi-

sors on Science and Technology [2] on ensuring scientific validity of forensic fea-

ture comparison methods recognizes a valid scientific instrument as one that “has

shown, based on empirical studies, to be reliable with levels of repeatability, repro-

ducibility, and accuracy that are appropriate to the intended application.” (p. 48).

The PCAST position on scientific validity is that if a measurement of a feature (or

in this case, feature-based dissimilarity scores) produced accurate results (based on

some accepted standard) and these results can be reproduced, then one can claim

that the measurement system is valid within the context of legal discourse. Results
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from the present study demonstrate the scientific validity that is accepted in legal

discourse for our intended application of both MovAlyzeR® and FLASH ID® as

biometric verification systems.

Computational algorithms used in proprietary automated forensic biometric

identification systems are considered black box systems and, therefore, pose a

challenge for proper discovery in the U.S. judicial system. To increase their trans-

parency and interpretability, many have called for the release of algorithm source

code, potentially infringing the intellectual property of the algorithm developers.

Our approach offers an alternative to the access to intellectual property while ad-

dressing the need for transparency and interpretability of such algorithms by de-

veloping techniques to characterize the performance of a black box algorithm in

terms of a transparent system.

The present research focused on two systems, and any extension of the re-

sults of this research to other systems is not warranted at this time. Further re-

search is needed to test whether the correlations observed in the present study

between a black box system designed for writer verification and an open hand-

writing kinematic feature analysis system generalize to other automated systems

such as CEDAR-FOX [5] or WANDA [6]. Such studies would strengthen the con-

struct and convergent validity of these and other automated handwriting feature

recognition systems.

In conclusion, the present study demonstrated that a white box system has the

potential to inform the user of, and to validate, a black box system. Using hand-

writing data, the results of the testing showed a significant relationship between

the FLASH ID® system and the spatial-geometric kinematic features measured by

MovAlyzeR®, robust to writing content and writing styles.
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Appendix

4.4.1

Data formatting and dissimilarity scores

For each phrase within each writing style, there are five documents from each

writer. For the purpose of comparing the ith and jth writers (for i = 1, 2, . . . , n− 1,

j = i + 1, . . . , n, and i ∕= j) under the given phrase and writing style conditions,

there are 25 unique ways to pair a document from the ith writer to a document

from the jth writer, excluding pairs where both documents come from the same

writer. For each of these document pairs, we computed seven dissimilarity scores:

1. Euclidean distance between FLASH ID® Vector-of-Scores (VOS);

2. Wasserstein distance between MovAlyzeR® spatial measurements on upstrokes;

3. Wasserstein distance between MovAlyzeR® spatial measurements on down-

strokes;

4. Wasserstein distance between MovAlyzeR® temporal measurements on up-

strokes;

5. Wasserstein distance between MovAlyzeR® temporal measurements on down-

strokes;

6. Wasserstein distance between MovAlyzeR® pressure measurements on up-

strokes;

7. Wasserstein distance between MovAlyzeR® pressure measurements on down-

strokes.
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Since the dissimilarity scores from the kinematics features (scores 2-7) were con-

strained to be between zero and one, we performed a logistic transform with a cor-

rection (adding 0.01 in the numerator of the fraction and subtracting from 1.01 in

the denominator) to avoid taking the log of zero. Then, for each type of dissimilar-

ity score, we took the average of all 25 of the resulting pairwise scores. This results

in seven average dissimilarity scores for each writer pair.

4.4.2

Regression models of pairwise comparisons

Let Yij denote the average FLASH ID® VOS dissimilarity score between the ith and

jth writers (for i = 1, 2, . . . , n − 1, j = i + 1, . . . , n, and i ∕= j); let xij denote the

average MovAlyzeR® dissimilarity score corresponding to one of six feature sets,

described above, between the ith and jth writers. Then consider the model:

Yij = β0 + β1xij + ai + aj + 󰂃ij

where the ais and 󰂃ijs are independent random variables with variance terms

σ2
a and σ2

󰂃 , respectively. The above linear model captures the natural dependencies

from pairwise comparisons, and we will use it as a simple approximate model for

analysis. Let

Y = [Y12 Y13 . . . Yn−1n]
t

X =
󰀃
1, [x12 x13 . . . xn−1n]

t󰀄
(4.1)

with 1 being a column vector of ones, P is a design matrix that has the form of:

P = [P12 P13 . . . Pn−1n]
t
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where each Pij row is a vector of zeroes of length n, that has ones in the i and j

indices of that row,

a = [a1 a2 . . . an]
t

󰂃 = [󰂃12 󰂃13 . . . 󰂃n−1n]
t ,

(4.2)

and

β = [β0 β1]
t

We can then rewrite the model in the corresponding matrix form

Y = Xβ +Pa+ 󰂃.

This model is closely related to the models proposed in Gantz and Saunders

(A1), O’Brien (A2), Armstrong et al. (A3), and Ausdemore et al. (A4). The models

are also related to the correlation structures used by Schuckers (A5). The afore-

mentioned authors’ models apply to Zij = Yij − β0 − β1xij , where the covariance

models in the aforementioned papers would apply to the Zij . Additionally, we

limit our focus to symmetric dissimilarity score (meaning the ordering of the pairs

does not affect the final score), which is not the case for Schuckers work. In the

context of the proposed model, we are interested in the following hypotheses:

H0: β1 = 0

H1: β1 ∕= 0

specifically, we are interested in testing H1 with a least squares-based approach.

If we were to use a simple least squares approach, it would ignore the correlation

structure, resulting in highly inflated type one error (see Figure 4.2 below for re-

sults from a basic simulation). In light of this concern, we have chosen to use
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a generalized least squares approach taking advantage of dependencies between

the Yijs. As noted in Gantz and Saunders (A1), the dependency structure (in terms

of the eigenvectors of the covariance matrix of the error terms is completely deter-

mined by the matrix PPt. Following Gantz and Saunders, we will consider three

subspace vectors of PPt; the first corresponds to a projection space that is propor-

tional to a vector of ones, the second is a projection onto a space spanned by the

eigenvectors of PPt that are orthogonal to the vector of ones, and the final space

corresponds to the Null-space of PPt. Note that the projections for these spaces

are completely determined by the known matrix PPt. (This is analogous to a gen-

eralized least squares approach, in each subspace, to regression modeling. See

Christensen (A6) or similar texts for details.) We will refer to the swecond set of

projections as the Writer-space and the corresponding set of estimates as the riter-

based estimates and p-values. The third space will be referred to as the Null-space

and the corresponding set of estimates as the Null-based estimates and p-values.

Figure 4.2: Simple least squares p-values for testing if β1 = 0
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4.4.3

Concerns about the Null-space estimation

Null distributions

To test the performance of the proposed linear models when there is no re-

lationship between the x covariates and the response Y , we performed a basic

Monte Carlo simulation. We considered a set of 33 independent and identically

distributed (i.i.d.) multivariate normal random vectors in fourth dimension Eu-

clidean space (R4) with a mean vector of zeroes and an identity co-variance matrix.

The simulated response variable, Yij , is the pairwise Euclidean distance between

the first two elements of the ith and jth normal vectors. The simulated covariate,

xij , is the pairwise Euclidean distance between the third and fourth elements of the

ith and jth normal vectors. Then, we performed the simple least squares regression

in addition to regression in both the Writer- and Null-spaces, as described above, to

obtain the corresponding regression estimates and p-values. Since each element of

these four-dimensional vectors are uncorrelated, i.e., simulated using an identity

covariance matrix, then β1 = 0 for this simulation. We repeated this process 10,000

times (for a total of 10,000 Monte Carlo simulations), recorded the p-value for each

iteration of the simulation, and summarized the distribution of the p-values with

the corresponding empirical cumulative distribution function (ECDF). It is a well-

known fact that the distribution of p-values under the null hypothesis of β1 = 0

should be uniform. Therefore, we plotted the Uniform cumulative distribution

function (CDF) on the same plot for reference. If the p-values for our test are per-

forming reasonably, the ECDF of the p-values should overlay the uniform CDF.

From this simulation, the null distribution of p-values derived from the sim-

ple least squares approach behaved poorly, exhibiting strong departures from the

Uniform CDF (see Figure 4.2). In contrast, the null distribution of p-values based
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on the Writer-space estimates perform exactly as we would expect (see Figure 4.3).

Unfortunately, the null distribution of p-values in the Null-space seems to be con-

servative for lower ranges and liberal for the larger values (see Figure 4.4). This

result did not “washout” as we increased sample size. We expect that the approx-

imate distribution for the test statistic is related to the Chi-squared family and not

the more commonly encountered normal family. Due to our lack of understanding

of the null distribution for the p-values in the Null-space and the nice behavior of

the null distribution of p-values in the Writer-space, we chose to focus on results

from the Writer-space in this paper.

Figure 4.3: Writer-space p-values for testing if β1 = 0
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Figure 4.4: Null-space p-Values for testing if β1 = 0

Power

As before, to test the power of the proposed linear models when there is a

relationship between the covariates, x, and the response, Y , we performed a se-

quence of Monte Carlo simulations. However, for this simulation, we considered

a set of 33 i.i.d. multivariate normal random vectors in R4 with a mean vector

of zeroes and with a covariance matrix Σ. The diagonal elements of Σ are one

with the off-diagonal elements being equal to ρ. The simulated response vari-

able, Yij , is the pairwise Euclidean distance between the first two elements of

the ith and jth normal vectors. The simulated covariate, xij , is the pairwise Eu-

clidean distance between the third and fourth elements of the ith and jth nor-

mal vectors. Then, we performed the regression in the Writer-space, as described

above, to obtain the Writer-based regression estimates and p-values. Because each

element of these four-dimensional vectors is correlated, i.e., the off-diagonal el-

ements of Σ are non-zero, then β1 ∕= 0 for this simulation. We generated 1,000
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simulations, recorded the p-value for each iteration of the simulation, and summa-

rized the power at a significance level of 0.05. We performed the power studies for

ρ = {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} and the results are summarized in Table

4.4 below. As shown in Table 4.4, in this study, by the time ρ = 0.6, the test has

approximately 80% power. These results confirmed our decision to restrict testing

to the Writer-space only.

Rho Simulated Power
0.1 0.05
0.2 0.08
0.3 0.15
0.4 0.3
0.5 0.5
0.6 0.79
0.7 0.95
0.8 0.99
0.9 1

Table 4.4: Power study results
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CHAPTER 5

Regression Models for Comparing Metrics

This chapter contains the work completed on this research line since the publica-

tion of Fuglsby et al. [8]. Parts of the work in this chapter was presented at the

South Dakota State University Data Science Symposium in 2022 as a poster (see

Appendix 2), however is updated to reflect advancements on the mathematical

development. One such update is how the regression modeling of the Euclidean

distance scores behaves for different numbers of elements of a vector (EOV) that

make up the VOS. For larger EOV, this allows us to use the Null-space mentioned

in the Appendix of Fuglsby et al. [8] and Chapter 4, allowing us to treat the data

sets with a sample size of N =
󰀃
n
2

󰀄
instead of n, where n represents the number of

writers.

For the Monte Carlo simulations in [8] and in Chapter 4, we assumed there

were two EOV in the vector of scores (VOS) for each object. We increased the

number of EOV that make up the input VOS, and included a step-wise increase in

our simulations. As we increased the number of EOV that make up the VOS, the

Null-space p-value distribution (under the null hypothesis) converges to a Uniform

distribution. The distribution of the simulated Writer-space p-values showed no

change, as well as the distribution of the p-values for the simple linear regression

simulation.

Increasing the number of EOV in the VOS was also applied to the power study

in [8] and in Chapter 4. Under the alternate hypothesis that there is a relationship

between the scores of the two features being tested, the power study showed that

the Null-space will catch this relationship a large portion of the time, and the more
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EOV in the score, the quicker it gains power. The power in the Writer-space in-

creases at a slower rate, however it does gain power as the number of EOV in the

score increase. These results are summarized in Tables 5.1 - 5.3.

The next step after the discovery of increasing the intrinsic dimension is to gen-

eralize the process. The EOV used can be any subset of the intrinsic dimensionality.

5.1

Setting Up the Models

In this set of experiments, we have n potential sources. Let Oi denote the sample

from the ith source, for i = 1, 2, . . . , n. For each of the samples, suppose we have

a VOS for each feature in the output of a feature extraction system. To compare

the same feature in the ith and jth samples, take the Euclidean distance between

the corresponding VOS. Our goal is to measure the marginal relationship between

each of the feature Euclidean distances.

Let Oi, i = 1, . . . , n be a set of i.i.d. random elements in O. Let Y {m} : O×O → R

be a symmetric map such that m is the intrinsic dimension of Oi and Oj . Let x{q} :

O×O → R be a symmetric map such that q is the intrinsic dimension of Oi and Oj .

For writers i and j, 1 ≤ i < j ≤ n, define the following:

Y
{m}
ij = Y {m}(Oi, Oj) = Y {m}(Oj, Oi),

Y{m} = [Y
{m}
12 , Y

{m}
13 , . . . , Y

{m}
n−1n]

t,

x
{q}
ij = x{q}(Oi, Oj) = x{q}(Oj, Oi),

x{q} = (x
{q}
12 , x

{q}
13 , . . . , x

{q}
n−1n)

t,

X
{q}
ij = [1 x

{q}
ij ]t a 2× 1 column vector,

X{q} = [X
{q}
12 ,X

{q}
13 , . . . ,X

{q}
n−1n]

t = (1,
󰁫
x
{q}
12 x

{q}
13 . . . x

{q}
n−1n

󰁬t
).
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Let Y {m}
ij be a VOS for a given feature, and x

{q}
ij be a VOS for a different feature.

We want to use a least-squares based approach to test the Null hypothesis:

H0 : β
{m,q}
1 = 0

H1 : β
{m,q}
1 ∕= 0

A naive simple least squares model is

E(Y
{m}
ij |X{q}

ij ) = β
{m,q}
0 + β

{m,q}
1 x

{q}
ij , (5.1)

in matrix form:

E(Y{m}|X{q}) = X{q}β{m,q}. (5.2)

A simple least squares approach ignores the correlation structure of pairwise

comparisons in the data set, which leads to an inflated type 1 error for increasing

number of EOV in the response score (see Figure 5.1). To account for this, we

explore spectral decomposition of the pairwise score structure.
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Figure 5.1: Monte Carlo simulation results of simple least-squares regression performed
on sets of m-dimensional multivariate Normals.

Define a design matrix

P = [P12 P13 . . .Pn−1n]
t , (5.3)

where Pij is a vector of zeroes with ones in places i and j.

a{m,q} = [a
{m,q}
1 , a

{m,q}
2 , . . . , a{m,q}

n ]t

󰂃{m,q} = [󰂃
{m,q}
12 , 󰂃

{m,q}
13 , . . . , 󰂃

{m,q}
n−1n ]

t

β{m,q} =
󰁫
β
{m,q}
0 β

{m,q}
1

󰁬t
(5.4)
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Note that Cov(Y{m} −X{q}β{m,q}) = PPtσ2
a{m,q} + σ2

󰂃{m,q}I. A model that shares

the same first two moments is

Y{m} = X{q}β{m,q} +Pa{m,q} + 󰂃{m,q}, (5.5)

where a
{m,q}
i

i.i.d∼ N(0, σ2
a{m,q}), i = 1, . . . , n and 󰂃

{m,q}
ij

i.i.d∼ N(0, σ2
󰂃{m,q}), 1 ≤ i <

j ≤ n. Note that σa{m,q} and σ󰂃{m,q} are functions of β{m,q}. Using the design ma-

trix P, we can use a least squares approach that takes into account the pairwise

structure in our data set.

5.2

Dependency Structures and Error Terms

Instead of using a simple least squares approach, we use a generalized least squares

(GLS) approach taking advantage of dependencies between the Y
{m}
ij s. The depen-

dency structure (in terms of the eigenvectors of the covariance matrix) of the er-

ror terms is completely determined by the matrix PPt (see Appendix 1, rewritten

from Gantz and Saunders [10] to reflect current notational conventions.) Following

Gantz and Saunders, we will consider three subspace vectors of PPt:

1. A projection space proportional to a vector of ones.

2. A projection onto a space spanned by the eigenvectors of PPt, orthogonal to

the vector of ones. Referred to as the Writer-space and any corresponding

estimates as Writer-based.

a. Define this set of eigenvectors to be EW.

3. The Null-space of PPt. Corresponding estimates are referred to as Null-based

estimates and p-values.
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a. Define this set of eigenvectors to be EN.

The projections for these spaces are completely determined by the known ma-

trix PPt. (Analogous to a GLS approach, in each subspace, to regression modeling.

See Christensen [4] or similar texts for details.) Assuming the linear model used is

true, the eigenvalues of the three distinct spaces are difficult to estimate.

Using the eigenvectors of each space, we can fit regression models in each

space. Define the projection of scores into the Writer-space as

Y
{m}
W = Et

WY{m}

X
{q}
W = Et

WX{q},

(5.6)

and the projection of scores into the Null-space as

Y
{m}
N = Et

NY
{m}

X
{q}
N = Et

NX
{q}.

(5.7)

Then we can fit the regression models for the Writer- and Null-space.

EWY {m} = EWX{q} + 󰂃W

ENY
{m} = ENX

{q} + 󰂃N

(5.8)

5.3

Simulation Under the Null Hypothesis

Following O’Brien [13], a simulation study has been developed to test the distribu-

tions of the p-values when the number of EOV that go into the score increases. This
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is tested for the simple least-squares model and for models using the design ma-

trix P. As the intrinsic dimension of the EOV in the response score, m, increases,

Y
{m}
ij − β

{m,q}
0 X

{q}
ij appears to follow a multivariate Normal distribution, character-

ized by

Y
{m}
ij − β

{m,q}
0 X{q}

ij = a
{m,q}
i + a

{m,q}
j + 󰂃

{m,q}
ij , (5.9)

where a
{m,q}
i are i.i.d. Normal random variables with mean 0 and variance

σ
{m,q}
a , and 󰂃

{m,q}
ij are i.i.d. Normal random variables with mean 0 and variance

σ
{m,q}
󰂃 and where β

{m,q}
0 represents the true coefficient and not the intercept. If this

model holds under the null hypothesis, then the least squares fits in the Writer-

space and Null-space will be exact and the corresponding p-values should be Uni-

form.

The results of Algorithm 1 are shown in Figures 5.2 - 5.4. Figure 5.2 shows

the ECDFs of the p-values from the Writer-space. These ECDFs overlay a Uniform

CDF for every k. Since we are testing the null hypothesis, we feel comfortable

using the Writer-space for modeling the pairwise VOS scores. In Figures 5.3 and

5.4, the p-values from the Null-space converge approximately to a Uniform CDF
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as k increases.
Algorithm 1: Monte Carlo Algorithm for Testing the Null Hypothesis -

Increasing Features

for k in {4, 7, 12, 17, 27, 42, 52} do

for 10,000 times do
1. Generate 30 i.i.d. MVN(0, Ikxk) random variables in Rk.

2. x{1}
ij - the pairwise Euclidean distance between the first two EOV

of the ith and jth random variables.

3. Y {k}
ij - the pairwise Euclidean distance between the 3rd through kth

EOV of the ith and jth random variables.

4. Fit a simple least squares regression in the Writer-space:

Y
{k}
W = X

{1}
W β + 󰂃W.

5. Fit a simple least squares regression in the Null-space:

Y
{k}
N = X

{1}
N β + 󰂃N.

6. Record k and the resulting p-value for β̂1 from the Writer-space

regression model.

7. Record k and the resulting p-value for β̂1 from the Null-space

regression model.
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Figure 5.2: ECDFs of p-values in the Writer-space as k increases, resulting from Algorithm
1.
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Figure 5.3: ECDFs of p-values in the Null-
space as k increases, resulting from Algo-
rithm 1.

Figure 5.4: Close-up of the lower tail of
Null-space p-values CDF. Note the colors
red, orange, and green are furthest from the
Uniform CDF. These correspond to a lower
number of features, k that make up the re-
sponse score.

5.3.1

Power Study

Before we apply the modeling in the Writer-space and Null-space to the hand-

writing data set, we want to test the performance of the proposed linear models

when there is a relationship between the X{q} covariates and the response Y{m}

(β{m,q}
1 ∕= 0). Due to the nature of the Null-space p-values converging to a Uniform

CDF as the number of features in the response score increase, this power study will

consider both the Writer-space and the Null-space as the number of features in the
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response score increase (following O’Brien [13].) See Algorithm 2 for details.

Algorithm 2: Power Study

for k in {4, 7, 12, 17, 27, 42, 52} do

for ρ = {0, 0.1, . . . , 0.9} do

for 10,000 times do
1. Generate 30 i.i.d. MVN(0,Σk×k) random variables in Rk,

Σk×k = (1− ρ)Ik×k + ρ11t.

2. x{1}
ij - the pairwise Euclidean distance between the first two

EOV of the ith and jth random variables.

3. Y {k}
ij - the pairwise Euclidean distance between the 3rd

through kth EOV of the ith and jth random variables.

4. Fit a simple least squares regression in the Writer-space:

Y
{k}
W = X

{1}
W β + 󰂃W.

5. Fit a simple least squares regression in the Null-space:

Y
{k}
N = X

{1}
N β + 󰂃N.

6. Record k and the resulting p-value for β̂1 from the

Writer-space regression model.

7. Record k and the resulting p-value for β̂1 from the Null-space

regression model.

For each feature set k and value of ρ, the power was calculated at a significance

level of 0.05. Results of the power study in the Writer-space are in Tables 5.1, 5.2,

and 5.3. These results indicate that under the alternative hypothesis, the Writer-

space does not have much power for a few number of EOV contributing to the

score except for larger values of ρ (i.e. a stronger relationship exists between the

two features being compared). The Writer-space does gain power as the number

of EOV increase, however it is again for larger values of ρ. The Null-space con-

tains more power, even for a few number of EOV contributing to the score and for
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smaller values of ρ.

Rho Writer-Space Power Null-Space Power
0.0 0.049 0.047
0.1 0.057 0.129
0.2 0.104 0.421
0.3 0.213 0.767
0.4 0.415 0.939
0.5 0.661 0.992
0.6 0.849 0.999
0.7 0.969 1.000
0.8 0.998 1.000
0.9 1.000 1.000

Table 5.1: Power Study results for 5 EOV in the response score.

Rho Writer-Space Power Null-Space Power
0.0 0.051 0.048
0.1 0.070 0.244
0.2 0.181 0.698
0.3 0.382 0.931
0.4 0.619 0.991
0.5 0.827 0.999
0.6 0.943 1.000
0.7 0.991 1.000
0.8 0.999 1.000
0.9 1.000 1.000

Table 5.2: Power Study results for 25 EOV in the response score.

Rho Writer-Space Power Null-Space Power
0.0 0.049 0.048
0.1 0.082 0.320
0.2 0.222 0.769
0.3 0.430 0.953
0.4 0.670 0.994
0.5 0.849 0.999
0.6 0.952 1.000
0.7 0.993 1.000
0.8 0.999 1.000
0.9 1.000 1.000

Table 5.3: Power Study results for 50 EOV in the response score.
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5.4

Application to Handwriting Samples

5.4.1

FLASH ID® Shape Codes

The work presented in this section was originally presented at the 2022 SDSU Data

Science Symposium1 as a poster. This further discusses the FLASH ID® system,

including another output that has not been previously mentioned.

The FLASH ID® system is considered a “black-box” writer identification system

due to the hidden set of algorithms that extract feature sets from a given handwrit-

ing sample. The FLASH ID® system segments the handwriting on the page using

these hidden algorithms, and since it is a language-independent system, the seg-

mentation is not based on the individual alpha-numeric characters. One of the

outputs is the shape code and provides the orientation of the segmented writing.

This orientation is a “ numeric encoding based on the compass direction between

the prime vertex and all other vertices.” (Quote from the FLASH ID® User Manual

[16].) The assignment of the vertices are hidden to the user, however the shape-

code encoding is known (see Figure 5.5). From the prime vertex, the next vertex

receives a number based on the compass direction in Figure 5.5. Figure 5.6 (from

the FLASH ID® User Manual [16].) contains examples of shape code encoding.

1https://openprairie.sdstate.edu/datascience_symposium/

https://openprairie.sdstate.edu/datascience_symposium/
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Figure 5.5: The orientation of the shape code encoding directions. A vertex going “north”
would be assigned the number “3”. (Image from the FLASH ID® User Manual [16].)

Figure 5.6: Example of three shape codes. The images show the order of the vertices
(as determined by the FLASH ID®) and the number below each image is the shape code
encoding. (Image from the FLASH ID® User Manual [16].)

For this experiment, we used a different set of data collected by West Virginia

University (WVU) on behalf of the FBI Laboratory via a convenience sample. The

subset of 30 writing samples used were selected based on their image quality. Each

writing sample had a different writer (n = 30); the writers were given suggested

writing prompts, their word choice was their own.

These writing samples were scanned in to FLASH ID® and the resulting shape

codes for the writing segments were recorded. Only four shape codes were found

in each writing sample, which will be the four we focus on. Due to the nature of

the data collection, we did not have access to other outputs of the FLASH ID® sys-

tem. The author uploaded pages of letters and numbers to the FLASH ID® system
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to parse out what the resulting four shape codes may look like. The four found

are shown in Figures 5.7 - 5.10. These images are provided by the FLASH ID®

system. Each image contains two letters, one with the FLASH ID® segmentation

and vertices, and one without to show the writing. Note that the vertices are not

labelled.

Figure 5.7: Shape code 013.
Figure 5.8: Shape code 113.

Figure 5.9: Shape code 123.
Figure 5.10: Shape code 0123.

The FLASH ID® system provides the VOS output, discussed in Chapter 2, for

each shape code as well. For a given shape code, the Euclidean distance was calcu-

lated on each pair of the 30 writing samples, resulting in 435 Euclidean distances

per shape code. Each shape code was then modeled against another shape code for

both the Writer-space and Null-space transformations. The results of these models

are found in Table 5.4.
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Response Explanatory Writer-space p-values Null-space p-values
123 013 0.031* < 0.001*
123 113 0.027* < 0.001*
123 0123 0.138 < 0.001*
013 113 0.019* < 0.001*
013 0123 0.030* < 0.001*
113 0123 <0.001* < 0.001*

Table 5.4: Results of modeling the FLASH ID Shape Code VOS Euclidean distance using
the Writer-space and Null-space transformations. The starred p-values are all less than
α = 0.05, indicating a rejection of the null hypothesis that β1 = 0.

Table 5.4 shows that the majority of shape code pairings in the Writer-space and

in the Null-space have significant p-values, indicating that the way the 30 writers

write these shape codes are related. Due to the limited number of shape codes, our

conclusions about the shape codes and the writing are also limited.

5.4.2

Handwriting Kinematics

The kinematics of handwriting refers to how a person uses the pen to write. The

speed at which they write, the velocity changing as they curve a stroke, the pres-

sure at which they push their pen down, and so on. Software, such as the MovAlyzeR®

software, is used to measure the various features of how someone writes. Due to

the type of measurements, the MovAlyzeR® software is considered a “white-box”

algorithm.

The data for the handwriting kinematics is previously discussed in Chapters 3

and 4. Thirty-three writers were asked to write on a piece of paper, placed on top

of a tablet with the MovAlyzeR® software installed, all using the same pen. They

were asked to write six phrases from the London letter, each repeated five times,

in their natural print and cursive style of handwriting, for a total of 60 lines.
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5.5

Wasserstein Distance Score Development

The Wasserstein distance score (WDS) development is shown in Ommen et al. [14]

and rewritten in Chapter 3. Here is a more in-depth development.

The WDS is a method developed by del Barrio et al. [3] that considers the

L2 distance between the quantile functions of two objects. Here we developed

it to consider the L2 distance between the posterior probabilities of two objects

from performing Linear Discriminant Analysis (LDA). This process produces a

univariate score between zero and one, with scores close to one implying little to

no overlap between the two quantiles (i.e. the two objects are more dissimilar.)

This score computes the L2-distance between a pair of quantiles, Q. In an anal-

ogous manner to del Barrio et al. [3] we define the L2 Wasserstein distance using

the following equation:

w(Oi, Oj) =

󰀕󰁝 1

0

(Qi(z)−Qj(z))
2 dx

󰀖1/2

. (5.10)
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Algorithm 3: Wasserstein Distance Score Development

for i in {1, 2, . . . , n− 1} do

for j in {j + 1, . . . , n} do
1. For the feature measurements of Oi and Oj from the MovAlyzeR®

software output, perform LDA using the proportions of

observations for each object as the prior.

2. Take the posterior classification probability of each object

belonging to the source (i.e. model class) of Oi. Each observation in

each object will be given a posterior classification probability.

3. Let Qi be the quantile of the posterior classification probabilities

of the observations from Oi belonging to the source of Oi.

4. Let Qj be the quantile of the posterior classification probabilities

of the observations from Oj belonging to the source of Oi.

5. Compute w(Oi, Oj) from Eq. 5.10 to produce the score.

5.5.1

Results

For each pair of writers, the kinematics of the lines of writing samples with the

same writing style and phrase were applied to the WDS process, producing one

score per pair of lines per pair of writers. For a given writing style and phrase, the

25 scores per pair of writers were then averaged to produce one score for each pair

of writers.

For a given phrase, writing style, stroke direction, and for each pair of MovAlyzeR®

features, the pairwise scores were then projected into the Writer-space (Equation

5.6) and into the Null-space (Equation 5.7), and then modeled following Equation

5.8 where Y is now the vector for one set of pairwise scores for a given MovAlyzeR®
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feature, and X is the vector for one set of pairwise scores for another MovAlyzeR®

feature. Note that the superscripts of m and q do not apply here as we are not

considering the intrinsic dimension of the handwritten objects.

There are a total of 24 writing categories composed of phrase, writing style,

and stroke direction (6 × 2 × 2). For downstrokes we considered seven features,

plus a score comprised of all features, resulting in
󰀃
8
2

󰀄
= 28 regression models.

For upstrokes, we considered nine features, plus a score comprised of all features,

resulting in
󰀃
10
2

󰀄
= 45 regression models. This resulted in a total of (12 ∗ 28) +

(12 ∗ 45) = 876 regression models. For ease of understanding, Table 5.5 displays

the proportion of p-values that are less than a chosen α-level of 0.05 for the 24

different writing categories. Under the null hypothesis that β1 = 0, or that there is

no relationship between two features, we would expect that this proportion would

be about 0.05.

While Table 5.5 shows valuable information about the p-values, it leaves out

information about the relationships between the pairs of features. The graphics in

Figure 6.2 in Appendix 2 displays tanglegrams of all 24 writing categories. These

plots compare a transformed p-value for a pair of MovAlyzeR® features from the

Writer-space to the Null-space. The transformed p-value, −2∗log(1−p-value) is in-

terpreted in nearly the same way as the p-value, except the range of the transforma-

tion is now (0,∞). Note that, for our chosen α-level of 0.05, −2∗ log(1−0.05) ≈ 0.1.
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Downstrokes
Print Cursive

Phrase Writer-Space Null-space Writer-Space Null-Space
1 0.32 0.46 0.39 0.43
2 0.36 0.54 0.29 0.54
3 0.39 0.54 0.54 0.50
4 0.32 0.47 0.46 0.54
5 0.36 0.50 0.29 0.50
6 0.39 0.54 0.39 0.43

Upstrokes
Print Cursive

Phrase Writer-Space Null-space Writer-Space Null-Space
1 0.27 0.49 0.24 0.42
2 0.31 0.51 0.36 0.36
3 0.31 0.53 0.60 0.64
4 0.24 0.35 0.44 0.49
5 0.42 0.40 0.33 0.53
6 0.56 0.44 0.42 0.51

Table 5.5: Proportion of the slope p-values < 0.05 from the regression models predict-
ing pairs of MovAlyzeR® feature WDS for cursive writing and handprinting sample pairs
for upstrokes and downstrokes in the Writer-space and Null-space. Note that the Down-
strokes have an n = 28 and the Upstrokes have an n = 45.

It is not clear, however, if the regression modeling using the WDS metric will

behave appropriately under the null and alternative hypotheses. Since the WDS

metric does not use a similar set of input vectors as Algorithms 1 and 2, there needs

to be a new Monte Carlo simulation developed that reflects the style of input the



114

MovAlyzeR® software provides.

Algorithm 4: Monte Carlo algorithm for testing the null hypothesis using

the WDS

for a subset n∗ from n writers do

for 1 ≤ i < j ≤ n∗ do
1. From the mclust library in R, use Mclust function to estimate

the mean and covariance parameters of the estimated mixture

models for the Object Oi from the ith writer.

2. From the mvtnorm library in R, use the rmvnorm function to

generate random observations from multivariate normal

distributions with the estimated mean and covariance parameters

from Step 1. The number of observations is based on 100 ×

proportion of observations Mclust assigned to each model. Call

this new set of generated data O∗
i .

3. Repeat Steps 1 and 2 for the Object Oj from the jth writer, creating

O∗
j .

4. Calculate the WDS between the simulated O∗
i and O∗

j for each

feature.

for all pairs of MovAlyzeR® features do
5. xij - the WDS between O∗

i and O∗
j for the first feature.

6. Yij - the WDS between O∗
i and O∗

j for the second feature.

7. Fit a simple least squares regression in the Writer space:

YW = XWβ + 󰂃W.

8. Fit a simple least squares regression in the Null space:

YN = XNβ + 󰂃N.

9. Record the resulting p-value for β̂1 from the Writer-space

regression model.

10. Record the resulting p-value for β̂1 from the Null-space

regression model.
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Algorithm 4 was ran for Cursive Phrase 1 Upstrokes. The results for this simu-

lation are shown in a tanglegram in Appendix 3. The interpretation of the tangle-

gram follows that of the Appendix 1 tanglegrams.
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CHAPTER 6

Discussion and Future Research

6.1

Discussion

Black-box systems such as AIS for handwriting samples often provide the user

with accurate information, however its decision-making process is typically un-

known to the user. Pairwise comparison metrics, often used for biometric verifica-

tion, introduce another level of complexity to be accounted for in the algorithms.

The metrics chosen should be adapted to the style of output the system generates

while also behaving properly under the null hypothesis. I have demonstrated how

to construct metrics based off the output of the system at hand.

The FLASH ID® VOS Euclidean distance score from Chapter 2 showed it is use-

ful for the development of a handwriting survey, and for the comparison to FDE

opinions. We displayed that, in general, FDEs note stronger support for the cor-

rect proposition for pairs of handwriting samples. This suggests that FDEs display

knowledge of how dissimilar two handwriting samples may be.

In Chapter 3, we showed the development and usefulness of the WDS from

MovAlyzeR®. We ran models to observe how the R2 values change when we

remove sets of features based on their general categorization (spatial-geometric,

temporal, and pressure) when predicting the strength of support from the survey

results of FDEs. These results provide some information on what category of fea-

tures do FDEs draw from.

Chapter 4 covers the comparison of the Euclidean distance score from the FLASH
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ID® VOS and the WDS from MovAlyzeR®. Regression models were fit using the

WDS from one of the three feature categories from MovAlyzeR®, spatial-geometric,

temporal, or pressure as the explanatory variable, and the FLASH ID® VOS Eu-

clidean distance scores as the response variable. Monte Carlo simulations were

developed to test these models, and when the behavior under the null hypothe-

sis (that there is no relationship between the FLASH ID® VOS Euclidean distance

scores and the MovAlyzeR® WDS) proved to not behave (i.e. the ECDF of the

p-values did not follow a Uniform CDF), then the work by Gantz and Saunders

[10] for pairwise metrics were implemented, but only in the Writer-space. This al-

lowed us to write another simulation to show that with their method, the p-values

behaves under the null hypothesis. Thus, we modeled the FLASH ID® VOS Eu-

clidean distance scores against the WDS of each of the MovAlyzeR® categories.

The results showed us that the spatial-geometric category was correlated with the

FLASH ID® VOS Euclidean distance scores for a majority of the phrase/stroke di-

rection/writing style combinations. The temporal category had a few correlations,

however the pressure category had zero.

Chapter 5 is a continuation of Chapter 4. The work by Gantz and Saunders

[10] for these pairwise distance metrics is extended to the Null-space by taking

into account the intrinsic dimension of the handwritten objects. This discovery led

to adjusting the simulations from Chapter 4 to account for the intrinsic dimension.

The higher the dimension, the more the ECDFs of the Null-space p-values converge

towards the Uniform CDF.

I have also discussed another application where I looked at the FLASH ID®

VOS scores for a different set of handwriting samples where I explored the shape

code output of FLASH ID®. I also explored modeling the WDS of pairs of MovAlyzeR®

features, and how to set up a simulation to spot relationships using the WDS.
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6.2

Future Research

There are many areas of this research line I would like to explore, including theo-

retical properties dependent on the score method in use, a variety of simulations,

algorithmic estimation for formal generalized least squares, and a number of ap-

plications unrelated to handwriting identification systems.

First, the finding from Section 5.3 concerning the Null-space suggests that there

is a normality assumption that is becoming more reasonable as the intrinsic dimen-

sion of the response score increases.

Conjecture 1. As the intrinsic dimension of the response score increases, the normality of

the least squares model becomes more reasonable.

The exact form of Conjecture 1 will depend on the the score function(s) used.

See Armstrong [2] (p. 94-104) for a summary of the kernels used and simulations

about the normality assumptions.

Here are the next set of simulations related to this research line that I would

like to implement.

1. Test how increasing the sample size, n, affects the p-values of the Writer-space

and Null-space when also increasing the number of features that go into the

score.

2. Repeat the simulations with the Writer-space and Null-space where the fea-

tures contributing to each score overlap:

a) Y
{k}
ij - the pairwise Euclidean distance between the 3rd through kth EOV

of the ith and jth random variables.
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b) x
{1}
ij - the pairwise Euclidean distance between the 1st through rth EOV

of the ith and jth random variables, with r increasing from 3 to k.

3. Repeat the simulations on both the Writer-space and Null-space while the

number of features that go into the predictor score, x, also increases.

4. Repeat the simulations on both the Writer-space and Null-space where a sin-

gle feature contributes to each score Yij = |O{1}
i −O

{1}
j |, xij = |O{2}

i −O
{2}
j |.

a) Yij - the pairwise absolute difference between the first element of the ith

and jth random variables.

b) xij - the pairwise absolute difference between the second element of the

ith and jth random variables.

5. Repeat the simulations where we model Y {k} using x{1}, then model x{1} us-

ing Y {k}.

I am also working on the algorithmic estimation for the formal generalized least

squares. The following algorithm iteratively estimates the eigenvalues of the co-

variance matrix using REML estimates analogous to Gantz and Saunders [10]. The

convergence criteria for this problem is still unknown and will be further explored

with a collaboration with Dr. Jung-Han Kimn and his high performance comput-

ing group at South Dakota State University.
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Algorithm 5: Iterative Estimation of Eigenvalues
Data: A set of response scores, Y, and a set of predictor scores, x.

Initialize β̂
(1)

= [β1
0 β

1
1 ]

t

Initialize k = 2

repeat

1. Calculate Y − β̂
(k−1)

X = Pa+ 󰂃

2. Calculate Cov(Y − β̂
(k−1)

X) = PPtσ2
a + σ2

󰂃IN×N

3. Define d
(k)
ij = Yij − β̂

(k−1)
xij , and the vector of d(k)ij s as d(k)

4. Estimate the variance of the ai terms σ̂2(k)
a = Et

Wd(k)

5. Estimate the variance of the error terms σ̂2(k)
󰂃 = Et

Nd
(k)

6. Estimate the covariance Ψ̂
(k)

= PPtσ̂
2(k)
a + σ̂

2(k)
󰂃 IN×N

7. Estimate β̂
(k)

= argmin
β

(Y − β̂
(k−1)

X)Ψ̂
(k)
(Y − β̂

(k−1)
X)

8. Set k = k + 1

until convergence criteria is met;

Finally, this research can be applied to many different black- and white-box al-

gorithms addressing different types of biometrics (and other uses beyond biomet-

rics). I am working on applying this to data concerning blockchain transactions.

The current methods employ different metrics that attempt to track trades between

sets of wallets (see Akcora et al. [1]). One such metric may employ knowing users’

accounts and wallets, thus knowing all of their transactions. Another metric may

only know the transactions that occur between wallets. The methods proposed in

this dissertation can be applied to these hypothetical metrics to measure the de-

gree of “connectedness”, or how well the second, less intrusive metric can predict

the more intrusive metric. This line of research grew from the workshops associ-

ated with an NSF grant on blockchain data analysis that I served as co-principle

investigator on1.

1National Science Foundation Grant No. 2139349 Graph Theoretical Methods for Blockchain

https://www.nsf.gov/awardsearch/showAward?AWD_ID=2139349&HistoricalAwards=false
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Data Analysis. Division of Mathematical Sciences. Algorithms for Threat Detection.
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APPENDIX 1

This Appendix is a rewrite of Gantz and Saunders [10] (p. 54-57), rewritten with

the language and notational conventions used throughout this dissertation and

included for clarity.

A Parametric Model for Comparing Pairs of Pairwise Scoring Methods:

Development of the Parametric Model:

Using the score development from Section 5.1, the parametric model from Equa-

tion 5.5 accounts for two scores between pairs of the same objects. For a single pair,

that model is

Yij = xij + ai + aj + 󰂃ij,

where Yij , xij , ai, 󰂃ij follow the definitions from Section 5.1, and the superscripts

representing the EOV were removed for brevity. We can rewrite this model to

follow Equation 5.5. The design matrix P from Equation 5.3 which has N =
󰀃
n
2

󰀄

rows and n columns, and is incorporated into the matrix form of the parametric

model.

Thus our model becomes

Y = βx+Pa+ 󰂃

where Y, β, 󰂃 and a are as defined in Section 5.1.

We are interested in the N ×N covariance matrix of Y,

Σ = σ2
eIN + σ2

aPPt.
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Note that Σ does not rely on the normality assumptions of the ais and the 󰂃ij .

The two matrices in Equation A.1, are an example where n = 6 and N = 15.

The left matrix represents the vector of Yijs, and the right matrix represents the

resulting P matrix. For example, the fourth line of P has ones in columns 1 and

5 for selecting objects 1 and 5. Each column has five ones because each object is

compared to the other five objects.

Y =

󰀵

󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀷

Y12

Y13

Y14

Y15

Y16

Y23

Y24

Y25

Y26

Y34

Y35

Y36

Y45

Y46

Y56

󰀶

󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀸

P =

󰀵

󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀷

1 1 0 0 0 0

1 0 1 0 0 0

1 0 0 1 0 0

1 0 0 0 1 0

1 0 0 0 0 1

0 1 1 0 0 0

0 1 0 1 0 0

0 1 0 0 1 0

0 1 0 0 0 1

0 0 1 1 0 0

0 0 1 0 1 0

0 0 1 0 0 1

0 0 0 1 1 0

0 0 0 1 0 1

0 0 0 0 1 1

󰀶

󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀸

(A.1)

Eigenstructure of Σ:

To find the eigenstructure of Σ, we can first focus on the eigenstructure of PPt. An

easier task is to compute the eigenstructure of PtP, which is shown in Equation

A.2.
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PtP =

󰀵

󰀹󰀹󰀹󰀹󰀹󰀹󰀹󰀷

n− 1 1 . . . 1

1 n− 1 . . . 1

...
... . . . ...

1 1 . . . n− 1

󰀶

󰀺󰀺󰀺󰀺󰀺󰀺󰀺󰀸

= (n− 2)In + 1n1
t
n

(A.2)

1n1
t
n has one eigenvalue of n with eigenvector of 1n/(1

t
n1n)

1/2 and n− 1 eigen-

values of zero with every eigenvector orthogonal to 1n. For PtP, there is one eigen-

value of 2(n− 1) and n− 1 eigenvalues of (n− 2). Note that the non-zero eigenval-

ues of PtP are the same as the non-zero eigenvalues of PPt. (See Roy, 1954.) This

leads to the following set of eigenvalues of PPt: one eigenvalue of 2(n − 1), n − 1

eigenvalues of (n− 2), and N − n eigenvalues of zero.

We can use this information to obtain the eigenvectors and eigenvalues of Σ =

σ2
eIN + σ2

aPPt,

1. 1 eigenvector (e1 = 1N/
√
N ) with eigenvalue λ1 = σ2

󰂃 + 2(n− 1)σ2
a

2. n− 1 eigenvectors (e2 to en) with eigenvalue λ2 = σ2
󰂃 + (n− 2)σ2

a

3. N − n eigenvectors (en+1 to eN ) with eigenvalue λ3 = σ2
󰂃

Since σ2
a and σ2

󰂃 are both greater than zero, implying each eigenvalue is greater

than zero, Σ has full rank. Also note that etv1N = 0 for all v > 1.

U-Process Development

There is a U-process structure involving β that will serve as a motivation to use the

sets of eigenvectors (the Writer-Space and Null-Space) separately.



125

The following U-process development is a generalization, and so the EOV sets

m and q will not be considered. A simplified version of the variables from Section

5.1 are considered.

For writers i and j, 1 ≤ i < j ≤ n, define the following:

Yij = Y (Oi, Oj) = Y (Oj, Oi),

Y = [Y12, Y13, . . . , Yn−1n]
t,

xij = x(Oi, Oj) = x(Oj, Oi),

x = (x12, x13, . . . , xn−1n)
t,

Xij = [1 xij]
t a 2× 1 column vector,

X = [X12,X13, . . . ,Xn−1n]
t = (1, [x12 x13 . . . xn−1n]

t).

We are interested in the behavior of β̂,

β̂ = argmin
β󰂃Rp×1

||Y −Xβ||2

= (XtX)−1XtY.

(A.3)

Define a U-process of β as

Un(β) =

󰀕
n

2

󰀖−1󰁛󰁛

1≤i<j≤n

(Yij − βXij)
2. (A.4)

Define the difference in the sum as

(Yij − βXij) = Dij(β), (A.5)
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D(β) =

󰀗
D12(β) D13(β) ... Dn−1n(β)

󰀘t
. (A.6)

Then the U-process can be written as

Un(β) =

󰀕
n

2

󰀖−1

Dt(β)D(β). (A.7)

The identity matrix IN×N can be rewritten in terms of an orthonormal set of

vectors in RN . For clarity, I will show the proof for the equality
󰁓N

v=1 eve
t
v = I for

use in Equation A.6.

Let E = {ev}Nv=1 be a set of orthonormal vectors in RN . Then
󰁓N

v=1 eve
t
v = I,

where I is the N ×N identity matrix. By definition of E, it is an orthonormal set of

vectors of size N and is a basis for RN . Let c be a vector in RN , we can write c as

c =
N󰁛

v=1

etvcev.

Consider

󰀣
N󰁛

v=1

eve
t
v

󰀤
c =

󰀣
N󰁛

v=1

eve
t
v

󰀤
N󰁛

v=1

etvcev

=

󰀣
N󰁛

v=1

eve
t
v

󰀤
N󰁛

v′=1

etv′cev′

=
N󰁛

v=1

N󰁛

v′=1

eve
t
ve

t
v′cev′

=
N󰁛

v=1

N󰁛

v′=1

etv′ceve
t
vev′

(A.8)

Where the final line of Equation A.8 is done by relocating the constant etv′c.
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Recall the definition of orthonormal vectors,

etvev′ =

󰀻
󰁁󰁁󰀿

󰁁󰁁󰀽

0 if v ∕= v′

1 if v = v′

Thus, the final line of Equation A.8 can be rewritten as

N󰁛

v=1

etv′cev = c.

Since
󰀓󰁓N

v=1 eve
t
v

󰀔
c = c, then

I =
N󰁛

v=1

eve
t
v

= e1e
t
1 +

n󰁛

v=2

eve
t
v +

N󰁛

v=n+1

eve
t
v

= E1E1
t + EWEt

W + ENE
t
N,

(A.9)

We can take advantage of the identity matrix equality within the U-process

from Equation A.7,

Un(β) =

󰀕
n

2

󰀖−1

Dt(β)D(β)

=

󰀕
n

2

󰀖−1 󰀃
Dt(β)

󰀅
E1E1

t + EWEt
W + ENE

t
N

󰀆
D(β)

󰀄

=

󰀕
n

2

󰀖−1

Dt(E1E1
t)D(β) +

󰀕
n

2

󰀖−1

Dt(β)EWEt
WD(β)

+

󰀕
n

2

󰀖−1

Dt(β)ENE
t
ND(β)

(A.10)

The first term in the final line of Equation A.10,
󰀃
n
2

󰀄−1
Dt(E1E1

t)D(β) repre-
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sents the first eigenvector. The second term,
󰀃
n
2

󰀄−1
Dt(β)EWEt

WD(β) represents the

Writer-space scores in the U-process. Finally, the the term,
󰀃
n
2

󰀄−1
Dt(β)ENE

t
ND(β)

represents the Null-space scores in the U-process. For further U-process develop-

ments, see Deborah Nolan [12].
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APPENDIX 2

The following plots are a visual representation of the relationships between pair-

wise features from regression modeling of the MovAlyzeR® WDS. The left side

of each plot represents the models fit in the Writer-space, and the right side of

each plot represents the models fit in the Null-space. The x-axes represent a trans-

formation of the p-values associated with β̂1 of −2 ∗ log(1 − p-value). Note that

−2 ∗ log(1 − 0.05) ≈ 0.1. The solid red line in each plot represents the ‘full’ score,

i.e. the WDS calculated with all of the other features pooled together.

For a majority of these plots, there appears to be a relationship between the

Full WDS and the Average Pen Pressure WDS for both the Writer-space and the

Null-space.
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APPENDIX 3

The following plot is a visual representation of the relationships between pairwise

features from regression modeling of the simulated MovAlyzeR® WDS. The left

side of each plot represents the models fit in the Writer-space, and the right side

of each plot represents the models fit in the Null-space. The x-axes represent a

transformation of the p-values associated with β̂1 of −2 ∗ log(1 − p-value). Note

that −2 ∗ log(1 − 0.05) ≈ 0.1. The solid red line in each plot represents the ‘full’

score, i.e. the WDS calculated with all of the other features pooled together.

One of the main takeaways is that the Full WDS still maintains a relationship

with the Average Pen Pressure WDS in both the Writer-space and Null-space.

Relationships found in the simulation tanglegram that are not found in the Ap-

pendix 2 tanglegrams, or vice versa, may be indicative that the naive assumption

that each feature follows a Normal distribution with sample mean and sample

variance may not be entirely correct.
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