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ẇ Reaction Rate

ϵ Turbulent Kinetic Energy Dissipation Rate

Q̂ Progress Rate

λ Heat Diffusion Coefficient

µk Species k

ν ′ Stoichiometric Coefficient

ν ′′ Stoichiometric Coefficient

νt Turbulent Viscosity



viii

ω Turbulent Dissipation Rate

ρ Density

τij Stress Tensor

Af Preexponential Constant

cv Heat Capacity

f Relaxation Function

h0
f,k Formation Enthalpy

Kf Forward Rate of Reaction

Kr Reverse Rate of Reaction

LLES LES Length Sclae

LRAS RANS Length Scale

pa 1 bar

QR Heat Source Term

t Time

Ta Activation Temperature

u Velocity

v2 Velocity Fluctuation Normal to Streamline

AFRL Air Force Research Lab

C Courant Number

CFD Computational Fluid Dynamics



ix

CFL Courant-Friedrichs-Lewy Condition

D Diffusion Coefficient

DES Detached Eddy Simulation

E Total Energy

h Enthalpy

k Turbulent Kinetic Energy

LES Large Eddy Simulation

Ma Mach Number

P Pressure

R Gas Constant

RKE Realizable k-ϵ

SA Spallart-Allmaras

SKE k-ϵ

SST k-ω SST

T Temperature

W Molecular Weight

Y Mass Fraction



x

LIST OF FIGURES

1 Comparison of the different basic makeups of propulsive techniques. (a)

shows a turbojet, (b) shows a ramjet, and (c) shows a scamjet. . . . . . . . . 2

2 Comparison of the specific impulse of different propulsive techniques vs

flight Mach number [6]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

3 Makeup of a scramjet. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

4 Mach 2 geometry with boundary conditions. . . . . . . . . . . . . . . . . . 15

5 Grids used for simulation. . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

6 Locations of velocity profile extractions. . . . . . . . . . . . . . . . . . . . 27

7 Normalized U velocity component for experimental data from [14] ◦, hyr-

bid LES-RANS simulation results from [14] , RANS simulation re-

sults from [14] , OpenFOAM RANS results , OpenFOAM hy-

brid , and OpenFOAM LES for initial validation simulations. . . 27

8 Normalized V velocity component for experimental data from [14] ◦, hyr-

bid LES-RANS simulation results from [14] , RANS simulation re-

sults from [14] , OpenFOAM RANS results , OpenFOAM hy-

brid , and OpenFOAM LES for initial validation simulations. . . 28

9 Comparison on initial chemical mechanisms for simulation of one-dimensional

diffusion flame. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

10 Comparison on initial chemical mechanisms for simulation of two dimen-

sional flame holder cavity. . . . . . . . . . . . . . . . . . . . . . . . . . . 31

11 Comparison of two-dimensional geometry vs three-dimensional geometry. . 32

12 Comparison of temperature contours for Baurle and GRI mechanisms using

three-dimensional simulations. . . . . . . . . . . . . . . . . . . . . . . . . 32

13 Normalized U velocity component at Mach 2 for experimental data ◦, son-

icFOAM and rhocentralFOAM . . . . . . . . . . . . . . . . . . 33



xi

14 Normalized V velocity component at Mach 2 for experimental data ◦, son-

icFOAM and rhocentralFOAM . . . . . . . . . . . . . . . . . . 34

15 Normalized U velocity component at Mach 3 for experimental data ◦, son-

icFOAM and rhocentralFOAM . . . . . . . . . . . . . . . . . . 35

16 Normalized U velocity component at Mach 2 for the partial geometry sim-

ulations. Experimental data ◦, k-ϵ , Realizable k-ϵ , k-ω SST

, and v2-f . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

17 Normalized V velocity component at Mach 2 for the partial geometry sim-

ulations. Experimental data ◦, k-ϵ , Realizable k-ϵ , k-ω SST

, and v2-f . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

18 Normalized U velocity component at Mach 3 for the partial geometry sim-

ulations. Experimental data ◦, k-ϵ , Realizable k-ϵ , k-ω SST

, and v2-f . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

19 Comparison of velocity contours between Star-CCM+ and OpenFOAM for

case with no fuel injection. . . . . . . . . . . . . . . . . . . . . . . . . . . 38

20 Normalized U component of velocity for experimental data ◦, hybrid from

[11] , RANS from [11] , Star-CCM+ k-ϵ , and OpenFOAM

k-ϵ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

21 Normalized V component of velocity for experimental data ◦, hybrid from

[11] , RANS from [11] , Star-CCM+ k-ϵ , and OpenFOAM

k-ϵ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

22 Normalized U component of velocity for experimental data ◦, hybrid from

[11] , RANS from [11] , Star-CCM+ Realizable k-ϵ , and

OpenFOAM Realizable k-ϵ . . . . . . . . . . . . . . . . . . . . . . . 40

23 Normalized V component of velocity for experimental data ◦, hybrid from

[11] , RANS from [11] , Star-CCM+ Realizable k-ϵ , and

OpenFOAM Realizable k-ϵ . . . . . . . . . . . . . . . . . . . . . . . 40



xii

24 Normalized U component of velocity for experimental data ◦, hybrid from

[11] , RANS from [11] , Star-CCM+ k-ω SST , and Open-

FOAM k-ω . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

25 Normalized V component of velocity for experimental data ◦, hybrid from

[11] , RANS from [11] , Star-CCM+ k-ω SST , and Open-

FOAM k-ω . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

26 Normalized U component of velocity for experimental data ◦, hybrid from

[11] , RANS from [11] , Star-CCM+ v2-f , and Open-

FOAM v2-f . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

27 Normalized V component of velocity for experimental data ◦, hybrid from

[11] , RANS from [11] , Star-CCM+ v2-f , and Open-

FOAM v2-f . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

28 Comparison of velocity contours between Star-CCM+ and OpenFOAM. . . 44

29 Normalized U component of velocity for experimental data ◦, Hybrid from

[11] , RANS from [11] , Star-CCM+ k-ϵ , and OpenFOAM

k-ϵ for case with injection. . . . . . . . . . . . . . . . . . . . . . . . 45

30 Normalized V component of velocity for experimental data ◦, Hybrid from

[11] , RANS from [11] , Star-CCM+ k-ϵ , and OpenFOAM

k-ϵ for case with injection. . . . . . . . . . . . . . . . . . . . . . . . 45

31 Normalized U component of velocity for experimental data ◦, Hybrid from

[11] , RANS from [11] , Star-CCM+ Realizable k-ϵ , and

OpenFOAM Realizable k-ϵ for case with injection. . . . . . . . . . . 46

32 Normalized V component of velocity for experimental data ◦, Hybrid from

[11] , RANS from [11] , Star-CCM+ Realizable k-ϵ , and

OpenFOAM Realizable k-ϵ for case with injection. . . . . . . . . . . 46



xiii

33 Normalized U component of velocity for experimental data ◦, Hybrid from

[11] , RANS from [11] , Star-CCM+ k-ω , and Open-

FOAM k-ω for case with injection. . . . . . . . . . . . . . . . . . . 47

34 Normalized V component of velocity for experimental data ◦, Hybrid from

[11] , RANS from [11] , Star-CCM+ k-ω , and Open-

FOAM k-ω for case with injection. . . . . . . . . . . . . . . . . . . 48

35 Normalized U component of velocity for experimental data ◦, Hybrid from

[11] , RANS from [11] , Star-CCM+ v2-f , and Open-

FOAM v2-f for case with injection. . . . . . . . . . . . . . . . . . . 48

36 Normalized V component of velocity for experimental data ◦, Hybrid from

[11] , RANS from [11] , Star-CCM+ v2-f , and Open-

FOAM v2-f for case with injection. . . . . . . . . . . . . . . . . . . 49

37 Normalized U component of velocity at Mach 2 for experimental data ◦,

k-ϵ , Realizable k-ϵ , k-ω SST , and v2-f . . . . . . . 52

38 Normalized V component of velocity at Mach 2 for experimental data ◦,

k-ϵ , Realizable k-ϵ , k-ω SST , and v2-f . . . . . . . 53

39 Fuel concentrations at Mach 2 for experimental data ◦, k-ϵ , Realiz-

able k-ϵ , k-ϵ SST , and v2-f . . . . . . . . . . . . . . . . . 54

40 Normalized U component of velocity at Mach 3 for experimental data ◦,

k-ϵ , Realizable k-ϵ , k-ω SST , and v2-f . . . . . . . 55

41 Fuel concentrations at Mach 3 for experimental data ◦, k-ϵ , Realiz-

able k-ϵ , k-ϵ SST , and v2-f . . . . . . . . . . . . . . . . . 56

42 Streamlines for non-reacting Mach 2 case. . . . . . . . . . . . . . . . . . . 57

43 Streamlines for non-reacting Mach 3 case. . . . . . . . . . . . . . . . . . . 58

44 Comparison of heat release for the four turbulence models using the Baurle

mechanism for Mach 2 simulations. . . . . . . . . . . . . . . . . . . . . . 59



xiv

45 Comparison of temperature for the four turbulence models using the Baurle

mechanism for Mach 2 simulations. . . . . . . . . . . . . . . . . . . . . . 60

46 Comparison of velocity magnitude for the four turbulence models using the

Baurle mechanism for Mach 2 simulations. . . . . . . . . . . . . . . . . . 60

47 U component velocity profiles using the Baurle mechanism for Mach 2

simulations. Experimental data from [10] ◦, Simulation results from [10]

, k-ϵ , Realizable k-ϵ , k-ω SST , v2-f . . . . . . 61

48 Fuel concentrations using Baurle Mechanism for Mach 2 simulations. Ex-

perimental data from [10] ◦, Simulation results from [10] , k-ϵ ,

Realizable k-ϵ , k-ω SST , v2-f . . . . . . . . . . . . . . . 62

49 Comparison of heat release for the four turbulence models using the Fuerby

mechanism for Mach 2 simulations. . . . . . . . . . . . . . . . . . . . . . 63

50 Comparison of temperature for the four turbulence models using the Fuerby

mechanism for Mach 2 simulations. . . . . . . . . . . . . . . . . . . . . . 64

51 Comparison of velocity magnitude for the four turbulence models using the

Fuerby mechanism for Mach 2 simulations. . . . . . . . . . . . . . . . . . 65

52 U component velocity profiles using the Fuerby mechanism for Mach 2

simulations. Experimental data from [10] ◦, Simulation results from [10]

, k-ϵ , and v2-f . . . . . . . . . . . . . . . . . . . . . . . . 66

53 Fuel concentrations using the Fuerby mechanism for Mach 2 simulations.

Experimental data from [10] ◦, Simulation results from [10] , k-ϵ

, and v2-f . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67



xv

LIST OF TABLES

1 Chemical mechanisms used for initial validation. . . . . . . . . . . . . . . 29

2 Comparison of maximum temperature for different chemical mechanisms

used for simulation of diffusion flame and supersonic flame holder cavity. . 31

3 Comparison of run times for different chemical mechanisms used for sim-

ulation of diffusion flame and supersonic flame holder cavity. . . . . . . . . 32

4 Comparison of average error for normalized U component of velocity at

Mach 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5 Comparison of average error for normalized V component of velocity at

Mach 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

6 Comparison of average error for mixing data at Mach 2. . . . . . . . . . . . 53

7 Comparison of average error for normalized U component of velocity at

Mach 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

8 Comparison of average error for mixing data at Mach 3. . . . . . . . . . . . 56

9 Comparison of average error for normalized U component of velocity for

the Baurle mechanism at Mach 2. . . . . . . . . . . . . . . . . . . . . . . . 62

10 Comparison of average error for mixing data for the Baurle mechanism at

Mach 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

11 Comparison of average error for normalized U component of velocity for

the Fuerby mechanism at Mach 2. . . . . . . . . . . . . . . . . . . . . . . 66

12 Comparison of average error for mixing data for the Fuerby mechanism at

Mach 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67



xvi

ABSTRACT

ON THE SIMULATION OF SUPERSONIC FLAME HOLDER CAVITIES WITH

OPENFOAM

Zachary Chapman

2023

One of the next major advancements in the aerospace industry will be hypersonic

flight. However, to achieve hypersonic flight, propulsion systems capable of reaching

hypersonic speeds need to be developed. One of the more promising hypersonic

propulsion systems is the scramjet engine, however, several problems still need to be

explored before reliable scramjet engines can be produced, the biggest being keeping the

engine ignited. This has led to the use of flame holder cavities to create a region of

subsonic flow within the engine to allow combustion to occur. High experimental costs

make the use of computational fluid dynamic (CFD) simulations attractive to explore these

problems. Numerical simulation is effective but is plagued by high computational costs.

The question remains, how can we utilize CFD simulation to quickly develop scramjets?

To solve this, an OpenFOAM solver, known as rssFOAM was developed to simulate

supersonic combustion using finite-rate chemistry. RssFOAM is used for the simulation of

a supersonic flame holder cavity corresponding to a series of experiments from the Air

Force Research Laboratory (AFRL). The effect of the type of turbulence model, size of

the chemical mechanism, and geometry used for simulation are explored. These results

collected are intended to help with the transition between high-fidelity research-level

simulations and lower-fidelity design-level simulations. Results will be compared to

experimental data and prior simulation results from the AFRL. The results show that

RANS turbulence models are more than capable of these types of simulations and smaller

less detailed chemical mechanisms can be used. The results also show that the importance

of properly capturing the boundary layer does not allow for inlet geometries to be ignored.
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1 INTRODUCTION

One of the next major advancements in the aerospace industry is hypersonic flight.

Hypersonic flight is usually taken at five times the speed of sound or Mach 5. In order to

reach hypersonic flight, propulsion systems capable of reaching hypersonic speeds are

needed. When considering aircraft propulsion, typically, one would think of a turbojet

engine. These types of engines use turbomachinery to compress and expand air to create

thrust. However, these types of engines are not able to reach hypersonic speeds. Problems

with cooling the engine are one of the biggest problems that prevent turbojets from

reaching hypersonic speeds. The rotating machinery within the engine cannot withstand

the high temperatures that would be required to reach high speeds. Another form of

propulsion is a ramjet engine. This is a form of air-breathing engine which does not

require any rotating machinery to compress the air in the engine. In the ramjet engine, the

incoming air is compressed reducing the velocity of the air to subsonic speeds purely by

the geometry of the inlet of the engine. Fuel is then combusted and the heated air is

expanded out of the engine to produce thrust. A modification of the ramjet engine is the

supersonic ramjet engine or scramjet. Scramjets are also airbreathing engines that do not

require any rotating parts. Incoming air is still compressed due to the shape of the engine,

however, the difference from the ramjet engines is that the airflow remains supersonic

throughout the engine. Fuel is then combusted and the airflow is expanded out the exit of

the engine to create thrust. Figure 1 shows the basic makeup of a turbojet, ramjet, and

scramjet.

Scramjets are one of the more promising forms of hypersonic propulsion. Figure 2

shows the specific impulse of different propulsion techniques. In the subsonic to the lower

subsonic region of approximately Mach 2, turbojets are shown to have the highest specific

impulse. From the low supersonic range to the hypersonic range, the ramjet is shown to

have the highest specific impulse, however after the flight Mach number reaches
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Figure 1: Comparison of the different basic makeups of propulsive techniques. (a)
shows a turbojet, (b) shows a ramjet, and (c) shows a scamjet.

hypersonic speeds, the scramjet is shown to have the highest specific impulse. Also shown

in Figure 2 is the rocket. Rockets are capable of operating in all regimes of flight,

however, the impulse of the rocket is much lower than other propulsion techniques. The

scramjet is shown to be the most efficient at operating within the hypersonic flight regime

which demonstrates the interest in developing scramjets.

Several problems still need to be addressed before reliable scramjet engines can be

developed. These problems are further complicated by the high costs of experiments and

the complexity of numerical simulations. The biggest problem associated with scramjet

engines is keeping the flame ignited during flight. In order for fuel to combust, the fuel

must mix with air and ignite to combust. The time to combust fuel is further increased

when liquid fuels are used as the fuel needs to atomize before it can mix with air. As

discussed, the airflow through the scramjet engine remains supersonic which means the

residency time of air within the engine is extremely short. The residency time of air within

the engine is so short that the time the air is within the engine is shorter than the time it

takes for fuel to combust. There have been different methods proposed to keep the flame

ignited within the engine but the most common technique is the use of a flame holder
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Figure 2: Comparison of the specific impulse of different propulsive techniques vs
flight Mach number [6].

cavity. Figure 3 shows the flame holder cavity technique. This involves adding a cavity

within the combustion chamber section of the engine. The addition of the flame holder

cavity creates a region of subsonic flow within the combustor of the engine which allows

fuel and air to mix. This helps maintain combustion within the engine and anchors the

flame to the cavity.

Figure 3: Makeup of a scramjet.
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1.1 OVERVIEW

Computational fluid dynamics (CFD) is a tool used by engineers and scientists for

a wide array of applications. With the advancement of modern computational resources, a

wide variety of industries have now adopted the use of CFD. For instance, CFD has been

applied to study the flow through medical devices in the biomedical industry or the airflow

for cooling electrical components in the electronics industry. While CFD has been

adopted by a wide array of industries, its roots can be traced back to the aerospace

industry with one of the earlier applications being used to study the blunt-body problem

for intercontinental ballistic missiles and re-entry vehicles. The need for the use of CFD

comes as a result of the equations which govern fluid flows. These equations are a set of

non-linear partial differential equations (see 3.2) which have no analytical solution. This

leaves engineers and scientists with few options to study problems involving fluid flow

including simplified analytical solutions, experimentation, or numerical methods i.e. CFD.

Experiments investigating supersonic flame holder cavities are complicated and have high

costs so we will once again turn to CFD to study supersonic flame holder cavities.

This work will discuss the simulation of supersonic flame holder cavities.

Specifically, this work will discuss how engineers can simplify CFD simulations to

quickly develop scramjets while maintaining accuracy in their results. To do this a custom

OpenFOAM [34] solver (see 3.3) was developed for the simulation of combustion within

supersonic flame holder cavities. This solver not only be used for the simulation of flows

within supersonic flame holder cavities but can also be thought of as an experimental test

bed to determine how parameters, such as turbulence modeling, can impact the simulation

of supersonic flame holder cavities. The solver was continuously validated throughout the

research project through the comparison of experimental data and prior simulation results

provided by the Air Force Research Lab.

Initially, the use of OpenFOAM for the simulation of supersonic flame holder

cavities was verified through non-reacting simulations of flow within a supersonic flame
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holder cavity using simplified geometry simulated with a native OpenFOAM solver and

compared to experimental data. Additionally, the use of different types of turbulence

models was examined with the non-reacting simulations. The effects of grid size were

also examined with the non-reacting simulations. A comparison of a pressure-based vs

density-based compressible flow solver was also conducted to validate the use of a

pressure-based solver for the developed solver. Next, the use of using OpenFOAM to

study reacting flows was investigated by conducting simulations of a one-dimensional

diffusion flame. These simulations also began to compare different chemical mechanisms

used for simulation. Then, simulations of reacting flows within a supersonic flame holder

cavity were simulated with the custom OpenFOAM solver using a two-dimensional

geometry. These simulations were also conducted with different chemical mechanisms.

Next, the effects of flow within the width of the geometry were investigated by comparing

two and three-dimensional simulations of a flame holder cavity. The final initial validation

of the solver was done by comparing three-dimensional simulations of reacting flows in a

supersonic flame holder cavity.

The developed OpenFOAM solver was then compared to a commercial CFD

solver for a wide variety of Reynolds-Averaged Navier-Stokes (RANS) turbulence

models. The simulations were conducted on the same grid to maintain a fair comparison.

These investigations were compared to experimental data and simulation results from the

AFRL corresponding to an experiment of non-reacting flow at Mach 2. These simulations

not only continued to validate the use of the OpenFOAM solver but also verified that

turbulence models were working properly within OpenFOAM. Next, the non-reacting

results were extended to a case at Mach 3. The results of the different turbulence models

were compared to determine the best-performing turbulence models. Finally, reacting flow

simulations were conducted with the different turbulence models at both Mach 2 and

Mach 3 with different chemical mechanisms.
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1.2 ORGANIZATION OF THE WORK

The remainder of this report will be organized as follows. The following section

reviews relevant literature that discusses past research on supersonic flame holder cavities.

Next, the methodology is discussed. This included the problem definition, defining the

governing equations, a discussion of OpenFOAM and the developed solver, and

turbulence modeling. The results are then presented and interpreted following the

methodology. Results are given in the following order:

• Initial validation

• Partial and full geometry comparison

• Comparison of CFD solvers

• Mach 2 and 3 non-reacting results

• Mach 2 and 3 reacting results

The document then closes with a discussion of conclusions and potential future

work.

2 LITERATURE REVIEW

Due to their application for scramjets, there has been a significant amount of

research conducted on flame holder cavities. This section contains a review of relevant

literature.

Peterson et al. [10] performed simulations of a supersonic flame holder cavity

using the Improved Delayed Detached-Eddy Simulation model at both Mach 2 and Mach

3 corresponding to a sequence of experiments. The Mach 2 cases investigated the effects

of wall temperature and the turbulent Schmidt number as well as compared full-width and

partial-width geometries. Results show that varying the turbulent Schmidt number and
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wall temperature affected the temperature of the flow as well as the fuel mole fraction but

did not significantly affect the mean velocity profiles. The partial-width geometry was

found to be similar to the center of the full-width geometry however, the full-width

geometry did show varying spanwise streamwise velocities, temperature, and fuel mole

fraction. Both the Mach 2 and Mach 3 cases were found to compare reasonably well to the

experimental data however the fuel concentrations were found to be over-predicted.

Peterson et al. [12] performed simulations of non-reacting flow in a flame holder

cavity at Mach 2 corresponding to a series of experiments. Simulations were conducted

using US3D and CFD++. Hybrid RANS/LES and RANS turbulence models were used in

US3D while three different RANS turbulence models were used with CFD++. The hybrid

RANS/LES simulations were used to investigate the effect of wall temperature on the

flow. Negligible differences were found when comparing to velocity measure however the

bulk fluid temperature was found to vary which suggests the wall temperature could affect

reacting simulation results. The RANS turbulence models were compared to the hybrid

turbulence models and the two-equation turbulence models were shown to give

comparable results to the hybrid model but the results were found to be influenced by the

turbulent Schmidt number. Full-width and partial-width simulations were also compared

and showed small differences.

Peterson et al. [13] investigated the effect of using periodic boundary conditions

for a round supersonic combustion chamber using simulations. Geometries included full,

half, quarter, and eighth periodic geometries. Additionally, results were collected with

both the laminar chemistry and PaSR turbulence chemistry interaction model with two

different chemical mechanisms. The simulations of the full geometry found a helical

pressure oscillation which was not able to be captured with the partial geometry

simulations with periodic boundary conditions. The periodic boundary conditions also

affected the heat release rate. For the periodic boundaries, the pre-combustion shock train

traveled further downstream than the full geometry and the eighth periodic geometry
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showed the most difference. When the PaSR chemistry was used, the half and quarter

periodic geometries showed closer agreement with the full geometry.

Peterson et al. [14] performed non-reacting simulations of a supersonic flame

holder cavity using RANS and Hybrid RANS/LES turbulence models. Results were

compared to particle image velocimetry data from a series of experiments. The hybrid

RANS/LES model was found to have a better agreement with the experimental results

compared to the RANS turbulence model. The mixing with the RANS turbulence model

was found to be heavily impacted by the turbulent Schmidt number and the hybrid

RANS/LES model was found to have much more fuel present within the cavity. From

these results, it was theorized that the ignition of a particular case could be impacted

depending on which turbulence model is used. The hybrid RANS/LES results were also

used to investigate the mixing within the cavity in more detail by constructing probability

density functions of the fuel mole fraction. The mixing of the mean flowfield was

determined to be represented well however the mixing within the shear layer and near the

injector was not well represented.

Bornhoft et al. [2] performed RANS simulations of a transonic bump and a round

dual-mode ramjet combustor using 5 different CFD codes. The codes used were CFD++,

Kestrel, Loci, CHEM, US3D, and Vulcan. The simulations all used the Mentor Baseline

RANS turbulence model and a simple three-step mechanism for the combustion of

ethylene. All five codes were able to capture features of interest including the location of

the shock for the transonic bump and the presence of the pre-combustion shock train. The

results of the transonic bump case gave confidence in each code’s implementation of the

Mentor Baseline turbulence model. The location of the pre-combustion shock train and

the peak pressure were found to have very little spread when comparing the different

codes and the results show the simulations are more sensitive to the turbulence model used

rather than the code that is used.

Du et al. [40] performed CFD simulations on the effect of injector placement
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within a trapezoidal cavity at Mach 2. Simulations were conducted with the SST RANS

turbulence model. The fuel investigated was hydrogen. Configurations included injection

ports on the cavity ramp, injection ports on the cavity ramp and floor, injection ports on

the cavity ramp and back wall, and the fourth with injection ports at all three locations.

The results show that the arrangement of the fuel injectors varies the efficiency of the

mixing of fuel within the cavity. Results also show fuel injection from the back wall

creates a secondary mixing zone which could help improve the mixing within the cavity.

Moradi et al. [38] investigated the effect the shape of the cavity had on the mixing

within flame holder cavities at various Mach numbers using CFD simulations. Three

different geometries including a circular, rectangular, and trapezoidal-shaped cavity were

investigated. The simulations were conducted in two dimensions using the RANS SST

turbulence model. Hydrogen was injected through a port at the bottom of each cavity. The

results show the trapezoidal cavity provided the most stable combustion due to a large

recirculation zone. The results of varying freestream locations show that the ignition zone

tends to stay within the cavity and becomes more stable due to the hydrogen stream

becoming less dominant.

Kummitha et al. [33] looked to improve re-circulation within and around the

cavity using CFD simulations. The simulations used a RANS turbulence model with a

one-global step mechanism for combustion. Four different configurations were tested.

Fuel was injected upstream of the cavities in the simulations. The first configuration was a

trapezoidal cavity. The second configuration used a cavity with a wavy floor. The third

configuration used a secondary cavity located after a wavy cavity. The final configuration

was the same as the third with fuel injected into the secondary cavity as well as the initial

injection upstream of the first cavity. Simulations showed the wavy cavity increased the

re-circulation within the cavity. Results also found the additional injection into the

secondary cavity showed the best mixing and combustion efficiency.

Cao et al. [5] investigated combustion in a flame holder cavity numerically with
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comparisons to experimental data. Two injection schemes were compared with hybrid

RANS/LES turbulence modeling using a 3 step mechanism for the combustion of

ethylene. The first case involved fuel injected only upstream of the cavity while the second

case involved 75% of the fuel injected upstream and the remaining 25% was injected from

the cavity floor. In the first case, the fuel was stabilized by the shear layer but combustion

was found to be weak within the cavity and was primarily characterized as supersonic

premixed combustion with a large amount of heat release downstream of the cavity. In the

second case, the flame is stabilized within the cavity which showed higher combustion

efficiency, and combustion switches from diffusion to premixed above the cavity.

Li et al. [27] investigated a multi-stage fuel injection in a rocket-based combined

cycle scramjet engine using RANS turbulence modeling. Several cases of various Mach

numbers were investigated. At Mach 6, the specific impulse and combustion efficiency

was improved when the first stage was moved forward which was credited to the

deceleration of the flow within the isolator. Under Mach 7 inflow conditions, moving the

first stage forward was found to have the opposite effect due to the heat release of the

second stage which decelerated the flow in the combustor which resulted in a weaker

deceleration of effect on the first stage. Multiple-wall fuel injection was found to promote

the mixing of fuel and was found to provide more efficient combustion at higher Mach

numbers suggesting that single-wall fuel injection should be used with lower flight Mach

numbers while multi-wall fuel injection should be used at higher flight Mach numbers.

Qi et al. [50] performed simulations to investigate and determine more optimal

fuel injection parameters and injection angles of cold kerosene in a round supersonic

scramjet. A variety of injection angle configurations were investigated using a couple

level set & volume of fluid method. The simulations were used to determine penetration

height, the span of the expansion area, and the shock wave angle. The results show that

the penetration height, expansion area, and shock wave angle increase with increased

injection angles. As the injection angle increased, the kerosene was also found to be more
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prone to atomization.

Xiong et al. [49] simulated the effects of water content on scramjet engine

performance. The effects of water injection on the maximum fuel equivalency ratio were

also studied. It was concluded that the specific thrust of a scramjet engine could be

increased with the addition of water but the fuel impulse is decreased. It was also

concluded that the maximum fuel equivalency ratio and specific thrust increased with

water content at higher Mach numbers and decreased at lower Mach numbers.

Ruan et al. [28] assessed the ability of LES turbulence modeling to predict the

compressible flow of a multi-species reacting flow. Additionally, the characteristics of

reacting zones within a cavity-based scramjet were studied. LES turbulence modeling was

successful at modeling the flow. The combustion was found to largely take place in the

subsonic flow region in the mixing layer above the cavity. The combustion mostly

occurred within a range of residence times between 0.2 and 1.3 milliseconds.

3 METHOD AND APPROACH

This section contains a discussion of the methodology and approach taken. Items

that will be discussed include:

• Problem Definition

• Governing Equations

• OpenFOAM and rssFOAM

• Turbulence Modeling

3.1 PROBLEM DEFINITION

While there has been much research related to scramjets, there is still plenty of

work to be done to realize a reliable scramjet engine. One of the biggest problems
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plaguing the simulation of scramjet engines is related to the computational resources

required due to the Conservation of Species which adds additional equations based on the

number of reactions considered. This problem will become especially prevalent with

design-level simulations. The problem this work looks to answer is stated as follows:

How can computational fluid dynamics be leveraged to speed up the development of

scramjet engines while maintaining simulation accuracy?

For high-fidelity simulations used to conduct research, time is not as big of a factor

but as engineers look to develop scramjets, the simulation time becomes much more

important as engineers look to compare and optimize different designs. This work is

intended to help bridge the gap as engineers look to move from higher-fidelity

research-level simulations to lower-fidelity design-level simulations. Specifically, this

work will look into the following topics:

• Can OpenFOAM be reliably used to simulate scramjets?

• Can RANS turbulence models be used for these simulations or do more complicated

and computationally expensive turbulence models such as DES or even LES models

need to be used?

• Do large detailed chemical mechanisms which include many species and reactions

need to be used or can a smaller reduced mechanism be used?

• Can certain geometries be neglected or does the full geometry need to be

considered?

To go about answering these questions, a custom OpenFOAM solver was

developed. OpenFOAM was used due to its ability to run massively parallel simulations

as well as its ability to develop custom solvers. The solver was then validated by

comparing it to experimental data provided by the Air Force Research Lab (AFRL).
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Various turbulence models and chemical mechanisms are used for the simulations to see

the effect on accuracy and time.

3.2 GOVERNING EQUATIONS

The equations which govern these flows are the compressible reacting

Navier-Stokes equations. This includes the Conservation of Mass, shown by Equation 1,

Conservation of Momentum, shown by Equation 2, and Conservation of Energy, shown by

Equation 3. Because the flow is also reacting, the Conservation of Species, Equation 4,

must also be considered.

∂ρ

∂t
+

∂ρuj

∂xj

= 0 (1)

∂ρui

∂t
+

∂uiuj

∂xj

= −∂P

∂xi

+
∂τij
∂xj

(2)

∂ρE

∂t
+

∂ (ρE + P )uj

∂xj

+
∂τijui

∂xj

+
∂

∂xj

(
λ
∂T

∂xj

)
+

N∑
k=1

h0
f,kω̇k

− ∂

∂xj

(
N∑
k=1

hkYkρDk
∂Yk

∂xj

)
−QR

(3)

∂ρYk

∂t
+

∂ρYkuj

∂xj

=
∂

∂xj

(
ρDk

∂Yk

∂xj

)
+ ω̇k (4)

The equation of state is given by the Ideal Gas Law, Equation 5, and the stress

tensor and total energy are given by Equations 6 and 7 respectively.
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E = cvT +
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(7)

3.3 OPENFOAM

One of the significant difficulties with the simulation of supersonic combustion is

the large number of computational resources that are required. The open-source CFD code

OpenFOAM was selected to address this requirement due to its ability to perform large

parallel simulations. OpenFOAM has tools for both pre-processing and running

simulations. OpenFOAM is made up of several solvers, and the solver that is chosen is

based on the type of simulation that is desired. Solvers include both steady-state and

transient solvers as well as incompressible, compressible, multiphase, and reacting

solvers. Because OpenFOAM is open-source, users have access to the base code and

create and modify solvers to better fit their problem.

Unlike commercial CFD software, OpenFOAM does not contain a graphical user

interface (GUI). Instead, users interact with the CFD code through a series of directories

and dictionaries. Each OpenFOAM case contains a minimum of three directories. The 0

directory contains the initial conditions for the simulation. Each variable required for

simulation has a corresponding file or ”dictionary” where the user specifies the boundary

conditions. The constant directory Contains dictionaries related to the “constant” for the

simulation. This includes a turbulence modeling dictionary, where the turbulence

modeling is specified, as well as dictionaries to describe the chemical reactions for

simulation. Mesh data is also stored in the Constants directory once the mesh has been

generated. The Systems directory contains dictionaries related to running the simulation.

The blockMesh dictionary is where the user can specify the information to create the

mesh. The fvSchemes and fvSolution dictionaries specify the discretization schemes and

solution methods for the simulation. The contDict dictionary contains the parameters used

to run the simulation such as start and end time, time step, and the number of time steps to
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Figure 4: Mach 2 geometry with boundary conditions.

write. Users interact with each of these individual dictionaries to specify and run an

OpenFOAM simulation.

3.3.1 GEOMETRY AND MESH

The geometry simulated was a supersonic combustion chamber. The dimensions

of the combustion chamber were provided by the Air Force Research Lab. The geometry

includes a converging-diverging nozzle, an isolator, and the test section. Two different

nozzle geometries are used for simulation, one for Mach 2 cases and another for Mach 3

cases. Fuel is injected through 11 equally spaced fuel injectors on the cavity ramp

however, only a small width of the geometry including one fuel injector was simulated to

reduce the size of the mesh. The geometry of the combustion chamber with the Mach 2

nozzle is shown in Figure 4. The boundary conditions are also specified.

Meshing was done with OpenFOAM’s meshing tool blockMesh. BlockMesh

creates meshes by splitting the geometry into different blocks. The blocks are then broken

up into smaller cells to create the mesh. To create a mesh using blockMesh, a blockMesh

dictionary must be created. The first step of creating a blockMesh dictionary is to specify

the vertices that make up each block. The blocks can then be defined by specifying which
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vertices make up each block. The number of grid points in the X, Y, and Z directions are

also specified to create the grid or mesh. Additional refinement can also be specified when

creating the blocks by adding grading techniques. Next, curved edges can be defined in the

edges section. Curved edges are created with polyLines option by defining the vertices of

each edge and then defining the vertices which make up the curve. Finally, the boundaries

are specified by specifying the vertices which make up each boundary and defining the

type of boundary. The top and bottom of the geometry are defined as wall-type

boundaries, the inlet and outlet are specified as patch-type boundaries, and the front and

back are specified as cyclic-type boundaries. The cyclic-type boundaries allow the flow to

leave the simulation in such a way as if the geometry was translated next to the front or

back. The meshes used for the Mach 2 and Mach 3 cases are shown in Figures 5a and 5b.

(a) Mach 2 grid.

(b) Mach 3 grid.

Figure 5: Grids used for simulation.

To create the boundary for the fuel injector, the createPatch tool in OpenFOAM

was used. The use of the createPatch tool allows users to create new boundaries by

selecting cells that make up the new boundary and removing them from their old

boundary. This process first required a topoSet dictionary to be created. The topoSet

dictionary was used to select and remove the cells which make up the fuel injector on the
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cavity ramp. First, all the cells within a cylinder of the diameter of the injector were

selected to form a new cell set. The faces of the cells are then selected to form a new face

set. The faces of the cells on the cavity ramp are then used to form a second new face set.

The faces which make up the new boundary are then subtracted from the faces of the

cavity ramp to form a new face set containing only the faces which make up the injector

boundary. Next, the createPatch dictionary was created. Within the createPatch dictionary,

the new group of cells which make up the new boundary and the boundary type are

specified.

3.3.2 RSSFOAM

Because OpenFOAM is an open-source program that gives users access to the

code, users can create custom OpenFOAM solvers. A custom OpenFOAM solver was

developed for the simulation of supersonic combustion. The solver, known as reacting

supersonic FOAM (rssFOAM), is the solver that was developed. The solver combines two

of OpenFOAM’s native solvers, reactingFOAM and sonicFOAM, for the simulation of

supersonic combustion. ReactingFOAM is one of OpenFOAM’s native combustion

solvers and is capable of using different models to solve combustion flows. In this work,

the laminar model is used with finite rate chemistry. The information on the different

chemical species are specified in either a CHEMKIN format or in OpenFOAM’s format

through the reactions dictionary. Finite rate chemistry is further discussed in the following

section, 3.3.3. SonicFOAM is one of two commonly used OpenFOAM solvers for the

simulation of supersonic flow, the other being rhocentralFOAM. The difference between

the two is that sonicFOAM is a pressure-based code while rhocentralFOAM is a

density-based code. Results are given in Section 4.1.3 which show minimal differences

between rhocentralFOAM and sonicFOAM which justifies the use of sonicFOAM as the

solver for rssFOAM. RssFOAM also uses an adjustable run time which uses the

Courant-Friedrichs-Lewy (CFL) condition to adjust the time step to ensure the simulation
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will be stable. The CFL condition is discussed in Section 3.3.4.

3.3.3 FINITE RATE CHEMISTRY

For finite rate chemistry, consider a chemical system of N species reacting through

M reactions denoted as:
N∑
j=1

ν ′
kjµk ⇌

M∑
j=1

ν ′′
kjµk (8)

for j = 1,M where µk is a symbol for species k. ν ′
kj and ν ′′

kj are the stoichiometric

coefficients of species k for j reactions. The reaction term is defined as:
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Kfj and Krj are the forward and reverse rates of reaction and are modeled with the

empirical Arrhenius law. Properties are tabulated in a CHEMKIN format.
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krj is then calculated from the forward rates from the equilibrium constants. The source

term can then be calculated.
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3.3.4 COURANT-FRIEDRICHS-LEWY CONDITION

The Courant-Friedrichs-Lewy (CFL) condition, shown by Equation 13, is an

important stability condition in CFD. In Equation 13, C is the Courant number. The CFL

condition is dependent on the velocity, the time step, and the size of the cells that make up

the mesh. Due to the high velocities associated with supersonic flow and the small cell

size used in the mesh, a small time step needs to be taken for the simulation to remain

stable. RssFOAM takes advantage of an adjustable time step to ensure the simulation

remains stable. To do this, the Courant number is calculated for each cell and the time step

is adjusted such that the maximum time step remains below a thresh hold value specified

by the user.

C = u
∆t

∆x
≤ 1 (13)

3.4 TURBULENCE MODELING

Turbulence modeling is an important part of any CFD simulation. While the

Navier-Stokes equations can be simulated directly without turbulence models through the

use of direct numerical simulation, the grid size and time step required are much too

restrictive for the simulation of supersonic combustion with current computational

resources. This led to the use of a turbulence model to help resolve the simulation. There

are several different types of turbulence models. Reynolds averaged Navier-Stokes

turbulence models time-average terms in the Navier-Stokes equations to model turbulence

in the simulation. On the other hand, large eddy simulations (LES) simulate large-scale

turbulent structures directly while small turbulent structures are modeled. Detached eddy

simulation (DES) seeks to provide a bridge between LES and RANS simulations by using

a hybrid approach where large-scale turbulent structures are simulated with an LES

approach while areas near the wall are modeled with a RANS approach. The equations to

describe the turbulence models investigated in this work are discussed in the following
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sections.

3.4.1 REYNOLDS AVERAGED NAVIER-STOKES TURBULENCE MODELING

RANS turbulence modeling is one of the most commonly used turbulence

modelings and is the most commonly used approach for industrial applications. In RANS

turbulence models, all scales of turbulence are modeled. This results in a much less

computationally expensive simulation, therefore, leading to shorter simulation run times.

Several different RANS turbulence models have been developed. In this work, four

different RANS turbulence models are investigated for use in the simulation of supersonic

combustion in flame holder cavities. The four RANS turbulence models are the k-ϵ, k-ω

SST, realizable k-ϵ, and v2-f turbulence models.

The k-ϵ turbulence model is a two-equation turbulence model used for a wide

variety of problems. The two equations which are added are the turbulent kinetic energy

and the turbulent dissipation rate. The turbulent kinetic energy is given by Equation 14.

The turbulent dissipation rate is given by Equation 15. The turbulent viscosity is given by

Equation 16.

D

Dt
(ρk) = ∇ · (ρDk∇k) + P − ρϵ (14)

D

Dt
(ρϵ) = ∇ · (ρDϵ∇ϵ) +

C1ϵ

k

(
P + C3

2

3
k∇ · u

)
− C2ρ

ϵ2

k
(15)

νt = Cµ
k2

ϵ
(16)

The k-ω SST turbulence model is another RANS turbulence model that has been

reliably used for a wide variety of problems. It is an improvement over the standard

version of the k-ω model. The k-ω SST model is another two-equation model with the

turbulent kinetic energy defined as Equation 17 and the turbulent specific dissipation rate
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defined as Equation 18. The turbulent viscosity is defined by Equation 19.

D

Dt
(ρk) = ∇ · (ρDk∇k) + ρG− 2

3
ρk (∇ · u)− ρβ∗ (ωk) + Sk (17)
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3
ρβω (∇ · u)− ρβω2− ρ (F1 − 1)CDkω +Sω (18)

νt = a1
k

max (a1ω, b1F23S)
(19)

The Realizable k-ϵ model is a modification of the standard k-ϵ model. The

Realizable k-ϵ has been reliably applied to several problems including rotating

homogeneous shear flows, and boundary-free shear flows with mixing layers, among other

problems [45]. The model is still a two-equation turbulence model however the turbulent

kinetic energy is defined by Equation 20 and the turbulent dissipation rate is defined as

Equation 21. The turbulent viscosity is then defined as 22 with Cµ defined as Equation 23.

D

Dt
(ρk) = ∇ · (ρDk∇k) + ρG− 2

3
ρ (∇ · u) k − ρϵ+ Sk (20)

D

Dt
(ρϵ) = ∇ · (ρDϵ∇ϵ) + C1ρ|S|ϵ− C2ρ

ϵ2

k + (νϵ)0.5
+ Sϵ (21)

νt = Cµ
k2

ϵ
(22)

Cµ =
1

A0 + AsU
∗ k
ϵ

(23)

The v2-f turbulence model is a RANS turbulence model which has shown

improved results for problems such as jet impingement heat transfer [31], among other
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heat transfer problems [17]. The v2-f turbulence model has not been widely considered

for the simulation of supersonic cavities. The v2-f turbulence model is a four-equation

turbulence model with the turbulent kinetic energy and turbulent dissipation rate are

defined by Equations 24 and 25. The v2-f model also adds a relaxation function as shown

in Equation 26. The turbulent stress normal to the streamlines is defined by Equation 27

where alpha is defined as Equation 28.

D

Dt
(ρk) = ∇ · (ρDk∇k) + ρG− 2

3
ρ (∇ · u) k − ρϵ+ Sk (24)

D

Dt
(ρϵ) = −∇·(ρuϵ)+∇·(ρDϵ∇ϵ)+Cϵ1ρ

G

Ts

−2

3
Cϵ1+Cϵ3ρ (∇ · u) ϵ−Cϵ2

ρ

Ts

ϵ+Sϵ (25)

−∇2 · f = − f

L2
− 1

L2k
(α− C2G) (26)

D

Dt

(
ρv2
)
= ∇ ·

(
ρDk∇v2

)
+ ρmin (kf, C2G− α)−Nρ

ϵ

k
v2 + Sv2 (27)

α =
1

Ts

(
(C1 −N) v2 − 2

3
k (C1 − 1)

)
(28)

3.4.2 LARGE EDDY SIMULATION

Large eddy simulations directly simulate large-scale turbulent structures and

model small-scale turbulent structures with the use of a filter. The filter determines the

“scale” for which turbulent structures are resolved and which are directly simulated.

There are multiple LES turbulence models available in OpenFOAM. The k-equation LES
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turbulence model was selected for the LES turbulence model. The k-equation LES

turbulence model is defined by Equation 29. The filter width is defined by Equation 30.

D

Dt
(ρk) = ∇ · (ρDk∇k) + ρG− 2

3
ρk∇ · u− Ceρk

1.5

∆
+ Sk (29)

∆ = c (Vc)
1
3 (30)

3.4.3 DETACHED EDDY SIMULATION

Detached eddy simulations (DES) are sometimes also referred to as a hybrid

RANS-LES turbulence model. This is because DES turbulence models seek to provide a

compromise between less computationally expensive RANS turbulence models, where all

turbulent scales are modeled with the use of time averaging, and LES turbulence models

where large-scale turbulent structures are simulated directly. The DES model uses both

approaches with LES turbulence modeling in the free stream and RANS turbulence

modeling near walls.

There are several DES turbulence models. In this work, the Spalart-Allmaras

Delayed Detached Eddy (DDES) turbulence model was used. This is a modification of the

Spalart-Allmaras Detached Eddy Simulation which uses a different length scale. The

turbulence model is a one-equation model based on a modified turbulence viscosity and

uses the Spalart-Allmaras (SA) turbulence model for the RANS turbulence model. The

transport equation for the DDES is given by Equation 31. The length scale for the DDES

turbulence model is given by Equation 32. The RANS and LES length scales are given by

Equations 33 and 34 respectively. The DDES delay function is given by Equation 36

where the rd parameter is given by Equation 37.
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D

Dt
(ρν̃) = ∇ · (ρDν̃ ν̃) +

Cb2

σνt

ρ|∇ν̃|2 + Cb1ρS̃ν̃ (1− ft2)

−
(
Cω1fω − Cb1

κ2
ft2

)
ρ
ν̃2

d̃2
+ Sṽ

(31)

d̃ = max [LRAS − fd,max (LRAS − LLES, 0)] (32)

LRAS = y (33)

LLES = CDES∆ (34)

∆ = c (Vc)
1
3 (35)

fd = 1− tanh
[
(Cd1rd)

Cd2

]
(36)

rd = min

(
νeff

|∇u|κ2y2
, 10

)
(37)

4 RESULTS

The results of simulations of supersonic combustion in flame holder cavities will

be discussed in this section. The results will include:

• Initial Validation

– Supersonic flow in a combustor with sonicFOAM

– Initial validation of chemistry with reactingFOAM for four chemical

mechanisms
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– 2-D simulations of different chemical mechanisms using rssFOAM

– Comparison of 2-D and 3-D simulations

– Comparison of two different chemical mechanisms using 3-D simulations in

rssFOAM

– Comparison of compressible flow solvers in OpenFOAM

– Comparison partial geometry and full geometry results

• Comparison of non-reacting simulations between rssFOAM and Star-CCM+ for no

injection case

• Comparison of non-reacting simulations between rssFOAM and Star-CCM+ for

injection case

• Mach 2 non-reacting comparison of different RANS turbulence models with

rssFOAM

• Mach 3 non-reacting comparison of different RANS turbulence models with

rssFOAM

• Mach 2 reacting comparison of different RANS turbulence models with Baurle

mechanism

• Mach 2 reacting comparison of different RANS turbulence models with Fuerby

mechanism

• Mach 3 reacting comparison of different RANS turbulence models with Baurle

mechanism

• Mach 3 reacting comparison of different RANS turbulence models with Fuerby

mechanism
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The simulation results will primarily be compared to experimental results from the Air

Force Research Lab (AFRL) given in [10], [11], [12], and [14] corresponding to cases of

no injection of fuel, injection of fuel without combustion, and injection of fuel with

combustion at both Mach 2 and Mach 3. Additionally, results are compared to simulation

results conducted by the AFRL using the US3D CFD code.

4.1 INITIAL VALIDATION

To initially verify that OpenFOAM would be capable of providing accurate results

for the simulation of supersonic combustion in flame holder cavities, non-reacting

simulations of supersonic flow within the combustor were simulated with sonicFOAM.

Next, reactingFOAM was used to compare different chemical mechanisms of a

one-dimensional diffusion flame. RssFOAM was then used to compare the different

chemical mechanisms as well as the effect of two and three-dimensional simulations. The

different compressible flow solvers in OpenFOAM were then used to simulate supersonic

flow in the combustor to validate the use of sonicFOAM for the development of

rssFOAM. Finally, RANS simulations are used to demonstrate the effect of omitting the

nozzle in the geometry.

4.1.1 NON-REACTING

A non-reacting case with no fuel injection was simulated to initially validate the

use of OpenFOAM for the development of rssFOAM. SonicFOAM was used because the

case simulated had no fuel injection so chemistry did not need to be considered. Three

different types of turbulence models, the k-ϵ RANS, the Spalart-Allmaras DDES DES,

and the k Equation LES, were used for the initial simulations. The three simulations were

conducted on a grid with approximately 10 million cells. U and V components of velocity

were extracted at several locations within the cavity. The locations are shown in Figure 6.

The results were compared to experimental data and past simulation results from the
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Figure 6: Locations of velocity profile extractions.

Figure 7: Normalized U velocity component for experimental data from [14] ◦, hyrbid
LES-RANS simulation results from [14] , RANS simulation results from [14]

, OpenFOAM RANS results , OpenFOAM hybrid , and OpenFOAM
LES for initial validation simulations.

AFRL provided in [14]. The results for U and V components of velocity are shown in

Figures 7 and 8 respectively.

All of the turbulence models appear to show mostly good agreement for the U

component of velocity and at a minimum are able to capture the relative shape of the

profile throughout the cavity. The V component of velocity shows more differences

between the turbulence models. The RANS and LES turbulence models show much better

agreement with the experimental data than the DES results. The RANS turbulence model

shows the best agreement for both the U and V components of velocity and when

compared to results from [14], the results openFOAM outperform the prior RANS

simulation results and provide results similar to the hybrid RANS-LES turbulence model

results. It should be noted that the RANS turbulence results from [14] used the one
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Figure 8: Normalized V velocity component for experimental data from [14] ◦, hyrbid
LES-RANS simulation results from [14] , RANS simulation results from [14]

, OpenFOAM RANS results , OpenFOAM hybrid , and OpenFOAM
LES for initial validation simulations.

equation Spallart-Allmaras turbulence model. The LES case appears to provide slightly

worse results than the RANS results when comparing the U component of velocity. This is

further exaggerated when looking at the V component of velocity in Figure 8. The likely

explanation for this is due to the modeling of the boundary layer. Properly resolving the

boundary layer is much more important for LES turbulence models than RANS turbulence

models. The DES turbulence model does provide the worst agreement to the experimental

data which could also be due to the treatment of the boundary layer. The effect of

resolving the boundary layer appears to be an issue that affects the simulation of flow in

the supersonic combustor. The requirement of properly resolving the boundary layer and

the RANS results from Figures 7 and 8 suggest that RANS turbulence models are more

appropriate for obtaining accurate results faster.

4.1.2 REACTING

To initially validate the use of OpenFOAM for flows involving combustion,

simulations of a one-dimensional diffusion flame were conducted. Four different chemical

mechanisms of varying sizes were also compared to investigate the effects of the level of

detail of the chemical mechanism on the simulations. Table 1 lists the different chemical

mechanisms as well as defines the number of species and reactions considered for each

mechanism.

Figure 9 shows a comparison of the different mechanisms when simulating a
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Mechanism Species Reactions
Baurle [35] 7 3

Hai Wang Reduced [25] 22 109
GRI [20] 53 325

Wang Comprehensive [23] 52 367

Table 1: Chemical mechanisms used for initial validation.

one-dimensional diffusion flame. Please note that in this paper, all contour plots are scaled

to show minimum and maximum quantities so these values are clearly shown. For these

simulations, fuel flows from left to right and collides with air flowing from right to left,

both at 1 m/s. The contours for each of the different diffusion flames give similar results,

however, each chemical mechanism gives different maximum temperatures. For the

simulations of the diffusion flame, the Baurle mechanism gives the highest maximum

temperature which is about 250 K higher than the other chemical mechanisms.

After comparison with the diffusion flame, two-dimensional simulations were

conducted to compare the different chemical mechanisms. These simulations were

conducted on a two-dimensional grid with approximately 32,000 cells. Again, the

chemical mechanisms used for this study are the Baurle, Hai Wang reduced, GRI, and

Wang comprehensive mechanisms. The results are shown in Figure 10.

The Baurle and the GRI mechanism performed similarly to each other for the

two-dimensional simulations, however, the Baurle mechanism again gave a higher

maximum temperature of about 250 K. The Hai Wang reduced and the Wang

comprehensive mechanisms both showed differences in the temperature distribution and

were not chosen for further investigation. Table 2 summarizes the maximum temperature

for both the one-dimensional diffusion flame and two-dimensional simulation of the

supersonic cavity while Table 3 shows the run time for each of the chemical mechanisms

for both the one-dimensional diffusion flame and two-dimensional flame holder cavity.

As seen from the tables, the Baurle mechanism appears to be more appropriate for

the simulation of supersonic flame holder cavities. Table 3 demonstrates why the use of a
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(a) Baurle mechanism. (b) GRI mechanism.

(c) Comprehensive Wang mechanism. (d) Reduced Wang mechanism.

Figure 9: Comparison on initial chemical mechanisms for simulation of one-
dimensional diffusion flame.

smaller mechanism such as the Baurle mechanism is desirable. As the mechanism used

considers more species and reactions, the simulation run time quickly increases. For

instance, the GRI mechanism takes 53 times as long to run compared to the Baurle

mechanism. While the Baurle mechanism does provide higher maximum temperatures,

the similarities to the GRI mechanism give confidence the Baurle mechanism can be used

for simulation.

Figure 11 shows a comparison of reacting results of a two-dimensional versus a

three-dimensional simulation using the Baurle mechanism. In the case of two-dimensional

simulations, fuel is injected through a slot. In reality, fuel is injected through a round
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(a) Baurle mechanism. (b) GRI mechanism.

(c) Comprehensive Wang mechanism. (d) Reduced Wang mechanism.

Figure 10: Comparison on initial chemical mechanisms for simulation of two dimen-
sional flame holder cavity.

Mechanism Diffusion Flame [K] Supersonic Cavity [K]
Baurle 2123 2509

Hai Wang Reduced 1875 2075
GRI 1873 2266

Wang Comprehensive 1901 2204

Table 2: Comparison of maximum temperature for different chemical mechanisms
used for simulation of diffusion flame and supersonic flame holder cavity.

nozzle, however, it is not possible to model a round nozzle in two dimensions. In the

three-dimensional simulations, fuel is injected through a round nozzle that is imprinted on

the cavity ramp. Comparing the two figures, the temperature profiles are quite different. In

the two-dimensional simulations, the temperature is highest at the top of the cavity while

in the three-dimensional simulations, the temperature is much more uniform within the

cavity. These simulations demonstrate the importance of simulating with

three-dimensional geometry.

After comparing the different mechanisms with two-dimensional simulations, the

Baurle and GRI mechanisms were chosen to be simulated with three-dimensional

simulations based on the previous results. Figure 12 shows the time-averaged temperature
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Mechanism Diffusion Flame [s] Supersonic Cavity [s]
Baurle 146 1,136

Hai Wang Reduced 4,553 16,130
GRI 13,651 60,755

Wang Comprehensive 27,762 116,162

Table 3: Comparison of run times for different chemical mechanisms used for simu-
lation of diffusion flame and supersonic flame holder cavity.

(a) Slot jet. (b) Imprinted jet.

Figure 11: Comparison of two-dimensional geometry vs three-dimensional geometry.

contours for the Baurle and GRI mechanisms. The temperatures in the upper portion of

the combustor are higher than would be expected due to setting higher initial conditions to

get the fuel to ignite while leaving averaging on.

(a) Baurle. (b) GRI.

Figure 12: Comparison of temperature contours for Baurle and GRI mechanisms
using three-dimensional simulations.

As expected, the Baurle mechanism results in a higher maximum temperature

within the cavity. The Baurle mechanism provides a maximum temperature that is about

250 K higher than the GRI mechanism, which is consistent with previous results. This

again gives confidence in using the smaller chemical mechanism for simulation.
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4.1.3 COMPARISON OF COMPRESSIBLE SOLVERS IN OPENFOAM

OpenFOAM does contain multiple compressible flow solvers, so after the initial

verification of the developed solver, a comparison between two of the commonly used

compressible flow solvers were compared. The two commonly used solvers are

sonicFOAM, a pressure-based solver, and rhocentralFOAM, a density-based solver. The

comparison was done to check if a density-based solver would perform better than a

pressure-based solver. The results at Mach 2 are shown in Figures 13 for the U component

of velocity and 14 for the V component of velocity. The Mach 3 results are shown in

Figure 15. Negligible differences are found between the solvers for the simulation of the

supersonic cavity and both simulations give almost identical results with the lines lying on

top of each other. This demonstrates the use of a pressure-based solver is appropriate for

the developed solver.

Figure 13: Normalized U velocity component at Mach 2 for experimental data ◦,
sonicFOAM and rhocentralFOAM .

4.1.4 PARTIAL GEOMETRY RESULTS

From the initial non-reacting simulations using sonicFOAM, RANS turbulence

models appear to be more appropriate for the simulation of a supersonic flame holder

cavity. Once the base solvers of OpenFOAM and rssFOAM were initially tested, four
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Figure 14: Normalized V velocity component at Mach 2 for experimental data ◦,
sonicFOAM and rhocentralFOAM .

RANS turbulence models were selected to investigate the use of RANS turbulence

models. The turbulence models selected were the k-ϵ, Realizable k-ϵ, k-ω SST, and v2-f

turbulence models. Initially, the geometry was split into two separate geometries and

simulated separately. One simulation was the nozzle with inlet conditions set to match the

corresponding experiment. The outlet conditions of pressure, temperature, and velocity

were then mapped as the inlet boundary conditions of a simulation of the isolator and test

section. This was done to reduce simulation time by further reducing the size of the grid

used for simulation. Additionally, the nozzle simulation only needed to be run once for

each turbulence model which also reduced the total simulation time. Figure 16 and 17

show the results of each of the turbulence models with the partial geometries

corresponding to the Mach 2 simulations. The results for the Mach 3 case are shown in

Figure 18. While this approach was able to capture the general profile for the k-ϵ

turbulence model, noticeable differences are found for the other turbulence models. The

other models have much more difficulty capturing the shear layer. This was determined to

be due to the omission of the nozzle within the geometry which in turn affected the

boundary layer. These differences were determined to affect the simulation results too

much so for the remainder of the simulations, the nozzle was included in the geometry and
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Figure 15: Normalized U velocity component at Mach 3 for experimental data ◦,
sonicFOAM and rhocentralFOAM .

the full geometry was simulated.

Figure 16: Normalized U velocity component at Mach 2 for the partial geometry
simulations. Experimental data ◦, k-ϵ , Realizable k-ϵ , k-ω SST ,
and v2-f .

4.1.5 SUMMARY OF INITAL VALIDATION

To summarize what was learned from the initial validation cases, OpenFOAM is a

viable candidate for simulations of both non-reacting and reacting flows in a supersonic

flame holder cavity. From the non-reacting results, it is seen that the modeling of the
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Figure 17: Normalized V velocity component at Mach 2 for the partial geometry
simulations. Experimental data ◦, k-ϵ , Realizable k-ϵ , k-ω SST ,
and v2-f .

boundary layer is a significant issue for these simulations. This negatively affects LES and

DES simulation results by requiring more detailed modeling of the boundary layer which

results in a larger grid. RANS turbulence models are much less dependent on the

modeling of the boundary layer which makes RANS turbulence modeling more attractive

for simulation with the purpose of developing scramjets. The RANS results require less

detailed modeling of the boundary layer which results in a quicker run time and more

accurate results, similar to or on par with the much more detailed simulations from the

AFRL. The reacting results demonstrate that a smaller chemical mechanism such as the

Baurle mechanism can be used for simulation assuming the mechanism contains the

species of interest. The comparison of the two and three-dimensional simulations also

shows the importance of simulating in three dimensions for these flows. Furthermore, the

comparison of compressible flow solvers in OpenFOAM shows negligible differences

between a pressure-based and a density-based solver which suggests using sonicFOAM as

a base model for rssFOAM. Finally, partial geometries show that while this method

reduces simulation time, omitting the nozzle from the geometry affects simulation results

too much to use this method to compare the different turbulence models.
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Figure 18: Normalized U velocity component at Mach 3 for the partial geometry
simulations. Experimental data ◦, k-ϵ , Realizable k-ϵ , k-ω SST ,
and v2-f .

4.2 COMPARISON TO STAR-CCM+

Simulations were conducted with rssFOAM and Star-CCM+ next. This was done

to give confidence that the turbulence models within OpenFOAM were working properly

as well as compare rssFOAM to a commercial CFD solver. Two cases were examined, a

Mach 2 non-reacting simulation with no fuel injection, and a Mach 2 non-reacting

simulation with fuel injection. Results were compared to experimental data and prior

simulation results using US3D provided by the AFRL.

4.2.1 NON-REACTING RANS CASE WITH NO FUEL INJECTION

The first case simulated did not include fuel injection. The full geometry including

the nozzle was simulated for these cases. Figure 19 shows a contour plot for both

Star-CCM+ and OpenFOAM using the k-ϵ turbulence model. As illustrated in the figure,

the cavity region has the lowest velocities compared to the rest of the geometry

demonstrating the effect of the flame holder cavity. A shock wave forms at the far right of

the cavity due to the reattachment of the shear layer on the cavity ramp, in both

Star-CCM+ and OpenFOAM. The free stream velocity is close to Mach 2 speed which
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demonstrates that the flow coming from the facility nozzle was accurately captured. When

comparing the velocity contour plot, both Star-CCM+ and OpenFOAM give similar

results with OpenFOAM providing marginally higher velocities.

(a) OpenFOAM. (b) Star-CCM+.

Figure 19: Comparison of velocity contours between Star-CCM+ and OpenFOAM
for case with no fuel injection.

The U and V components of velocities are plotted for both solvers and are

separated into different figures based on the turbulence model. Figures 20 and 21 show the

U and V component of velocity at various locations throughout the cavity compared to

experimental data for the k-ϵ turbulence model. Also shown are previous simulation

results from the US3D flow solver, which used the Spalart-Allmaras (SA) one equation

RANS model and a hybrid RANS-LES model provided by [11]. When examining the U

component of velocity, both Star-CCM+ and OpenFOAM match the data very well. Both

the Star-CCM+ and OpenFOAM results provide good agreement to the experimental data

providing a similar level of agreement with the more advanced hybrid turbulence model

from [11]. When examining the V component of velocity, good agreement is again found

for both Star-CCM+ and OpenFOAM to the experimental data, sometimes showing an

improvement in agreement when compared to the hybrid turbulence model. For the k-ϵ

turbulence model, both Star-CCM+ and OpenFOAM outperform the one equation SA

RANS results from [11].

Figures 22 and 23 show the extracted U and V component of velocity for the
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Figure 20: Normalized U component of velocity for experimental data ◦, hybrid from
[11] , RANS from [11] , Star-CCM+ k-ϵ , and OpenFOAM k-ϵ .

Figure 21: Normalized V component of velocity for experimental data ◦, hybrid from
[11] , RANS from [11] , Star-CCM+ k-ϵ , and OpenFOAM k-ϵ .
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Figure 22: Normalized U component of velocity for experimental data ◦, hybrid from
[11] , RANS from [11] , Star-CCM+ Realizable k-ϵ , and OpenFOAM
Realizable k-ϵ .

Figure 23: Normalized V component of velocity for experimental data ◦, hybrid from
[11] , RANS from [11] , Star-CCM+ Realizable k-ϵ , and OpenFOAM
Realizable k-ϵ .
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Realizable k-ϵ turbulence model. Compared to the standard kϵ turbulence model, the

Realizable k-ϵ turbulence model appears to provide slightly better agreement than the

standard k-ϵ turbulence model, most noticeable in the V component of velocity. The

realizable k-ϵ turbulence model does a better job of capturing the velocity within the

cavity near the start of the cavity. Again, both the results from Star-CCM+ and

OpenFOAM outperform the SA RANS model from US3D providing a better fit to the

velocity, especially within the shear layer, and providing a similar level of agreement to

the hybrid turbulence model.

The results for the U and V components of velocity are shown for the k-ω SST

turbulence model for Star-CCM+ and OpenFOAM in Figures 24 and 25 respectively. The

SST model appears to show the most disagreement between Star-CCM+ and OpenFOAM.

The OpenFOAM results appear to provide a superior agreement to the experimental data

for the U component of velocity. For the V component of velocity, the Star-CCM+ and

OpenFOAM results seem to provide a similar level of agreement as the other turbulence

models besides at the x = 25.6 cm location. The OpenFOAM results overpredict the

velocities within the cavity. This is a trend also found for the SA RANS from US3D,

although the OpenFOAM results do not see as much of an extreme over-prediction. The

k-ω SST models do appear to provide the worst agreement to the experiment as well as

compared to the other turbulence models.

The U component of velocity is shown in Figure 26 and the V component of

velocity is shown in Figure 27 for the v2-f turbulence model. The v2-f turbulence model

seems to provide the best agreement to the experimental data for both the U and V

component of velocity. The OpenFOAM results do appear to provide a better agreement

than the results found with Star-CCM+ and provide results that are similar or superior to

the hybrid RANS-LES results, particularly in the stream-wise velocity near the cavity

ramp at x = 29.2 and 30.2 cm, as well as in the V component of velocity above the shear

layer, demonstrating the effectiveness of the model.
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Figure 24: Normalized U component of velocity for experimental data ◦, hybrid from
[11] , RANS from [11] , Star-CCM+ k-ω SST , and OpenFOAM k-ω

.

Figure 25: Normalized V component of velocity for experimental data ◦, hybrid from
[11] , RANS from [11] , Star-CCM+ k-ω SST , and OpenFOAM k-ω

.
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Figure 26: Normalized U component of velocity for experimental data ◦, hybrid from
[11] , RANS from [11] , Star-CCM+ v2-f , and OpenFOAM v2-f

.

Figure 27: Normalized V component of velocity for experimental data ◦, hybrid from
[11] , RANS from [11] , Star-CCM+ v2-f , and OpenFOAM v2-f

.
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4.2.2 NON-REACTING RANS CASE WITH FUEL INJECTION

For the fuel injection simulations, the same boundary conditions were used again

to match the experimental conditions. A velocity inlet was also imprinted onto the cavity

wall to inject ethylene. The velocity inlet was set to 28 m/s to match the flow rate

conditions of the fuel. Figure 28 shows the contours for the RANS simulations in

Star-CCM+ and OpenFOAM.

(a) OpenFOAM. (b) Star-CCM+.

Figure 28: Comparison of velocity contours between Star-CCM+ and OpenFOAM.

Again, the cavity region has the lowest velocities present which helps promote the

mixing of the injected ethylene. Both Star-CCM+ and OpenFOAM results predict similar

velocities. When comparing the velocity contours, the profiles are very similar to each

other with Star-CCM+ predicting a marginally higher velocity near the injection port,

unlike the case with no injection.

The velocity contours for the U and V components when simulated with the

standard k-ϵ turbulence model are shown in Figures 29 and 30. The results for Star-CCM+

and OpenFOAM appear to show closer agreement when compared to the cases with no

injection. Both show good agreement with the experimental data and prior simulations

giving results that are similar to the hybrid RANS-LES simulations.

The results for the Realizable k-ϵ turbulence model are shown in Figures 31 and

32. Similar to the standard k-ϵ turbulence model, it appears that a better agreement is
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Figure 29: Normalized U component of velocity for experimental data ◦, Hybrid from
[11] , RANS from [11] , Star-CCM+ k-ϵ , and OpenFOAM k-ϵ
for case with injection.

Figure 30: Normalized V component of velocity for experimental data ◦, Hybrid from
[11] , RANS from [11] , Star-CCM+ k-ϵ , and OpenFOAM k-ϵ
for case with injection.
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Figure 31: Normalized U component of velocity for experimental data ◦, Hybrid from
[11] , RANS from [11] , Star-CCM+ Realizable k-ϵ , and OpenFOAM
Realizable k-ϵ for case with injection.

Figure 32: Normalized V component of velocity for experimental data ◦, Hybrid from
[11] , RANS from [11] , Star-CCM+ Realizable k-ϵ , and OpenFOAM
Realizable k-ϵ for case with injection.
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Figure 33: Normalized U component of velocity for experimental data ◦, Hybrid from
[11] , RANS from [11] , Star-CCM+ k-ω , and OpenFOAM k-ω
for case with injection.

found for the case of fuel injection. Similar to the case with no injection, the realizable k-ϵ

turbulence model appears to provide some improvement in the agreement to the

experimental data, again providing results along the lines of the hybrid RANS-LES

simulation. The Realizable k-ϵ model is reported as being improved over the standard k-ϵ

turbulence model for flows involving recirculation which could explain the improvements.

Figures 33 and 34 show the U and V component of velocity for the k-ω SST

model. Unlike the prior two turbulence models, there does not appear to be an

improvement in the agreement between Star-CCM+ and OpenFOAM results. For the SST

model, the Star-CCM+ results do provide better agreement to the experimental data than

the OpenFOAM results. The OpenFOAM results do show an over-prediction of the V

component of velocity at the start of the cavity similar to the case with no injection.

The v2-f simulation results for the U and V components of velocity are shown in

Figures 35 and 36. Similar to the k-ϵ and Realizable k-ϵ models, it seems slight

improvement is found between the agreement of the Star-CCM+ and OpenFOAM results.

Similar to the case with no injection, the v2-f turbulence model appears to provide the best

agreement with the experimental data. The v2-f turbulence model appears to provide
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Figure 34: Normalized V component of velocity for experimental data ◦, Hybrid from
[11] , RANS from [11] , Star-CCM+ k-ω , and OpenFOAM k-ω
for case with injection.

Figure 35: Normalized U component of velocity for experimental data ◦, Hybrid from
[11] , RANS from [11] , Star-CCM+ v2-f , and OpenFOAM v2-f
for case with injection.
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Figure 36: Normalized V component of velocity for experimental data ◦, Hybrid from
[11] , RANS from [11] , Star-CCM+ v2-f , and OpenFOAM v2-f
for case with injection.

comparable agreement to the hybrid RANS-LES turbulence model.

The previous analyses are more qualitative in nature. To provide a more

quantitative analysis, an error was calculated between each of the points which represents

the distance to the nearest simulation data point. Table 4 represents the average minimum

distances between the experimental and simulation data point for the U component of

velocity. An average error is calculated for each of the RANS turbulence models

examined. Results are also provided for both OpenFOAM and Star-CCM+.

Solver Star-CCM+ OpenFOAM
Loc. [cm] SKE RKE SST v2-f SKE RKE SST v2-f

25.6 0.0437 0.0494 0.0635 0.0484 0.0347 0.0323 0.0371 0.0390
26.5 0.0461 0.0461 0.0442 0.0468 0.0428 0.0404 0.0502 0.0427
27.4 0.0497 0.0479 0.0489 0.0470 0.0473 0.0419 0.0548 0.0422
28.4 0.0495 0.0494 0.0499 0.0467 0.0543 0.0419 0.0604 0.0429
29.2 0.0446 0.0416 0.0432 0.0421 0.0506 0.0384 0.0538 0.0377
30.2 0.0522 0.0552 0.0527 0.0535 0.0584 0.0440 0.0509 0.0451
31.1 0.0639 0.0665 0.0570 0.0713 0.0523 0.0600 0.0513 0.0676
Av. 0.0500 0.0509 0.0513 0.0508 0.0486 0.0427 0.0512 0.0453

Table 4: Comparison of average error for normalized U component of velocity at
Mach 2.

Table 5 shows the same calculation for the V component of velocities. Again, each
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value represents the distance between each experimental data point and the closest

simulation data point.

Solver Star-CCM+ OpenFOAM
Loc. [cm] SKE RKE SST v2-f SKE RKE SST v2-f

25.6 0.0202 0.0142 0.0145 0.0152 0.0237 0.0200 0.0342 0.0168
26.5 0.0135 0.0140 0.0221 0.0119 0.0201 0.0163 0.0167 0.0149
27.4 0.0141 0.0136 0.0144 0.0132 0.0230 0.0191 0.0190 0.0175
28.4 0.0134 0.0125 0.0133 0.0120 0.0249 0.0204 0.0234 0.0178
29.2 0.0177 0.0167 0.0181 0.0157 0.0287 0.0239 0.0287 0.0211
30.2 0.0270 0.0250 0.0275 0.0215 0.0366 0.0307 0.0392 0.0266
31.1 0.0206 0.0228 0.0226 0.0216 0.0219 0.0277 0.0207 0.0228
32.0 0.0220 0.0226 0.0226 0.0224 0.0293 0.0234 0.0319 0.0229
Av. 0.0186 0.0177 0.0194 0.0167 0.0260 0.0227 0.0267 0.0201

Table 5: Comparison of average error for normalized V component of velocity at
Mach 2.

Looking at Table 4, the k-ω SST model is shown to consistently provide the worse

results of the four turbulence models in both OpenFOAM and Star-CCM+. This is also

seen in Table 5. For Star-CCM+, the k-ϵ turbulence model shows the best agreement to the

experimental data followed by the v2-f turbulence model with the Realizable k-ϵ model

providing slightly worse results. This trend is reversed when comparing the errors for the

U component of velocity for the OpenFOAM results. The Realizable k-ϵ turbulence model

shows the best agreement to the experimental data, followed by the v2-f model then the

k-ϵ turbulence model. Comparing the models between solvers, the OpenFOAM results

show an improvement in agreement compared to the Star-CCM+ results.

When comparing the errors for the V component of velocity, the v2-f turbulence

model is found to provide the best agreement with both Star-CCM+ and OpenFOAM.

Unlike the U component of velocity, the Realizable k-ϵ outperforms the standard kϵ model

in both OpenFOAM and Star-CCM+. Again, the k-ω SST model provides the worse

results for both OpenFOAM and Star-CCM+. For the V component of velocity,

Star-CCM+ does show better agreement to the experimental data. The inconsistencies in

the performances of the different turbulence models could be due to the implementation of
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each turbulence model within the specific solver.

4.2.3 SUMMARY OF STAR-CCM+ COMPARISON

To summarize the results comparing OpenFOAM to the commercial solver

Star-CCM+, both OpenFOAM and Star-CCM+ seem to provide good agreement to the

experimental data suggesting either solver could be used for the simulation of supersonic

flame holder cavities. The SST model provides the worse results in both OpenFOAM and

Star-CCM+. The three other turbulence models seem to be inconsistent as to which

performs the best compared to the experimental data. The v2-f model does seem to be the

most consistent turbulence model providing good agreement with the experimental data in

both Star-CCM+ and OpenFOAM for both the U and V components of velocity. The four

RANS turbulence models will be further examined in the following sections.

4.3 NON-REACTING

After the comparison to Star-CCM+ and the turbulence models in OpenFOAM

were verified to be working properly, the four RANS turbulence models were further

analyzed. The results were also extended to Mach 3.

4.3.1 MACH 2

The four RANS turbulence models were used to simulate the non-reacting Mach 2

simulations with fuel injection. Figure 37 shows the normalized U velocity components

for the four different turbulence models at Mach 2. Good agreement is found between all

the turbulence models and the experimental data. Initially, negligible differences are found

between the turbulence models but at locations further downstream within the cavity

differences become more noticeable. The Realizable k-ϵ and v2-f turbulence models

appear to agree best with the experimental data. The normalized V component of velocity

is shown in Figure 38 for the Mach 2 case. More differences are found when comparing
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Figure 37: Normalized U component of velocity at Mach 2 for experimental data ◦,
k-ϵ , Realizable k-ϵ , k-ω SST , and v2-f .

the V component of velocity but again, all four turbulence models do show agreement

with the experimental data. The SST turbulence model does initially over-predict the V

component of velocity but appears to correct downstream within the cavity. Again, the

Realizable k-ϵ and v2-f turbulence models appear to show the best agreement with the

experimental data.

Figure 39 shows mixing profiles extracted at various locations in the cavity for the

Mach 2 case. Also shown are the experimental data and results from previous simulations

from [10]. The mixing data is calculated with Equation 38.

χfuel = 1− χN2

χ∞
N2

(38)

With a good agreement between the velocity profiles, one might expect a good

agreement for the mixing profiles. However, this is not the case. There is good agreement

between the k-ϵ and v2-f turbulence models which appear to show the best agreement with

the experimental data. The Realizable k-ϵ turbulence model does show some agreement

with the experimental data but does provide an underprediction. The SST turbulence

model shows the worst agreement with the experimental data and under-predicts the

mixing by a large margin compared to other turbulence models.
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Figure 38: Normalized V component of velocity at Mach 2 for experimental data ◦,
k-ϵ , Realizable k-ϵ , k-ω SST , and v2-f .

Location [cm] k-ϵ Realizable k-ϵ k-ω SST v2-f
26.0 0.0180 0.0204 0.0252 0.0172
27.0 0.0174 0.0181 0.0220 0.0153
28.0 0.0204 0.0202 0.0219 0.0189
29.0 0.0161 0.0176 0.0216 0.0152

Average 0.0180 0.0191 0.0227 0.0167

Table 6: Comparison of average error for mixing data at Mach 2.

Again, the previous discussion of results focused on more qualitative features of

the results. Table 6 shows the average error of each turbulence model compared to the

mixing data. It should be noted a quantitative analysis of the velocity data was provided in

Tables 4 and 5. The results are shown in Table 6 back up the qualitative statements made

on the mixing data. The v2-f model provides the best agreement to the experimental data

followed by the standard k-ϵ. The Realizable k-ϵ performs third best and the k-ω SST

model provides the worst results of all four turbulence models compared to the

experimental data.

4.3.2 MACH 3

The non-reacting simulations were also run for a Mach 3 case. Figure 40 shows

the U velocity component profiles extracted at several locations within the cavity for the
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Figure 39: Fuel concentrations at Mach 2 for experimental data ◦, k-ϵ , Realiz-
able k-ϵ , k-ϵ SST , and v2-f .

Mach 3 case. At Mach 3, more differences are seen between the different turbulence

models. Again, the v2-f turbulence model appears to provide the best agreement. The

Realizable k-ϵ and SST models appear to perform second best. The Realizable k-ϵ model

appears to perform better towards the beginning of the cavity while the SST model

performs better towards the end of the cavity. The standard k-ϵ turbulence model seems to

provide the worst agreement with the experimental data and over-predicts the velocities

within the cavity. While differences are seen between all four turbulence models, all

provide fair agreement with the velocity profiles.

The mixing profiles were also extracted for the Mach 3 case. Figure 41 shows the

mixing data for the Mach 3 case. Similar to the velocity profiles, more differences

between the mixing profiles for the four turbulence models are seen. All four turbulence

models seem to underpredict the mixing within the cavity. The results follow a similar

pattern to the Mach 2 case with the v2-f model providing the best agreement with the

experimental data. The k-ϵ model provides much better agreement than the realizable k-ϵ

and SST turbulence models which both underpredict mixing by a significant amount.

Interestingly, while results from [10] overpredict mixing, the simulation results all

underpredict the mixing.
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Figure 40: Normalized U component of velocity at Mach 3 for experimental data ◦,
k-ϵ , Realizable k-ϵ , k-ω SST , and v2-f .

A quantitative analysis of the average error for the U component of velocity for

each turbulence model is shown in Table 7. The results of Table 7 match the previous

qualitative analysis. The v2-f turbulence model provides the best agreement to the

experimental data while the k-ϵ turbulence model provides the worst fit.

Location [cm] k-ϵ Realizable k-ϵ k-ω SST v2-f
26.0 0.0317 0.0309 0.0398 0.0257
27.0 0.0712 0.0602 0.0743 0.0382
28.0 0.1029 0.0791 0.0972 0.0414
29.0 0.1243 0.0875 0.1010 0.0433
30.0 0.1366 0.0934 0.0904 0.0426
31.0 0.1488 0.1083 0.0669 0.0627
32.0 0.1157 0.1068 0.0657 0.0945

Average 0.1045 0.0809 0.0765 0.0498

Table 7: Comparison of average error for normalized U component of velocity at
Mach 3.

The average error for the mixing data at Mach 3 is shown in Table 8. Similar to the

velocity results, the v2-f turbulence model provides the best agreement to the

experimental data. However, the k-ϵ turbulence model provides a much better fit to the

data compared to the Realizable k-ϵ and k-ω SST model.
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Figure 41: Fuel concentrations at Mach 3 for experimental data ◦, k-ϵ , Realiz-
able k-ϵ , k-ϵ SST , and v2-f .

Location [cm] k-ϵ Realizable k-ϵ k-ω SST v2-f
26.0 0.0286 0.0370 0.0368 0.0168
27.0 0.0350 0.0475 0.0480 0.0234
28.0 0.0290 0.0419 0.0429 0.0178
29.0 0.0173 0.0303 0.0311 0.0074

Average 0.0275 0.0392 0.0397 0.0164

Table 8: Comparison of average error for mixing data at Mach 3.

4.3.3 STREAMLINES FOR NON-REACTING CASES

Some insight into why there are significant differences between the mixing profiles

while good agreement of the velocity profiles could be gained by examining the

streamlines within the cavity. Figures 42 and 43 show the streamlines colored by the

velocity magnitudes for the Mach 2 and 3 cases respectively for each of the four

turbulence models. From examining the streamlines within the cavity, the velocity shows

good agreement between the four turbulence models. However, the recirculation zones

show differences. For the Mach 2 case, the recirculation zones appear to be similar for the

k-ϵ, Realizable k-ϵ, and the v2-f turbulence models while the recirculation zone appears to

be more narrow for the SST model. Similar differences occur for the Mach 3 case, but at

Mach 3, the streamlines for the realizable k-ϵ start to resemble the SST model more
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closely. One explanation of the differences between the recirculation zones could be the

modeling of the boundary layer. Each of the four turbulence models models the areas near

the wall differently. This would suggest that while RANS turbulence models are less

sensitive to the boundary layer compared to DES and LES simulations, the modeling of

the flow near the wall still impacts results.

(a) k-ϵ (b) Realizable k-ϵ

(c) k-ω SST (d) v2-f

Figure 42: Streamlines for non-reacting Mach 2 case.

4.3.4 SUMMARY OF NON-REACTING RESULTS

To summarize the non-reacting cases, the v2-f model provided the best agreement

to experimental data for both Mach 2 and Mach 3. However, all four turbulence models

match the experimental data on velocity well. The mixing profiles showed major

differences between the four turbulence models. The concentration profiles for the v2-f

model provide the best agreement with the experimental data on mixing. By examining

the streamlines for each case, subtle differences can be found between the recirculation
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(a) k-ϵ (b) Realizable k-ϵ

(c) k-ω SST (d) v2-f

Figure 43: Streamlines for non-reacting Mach 3 case.

zone for each of the different models which suggest the near-wall modeling for each

turbulence model is impacting the results.

4.4 REACTING

The final study will be on a reacting case at Mach 2. The inlet conditions for the

reacting case are the same as the inlet conditions for the Mach 2 non-reacting case.

Additionally, the bottom wall on the cavity was set to a constant temperature of 800 K to

match the simulation method from the AFRL. Two different chemical mechanisms were

used for simulation, the Baurle and the Fuerby mechanisms. The simulations used the

same four RANS turbulence models for the non-reacting study. Results on velocity and

fuel concentration profiles are extracted and compared to prior simulation and

experimental data from [10].
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4.4.1 BAURLE

Simulations were first conducted with the Baurle mechanism with each of the four

turbulence models. The heat release for each of the four turbulence models is shown in

Figure 44. Comparing the four turbulence models, the k-ϵ and v2-f models provide similar

values and distributions. Both show a small region with the maximum heat release where

ignition is occurring. Both show a higher region near the top of the cavity where heat

transfer is occurring between the cavity and the free stream. The SST model provides

lower values and does not provide a similar distribution. The Realizable k-ϵ model also

provides a much more uneven distribution and also much lower values.

(a) k-ϵ (b) Realizable k-ϵ

(c) k-ω SST (d) v2-f

Figure 44: Comparison of heat release for the four turbulence models using the Baurle
mechanism for Mach 2 simulations.

The temperature distribution for each of the turbulence models is shown in Figure

45. Again, the k-ϵ and v2-f turbulence models show excellent levels of agreement. The

SST turbulence model provides a similar maximum temperature but does not provide a

similar distribution. The Realizable k-ϵ model results in much lower values of temperature

and appears to flame out.

The velocity magnitude for the four turbulence models are shown in Figure 46.

Each of the turbulence models provides similar results within the free stream. Each of the
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(a) k-ϵ (b) Realizable k-ϵ

(c) k-ω SST (d) v2-f

Figure 45: Comparison of temperature for the four turbulence models using the Baurle
mechanism for Mach 2 simulations.

turbulence models shows a free stream velocity of approximately Mach 2 which

demonstrates that the inflow conditions were captured accurately. The Realizable k-ϵ

model does show a stronger shock. Additionally, the Realizable k-ϵ model shows

differences within the cavity and shows higher velocities within the cavity, unlike the

other four turbulence models.

(a) k-ϵ (b) Realizable k-ϵ

(c) k-ω SST (d) v2-f

Figure 46: Comparison of velocity magnitude for the four turbulence models using
the Baurle mechanism for Mach 2 simulations.

Velocity profiles are extracted and plotted in Figure 47. With the exception of the
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Figure 47: U component velocity profiles using the Baurle mechanism for Mach 2
simulations. Experimental data from [10] ◦, Simulation results from [10] , k-ϵ

, Realizable k-ϵ , k-ω SST , v2-f .

Realizable k-ϵ turbulence model, each of the turbulence models is able to capture the

velocity profiles. The Realizable k-ϵ model appears to have a problem capturing the shear

layer and over-predicts velocities within the shear layer. The k-ϵ and v2-f turbulence

models appear to provide the best agreement to the experimental data. The k-ϵ model does

underpredict the velocity by a small margin while the v2-f model slightly over-predicts the

velocity. Both provide similar results to the AFRL’s simulation results.

Mixing data was again extracted using Equation 38 for each of the four turbulence

models and are plotted in Figure 48.

Results for each of the turbulence models are plotted and compared to

experimental data and previous simulation data from the AFRL. The SST and Realizable

k-ϵ turbulence models severely underpredict the fuel concentrations at all locations within

the cavity. Both the k-ϵ and v2-f models provide good agreement with the experimental

data and previous simulation results from the AFRL. The k-ϵ model does provide

over-predictions of fuel concentration at all locations while the v2-f turbulence model

initially under-predicts and then over-predicts fuel concentrations. At locations further

downstream of the cavity, the k-ϵ and v2-f turbulence models do provide closer agreement
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Figure 48: Fuel concentrations using Baurle Mechanism for Mach 2 simulations. Ex-
perimental data from [10] ◦, Simulation results from [10] , k-ϵ , Realizable
k-ϵ , k-ω SST , v2-f .

with each other.

Location [cm] k-ϵ Realizable k-ϵ k-ω SST v2-f
26.0 0.0287 0.0381 0.0269 0.0283
27.0 0.0357 0.0812 0.0402 0.0311
28.0 0.0422 0.1270 0.0524 0.0283
29.0 0.0453 0.1293 0.0607 0.0304
30.0 0.0446 0.1281 0.0647 0.0289
31.0 0.0566 0.1256 0.0609 0.0563
32.0 0.0656 0.1316 0.0444 0.0799

Average 0.0455 0.1087 0.0500 0.0405

Table 9: Comparison of average error for normalized U component of velocity for the
Baurle mechanism at Mach 2.

The average error for the normalized U component of velocity is shown in Table 9.

The average error for the mixing data is shown in Table 10. The Realizable k-ϵ model

provides the worst agreement of all four turbulence models for both the velocity and

mixing. The k-ω SST provides the second worst results. The v2-f and k-ϵ models both

provide good results for both the velocity and the mixing data with the v2-f model

providing the best results for both velocity and mixing.



63

Location [cm] k-ϵ Realizable k-ϵ k-ω SST v2-f
26.0 0.0142 0.1711 0.1506 0.0551
27.0 0.0692 0.0819 0.0664 0.0252
28.0 0.0652 0.0728 0.0699 0.0416
29.0 0.0767 0.0765 0.0747 0.0781

Average 0.0563 0.1006 0.0904 0.0500

Table 10: Comparison of average error for mixing data for the Baurle mechanism at
Mach 2.

4.4.2 FUERBY

The Fuerby mechanism was then used for simulations for the Mach 2 case. Shown

in Figure 49 is the heat released during combustion. Similar to the simulations conducted

with the Baurle mechanism, the k-ϵ and v2-f turbulence models compare well to each

other. Both show similarities in contours. The maximum values are both found to be in the

same range and the ignition of fuel does seem to occur in the same location. Compared to

the results using the Baurle mechanism, similar maximum values of heat release are

found. Both the Realizable k-ϵ and k-ω SST models are unable to maintain ignition with

the Fuerby mechanism as indicated by the low levels of heat release.

(a) k-ϵ (b) Realizable k-ϵ

(c) k-ω SST (d) v2-f

Figure 49: Comparison of heat release for the four turbulence models using the Fuerby
mechanism for Mach 2 simulations.

Temperature contours of the Mach 2 simulations using the Fuerby mechanism are
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shown in Figure 50. As shown in the heat release figures, the Realizable l-ϵ and k-ω SST

models do not stay ignited when the Fuerby mechanism is used for simulation. This can

be seen from the low temperatures within the cavity. Comparing the temperature contours

of the k-ϵ and v2-f turbulence models, the v2-f model appears to have a less uniform

temperature distribution than the k-ϵ turbulence model. The v2-f turbulence model seems

to be more unsteady than the k-ϵ model. Compared to the maximum temperatures found

from the simulation using the Baurle mechanism, the Fuerby mechanism does find lower

temperatures.

(a) k-ϵ (b) Realizable k-ϵ

(c) k-ω SST (d) v2-f

Figure 50: Comparison of temperature for the four turbulence models using the
Fuerby mechanism for Mach 2 simulations.

Contours of velocity magnitude for the Mach 2 simulations using the Fuerby

mechanism are shown in Figure 51. Similar results are found using the Fuerby mechanism

as the Baurle mechanism. Each of the turbulence models was able to capture the free

stream velocities. The Realizable k-ϵ model does result in higher velocities within the

cavity. Unlike the simulation with the Baurle mechanism, the v2-f turbulence model also

results in higher velocities within the cavity similar to the Realizable k-ϵ turbulence

model. This again seems to be due to the unsteadiness of the v2-f model when using the

Fuerby mechanism.
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(a) k-ϵ (b) Realizable k-ϵ

(c) k-ω SST (d) v2-f

Figure 51: Comparison of velocity magnitude for the four turbulence models using
the Fuerby mechanism for Mach 2 simulations.

Velocity profiles at several locations were extracted within the cavity. These

profiles are shown in Figure 52. Profiles for the k-ω SST and Realizable k-ϵ turbulence

model are not included because the models did not maintain combustion during the

simulations. The k-ϵ turbulence model does provide a better agreement to the velocity

profiles than the v2-f model when the Fuerby mechanism is used. The v2-f model

provides a good agreement to the experimental data near the start of the cavity but has

issues capturing the shear layer closer to the injector similar to the Realizable k-ϵ model

Baurle simulation results. The velocity magnitude contour plot for the v2-f model also

shows similarities to the Realizable k-ϵ velocity magnitude for the Baurle mechanism.

Mixing data was again found using Equation 38. The profiles are shown in Figure

53. Unlike the velocity profiles, the v2-f model outperforms the k-ϵ model. Near the start

of the cavity, the k-ϵ model severely over-predicts the mixing data while the v2-f model

underpredicts the data. The k-ϵ model does provide better agreement to the experimental

data. The v2-f model provides a good agreement to the experimental data at locations

toward the injector.

The average error for the U velocity component is shown in Table 11 while the



66

Figure 52: U component velocity profiles using the Fuerby mechanism for Mach 2
simulations. Experimental data from [10] ◦, Simulation results from [10] , k-ϵ

, and v2-f .

Location [cm] k-ϵ v2-f
26.0 0.0314 0.0320
27.0 0.0374 0.0664
28.0 0.0475 0.1123
29.0 0.0510 0.1267
30.0 0.0480 0.1159
31.0 0.0532 0.1042
32.0 0.0560 0.0941

Average 0.0464 0.0931

Table 11: Comparison of average error for normalized U component of velocity for
the Fuerby mechanism at Mach 2.

mixing data using the Fuerby mechanism is shown in Table 12. As discussed previously,

the k-ϵ model does outperform the v2-f model when the Fuerby mechanism is used for

simulation. The simulations seem to be much more unsteady than when the Baurle

mechanism is used with the v2-f turbulence model. However, the v2-f model does show

much better agreement with the mixing data and outperforms the k-ϵ turbulence model.

4.4.3 SUMMARY OF REACTING RESULTS

The reacting results do show some of the same similarities as the non-reacting

results however, one of the more surprising outcomes was the poor performance of the
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Figure 53: Fuel concentrations using the Fuerby mechanism for Mach 2 simulations.
Experimental data from [10] ◦, Simulation results from [10] , k-ϵ , and v2-f

.

Location [cm] k-ϵ v2-f
26.0 0.0945 0.1597
27.0 0.1047 0.0346
28.0 0.1011 0.0135
29.0 0.1196 0.0427

Average 0.1050 0.0626

Table 12: Comparison of average error for mixing data for the Fuerby mechanism at
Mach 2.

Realizable k-ϵ turbulence model. The Realizable k-ϵ turbulence model was one of the

better-performing turbulence models when considering the non-reacting case. When

reacting cases were simulated with either the Baurle or Fuerby mechanisms, the

Realizable k-ϵ turbulence model failed to keep the fuel ignited. The k-ω SST model also

provided poor results when the reacting case was considered. Similar to the non-reacting

results, the v2-f does seem to provide better agreement to the experimental data besides

modeling the velocity with the Fuerby mechanism. In this case, the k-ϵ turbulence model

provided better results.
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5 CONCLUSIONS

This work looked to answer how computational fluid dynamics could be utilized to

quickly develop scramjet engines. The intention of this work is to help with the transition

of moving from higher fidelity research level simulations of scramjets to lower fidelity

design level simulations. The specific area of the scramjet that was considered was the

flame holder cavity region of a scramjet, which has been the commonly utilized solution

to help maintain ignition within the cavity. To conduct this research, an open-source CFD

solver, rssFOAM, was developed for the simulation of combustion in a supersonic flame

holder cavity. RssFOAM can not only be used to conduct research using a high-fidelity

research-level simulation but can also be used as a test bed to investigate how different

parameters of a CFD simulation can affect the results of the CFD simulation. The solver

was initially validated to ensure that rssFOAM was capable of the simulation of

flameholder cavities. Once the initial verification was done, the effect of parameters

including geometry, turbulence modeling, and chemistry was investigated by simulating a

series of experiments done by the AFRL and comparing them to the experimental data as

well as past simulation results from the AFRL. RssFOAM was also compared to the

commercial CFD code Star-CCM+.

The initial validation simulations show that OpenFOAM is a viable candidate for

the simulation of supersonic flame holder cavities. The initial validation simulations first

used the standard OpenFOAM solvers rssFOAM is based on for simulation, sonicFOAM,

and reactingFOAM. The effect of the type of turbulence modeling used was first looked at

in the non-reacting initial validation cases. The results show these simulations are heavily

dependent on the modeling of the boundary layer. As a result, the RANS turbulence

model was shown to provide the best results compared to the LES and DES turbulence

models. This is due to the fact that RANS turbulence models are much less dependent on

the modeling of the boundary layer. This leads to the conclusion that RANS turbulence
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modeling can be used for the modeling of a supersonic flame holder cavity and the use of

RANS turbulence modeling was used for further investigations. This result is beneficial as

simulations move from a high-fidelity research-level simulation to a design-level

simulation. RANS turbulence models need much less detailed grids than LES or DES

models which is beneficial because this will take less computing time to run the

simulations.

Also investigated with the reacting initial validation case was the effect of the level

of detail of the chemistry used for simulation. Investigations were conducted with

simulations of a one-dimensional diffusion flame and two-dimensional simulations of a

supersonic flame holder cavity. The simulation results show that a much smaller chemical

mechanism is capable of providing results similar to a more detailed chemical mechanism.

From these results it can be concluded that a smaller chemical mechanism can be used for

simulation provided it contains the species of interest. This is beneficial for

developmental-level simulations because a smaller chemical mechanism means fewer

equations will be solved which reduces simulation time. Also investigated was the effect

of simulating in two and three dimensions. The simulations show differences between two

and three-dimensional simulations. This suggests the flow within the width of the

geometry is significant. This suggests that two-dimensional simulations can be used for a

quick comparison of chemical mechanisms but for full results, three-dimensional

simulations should be used.

The final two investigations done during initial validation were a comparison of

compressible flow solvers in OpenFOAM and a splitting of the geometry into two separate

simulations. SonicFOAM and rhocentralFOAM were found to give nearly identical

results. These results give further confidence that sonicFOAM is an appropriate solver to

base rssFOAM on. The partial geometry simulations were found to provide adequate

results for some turbulence models but gave poor results for other turbulence models,

especially in the shear layer above the cavity. The results further support the conclusion
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that the modeling of the boundary layer is of great significance for these simulations.

While this method does reduce the total simulation time by reducing the size of the grid,

the impacts of omitting the nozzle were found to have too great of an effect to consider

this method for further simulations in this work. While the method of separating the

nozzle and test section into separate simulations was not considered for this work, the

method did show promise so more research should be done to determine if improvements

could be made to employ this method for future simulations.

To verify that the RANS turbulence models were working properly in

OpenFOAM, simulations using four different RANS turbulence models were conducted

with both rssFOAM and Star-CCM+ and were compared to experimental data and

simulation results using US3D provided by the AFRL. These simulations were not only

used to verify that the RANS turbulence models were working properly but also provided

a comparison of rssFOAM to a commercial solver. The simulated cases for these were

non-reacting simulations at Mach 2, one without fuel injection and one with fuel injection.

The k-ω SST was found to consistently provide the worst results when used with

OpenFOAM or Star-CCM+. Each of the other three turbulence models all provided a

better agreement with the experimental data however, the v2-f seemed to provide results

that agreed with the experimental data compared to the k-ϵ and Realizable k-ϵ turbulence

models. This led to the conclusion that the v2-f models have good potential for the

simulation of supersonic flame holder cavities. Both Star-CCM+ and OpenFOAM did

provide a good fit to the experimental data which implies that either could be used for

simulation. The benefit of continuing to use OpenFOAM is that OpenFOAM is an

open-source code. This not only means anyone can use the code but users can also modify

or make additions to the code as necessary.

To further evaluate the use of RANS turbulence models, non-reacting cases with

fuel injection at both Mach 2 and Mach 3 were simulated with rssFOAM. Each of the four

RANS turbulence models matches experimental data corresponding to velocity well.
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However, the v2-f model was found to give the best agreement at both Mach 2 and Mach

3. While the RANS turbulence models showed good agreement when it came to velocity,

the k-ω SST and Realizable k-ϵ turbulence models did not match the mixing data well.

The v2-f model was also found to match the mixing data best at both Mach 2 and Mach 3.

The results of the v2-f model were found to provide results consistent with the much

higher-fidelity simulation conducted by the AFRL. These results further strengthen the

claim that the v2-f turbulence model should be considered when simulation supersonic

flame holder cavities.

The final studies done in this work were reacting simulations at Mach 2 and Mach

3. Results were obtained for each of the four turbulence models. Additionally, two

different chemical mechanisms were used. Both the Realizable k-ϵ and k-ω SST

turbulence models were found to provide poor results when simulating combustion in the

flame holder cavity. The Realizable k-ϵ turbulence models were found to be incapable of

maintaining combustion with both the Baurle and the Fuerby mechanisms and the k-ω

SST model was unable to maintain combustion when the Fuerby mechanisms were used.

The v2-f turbulence model was found to provide the best agreement for both velocity and

mixing data when the Baurle mechanism was used however, the k-ϵ model provided a

better agreement to the velocity data when the Fuerby mechanism was used. The v2-f

simulations seemed to be much more unsteady when the Fuerby mechanism was used

which seemed to provide problems capturing the shear layer above the cavity. The v2-f

model did however provide better agreement to mixing data with the Fuerby mechanism.

The reacting results suggest that the k-ϵ or v2-f turbulence model can be used for the

simulation of combustion in a supersonic flame holder cavity.

To summarize the conclusions of this work, the developed OpenFOAM solver,

rssFOAM, is capable of the simulation of supersonic flame holder cavities. RssFOAM is

capable of providing results similar to a commercial CFD code as well as higher-fidelity

results from the AFRL. This will benefit engineers by providing an open-source
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alternative for the development of scramjets. Simulations of supersonic flame holders are

heavily dependent on the modeling of the boundary layer. As a result of design-level

simulations, RANS turbulence models, particularly the v2-f RANS turbulence model, are

capable of achieving accurate results for the simulation of supersonic flame holder

cavities. This benefits engineers because RANS turbulence models require less detailed

grids which results in less simulation time. Reduced chemical mechanisms were also

found to provide good agreement as well which benefits engineers developing scramjets

because a smaller chemical mechanism requires fewer equations to be solved, therefore

reducing the simulation time.

5.1 CONTRIBUTIONS

• Helped with the development of a custom OpenFOAM solver capable of the

simulation of supersonic and reacting flows.

• Verified the custom OpenFOAM solver is capable of the simulation of supersonic

and reacting flow and OpenFOAM is a CFD code that can be used for these types of

simulations.

• Demonstrated that OpenFOAM can be used as a testbed to investigate how different

parameters impact simulations.

• Demonstrated that inlet boundary conditions are significant and must be considered

in the geometry but simulations can be conducted using periodic boundary

conditions.

• Demonstrated that smaller, less detailed chemical mechanisms can be used for the

simulation of combustion in flame holder cavities.

• Demonstrated that RANS turbulence models, particularly the v2-f RANS turbulence

model, are capable of both of providing good results for both non-reacting and
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reacting simulations of flame holder cavities.

These contributions will help with the transition from high-fidelity research-level

simulations to lower-fidelity design-level simulations. The contributions are discussed in

two published journal papers, [7] and [8], one accepted conference paper [9], and one

journal paper that is in the process of being submitted.

5.2 FUTURE WORK

There are plenty of avenues of research for supersonic flame holder cavities.

While the v2-f RANS turbulence model was found to provide excellent results for both

non-reacting and reacting simulations, the results have all come from cases corresponding

to one the same combustion chamber. It would be beneficial to further test the v2-f

turbulence model for a wide variety of setups of supersonic flame holder cavities to

continue to validate the use of this model. Additionally, extending the reacting results to

Mach 3 would be beneficial. While preliminary results have been collected on reacting

Mach 3 simulations, the results would not be able to be cleared in time for the submission

of this work. Radiation can also be significant in combustion problems. The simulations

in this work did not consider radiation for the simulations. Radiation measurements could

also be used as another verification method to validate simulations if experimental

radiation measurements were made available.

Potential future work to improve performance could involve investigations of

injector placement. The placement of the injector could affect the combustion

performance of the scramjet. The shape and size of the flame holder cavity could also play

a role in improving combustion performance. Investigations of different shapes of cavities

as well as the length and depth of the cavity could improve the combustion efficiency. The

type of fuel used for combustion could also play a role in improving the efficiency of the

scramjet. Additionally, simulation results primarily focus on gaseous fuels. Liquid fuels

will are more commonly used than gaseous fuels. Liquid fuel combustion would add
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additional difficulties to the simulations because the fuel has to atomize before it can

ignite. The use of adaptive meshing could be used to help capture the atomization process.
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APPENDIX

A CASE SETUP

The appendix will go through the setup of an OpenFOAM case. The example

shown will show how to set up the reacting Mach 2 simulation using the Baurle

mechanism and the k-ϵ turbulence model. To interact with OpenFOAM a terminal

window and an installation of OpenFOAM is required. The version of OpenFOAM used

here is OpenFOAM 21.12. The easiest way to set up an OpenFOAM case is to copy a

previously existing OpenFOAM case which could be a tutorial or an old case that closely

approximates the case setup. Also note, to demonstrate the initialization process, an

already completed non-reacting simulation is used.

To start navigate to the directory of the OpenFOAM simulation.

Step 1: Navigate to system directory.

Step 2: Open the blockMeshDict dictionary with a text editor.
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Optional: Create variables to easily modify the number of grid points.

Step 3: Specify the vertices that will make up each block. The vertices are defined
such that the origin is located at the first vertex. The first direction is described by
moving from the first to second vertex entry. The second direction is described by
moving from the second to the third vertex entry. The plane that is perpendicular
to to third direction is specified by moving from the third to fourth vertex entry.
The fifth vertex is defined by moving from the first vertex in the third direction. The
remaining vertices are defined by moving in the third direction from the second, third,
and fourth entries.
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Step 4: Define the blocks by specifying the vertices, the number of cells in each
direction, and the grading for refinement.

Step 5: Define the curved edges by listing the interpolation points that make up the
curve.
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Step 6: Create the boundaries by specifying the boundary name, boundary type
(patch, wall, or cyclic), and the vertices that make up each boundary.

Step 7: Save the updated blockMeshDict then navigate back to the base directory of
the OpenFOAM case and run the command blockMesh.

Step 8: Navigate to systems directory and open the topoSetDict with a text editor.
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Step 9: Create new cell group ”inlet cells” which includes all cells inside a cylinder
that makes up the injector by specifying name, type, action, source, end points, and
radius.

Step 10: Select faces of the ”inlet cells” cell set.

Step 11: Select all faces of bottom of cavity to make ”inlet patch” face set.

Step 12: Select all faces of bottom of cavity to make the ”wall negative” which will
be subtracted to leave only ”inlet patch” face set.

Step 13: Subtract all of the ”inlet faces” faces from the ”wall negative” faces.
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Step 14: Delete the ”wall negative” faces from the ”inlet patch” faces to leave only
the faces making up injector.

Step 15: Save the topoSetDict and open the createPatchDict.

Step 16: Create the new patch using the ”inlet patch” face set by specifying the name
of the patch, the type (patch), what to construct from (set), and the face set.

Step 17: Save the createPatchDict and navigate back to the base directory of the
OpenFOAM case. Run the topoSet command and then the createPatch command.
Add the overwrite option to the createPatch command to overwrite to the 0 time
step.



81

Step 18: Navigate to the 0 directory.

Step 19: Set the initial conditions for C2H4 by opening up C2H4 dictionary in a text
editor and specifying the boundary conditions. All boundaries must be defined.
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Step 20: Set the initial conditions for the den in the same manner.
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Step 21: Set the initial conditions for epsilon.
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Step 22: Set the initial conditions for k.
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Step 23: Set the initial conditions for MW.
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Step 24: Set the initial conditions for N2.
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Step 25: Set the initial conditions for nut.
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Step 26: Set the initial conditions for O2.
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Step 27: Set the initial conditions for p.
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Step 28: Set the initial conditions for T.
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Step 29: Set the initial conditions for U.
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Step 30: Set the initial conditions for z1.

Step 31: Navigate to the constant directory.

Step 32: Edit the turbulenceProperties dictionary to specify turbulence model setup.
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Step 33: Edit the combustionProperties dictionary to specify combustion model.

Step 34: Edit the chemistryProperties dictionary to specify the chemistry solution
method.
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Step 35: Edit the thermophysicalProperties dictionary to specify the thermo-physical
models and where the chemical mechanism data is located. If CHEMKIN files are
used, specify the path to the directory.

Step 36: If CHEMKIN files are not used for the chemical mechanisms, add the chem-
istry mechanism with a reactions directory. Here it is called reactionsGRI.
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Step 37: Add additional thermodynamic data in an additional dictionary. Here it is
called thermo.compressibleGasGRI.

Step 38: Edit the the contDict dictionary to select the solver and to control the
runtime, time step and the steps to write. Additional functions to monitor statistical
data can be added in the contDict.
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Step 39: To run in parallel, edit the decomposeParDict dictionary to specify the
number of processes.

Step 40: To initialize, navigate back to the base directory and run mapFields -
sourceTime ’latestTime’ ”pathtofile” where ”pathtofile” is the path to the case used
for initialization. Alternatively, the case could be run as non-reacting to initialize
first.

Step 41: Navigate to the systems directory and open the topoSetDict dictionary. Add
a new cell set for the heat source using a box to cell source called ”source cells”.

Step 42: Create a new cell zone from the ”source cells”.
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Step 43: Save the topoSetDict and open the fvOptions dictionary.

Step 44: Add a new scalarSemiImplicitSource. Specify ”source zone” as the cellZone
for the heat source. Also specify the heat source. Set the active to true to turn the
heat source on.

Step 45: Add a temperature limit to keep temperatures from exceeding bounds of
the chemical mechanism.

Step 46: Run topoSet to create the heat source. Note that if the heat source was
already entered in the topoSetDict dictionary, this does not need to be run again.
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Step 47: Run the command decomposePar to create the processes for the run.

Step 48: To submit the job to a compute node, edit the openfoam.slurm file and
specify the number of nodes, processors per node, and the time limit.

Step 49: Submit the job to the scheduler with sbatch openfoam.slurm.
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Step 50: When the simulation is done, run recon-run.slurm to reconstruct the simu-
lation.

Step 51: If the heat source was turned on, edit the fvOptions and turn the active
status to false for the ScalarSemiImplicitSource.

Step 52: Rerun decomposePar and resubmit the job to run without the heat source

turned on. When the simulation is finished, resubmit recon-run.slurm to reconstruct the

final results. The results can then be viewed in Paraview.
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