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ABSTRACT
Artificial intelligence (AI) is increasingly considered a source of competitive advantage in opera-
tions and supply chain management (OSCM). However, many organisations still struggle to adopt
it successfully and empirical studies providing clear indications are scarce in the literature. This
research aims to shed light on how AI applications can support OSCM processes and to identify
benefits and barriers to their implementation. To this end, it conducts a multiple case study with
semi-structured interviews in six companies, totalling 17 implementation cases. The Supply Chain
Operations Reference (SCOR)model guided the entire study and the analysis of the results by target-
ing specific processes. The results highlighted howAImethods inOSCMcan increase the companies’
competitiveness by reducing costs and lead times and improving service levels, quality, safety, and
sustainability. However, they also identify barriers in the implementation of AI, such as ensuring data
quality, lack of specific skills, need for high investments, lack of clarity on economic benefits and lack
of experience in cost analysis for AI projects. Although the nature of the study is not suitable for wide
generalisation, it offers clear guidance for practitioners facingAI dilemmas in specific SCORprocesses
and provides the basis for further future research.
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1. Introduction

In recent years, artificial intelligence (AI) has assumed
a prominent role in the Operations and Supply Chain
Management (OSCM) literature. Indeed, AI has proven
to be of great value to companies and is considered a
key technology for Industry 4.0. It owes its popularity
to its ability to make OSCM processes responsive to the
various challenges that characterise today’s world, such
as unpredictable disruptions, dynamic customer expec-
tations, intense global competition, increasingly strong
and urgent pressure to digitalise companies, and ever-
evolving technological innovations. (Fosso Wamba et al.
2021; Helo and Hao 2021; Zeba et al. 2020).

AI can be applied in several OSCM processes, such
as order intake, supplier selection, quality control, pro-
duction planning and control, smart connected prod-
ucts, services and maintenance, transportation, ware-
house management, sales processes, and customer inter-
faces (see Table 1; Helo and Hao 2021). Furthermore,
AI applications can support specific purposes, such as
inventory management (Svoboda and Minner 2022),
demand forecasting (Kantasa-ard et al. 2021), risk man-
agement (Baryannis et al. 2019; Wong et al. 2022), agility
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(Wong et al. 2022), resilience (Belhadi et al. 2022), and
sustainability (Olan et al. 2022; Pournader et al. 2021).
The common goals of these applications are reducing
the time required for decision support, reducing human
resources for repetitive tasks, and increasing capacity
utilisation. (Helo and Hao 2021).

AI is commonly defined as a field of computer science
that encompasses the development of systems that can
perceive and interact with the environment in the form
of text, video, audio, and more through approaches such
as speech, vision, and natural language processing (NLP);
that can learn from the experience provided by historical
data through machine learning (ML) methods; and that
can make decisions that normally require human intel-
ligence through approaches such as planning, optimisa-
tion, simulation, modelling, programming, and expert
systems (Helo and Hao 2021; Pournader et al. 2021).

Among the AI methods, ML techniques are con-
sidered the most applied in OSCM, and their applica-
tions have recently gained interest among researchers
because of their capability to rapidly and intelligently
manage big data and handle nonlinear problems that are
widespread in real-world supply chains (Riahi et al. 2021;
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Tirkolaee et al. 2021). This supports decision-making by
exploiting both historical and real-time data with only
minor human involvement (Zeba et al. 2020), improves
performance (Fosso Wamba et al. 2021), and enhances
competitive advantage (Dubey et al. 2020).

Notwithstanding the relevance of AI for OSCM, there
is still little research on the role of AI in this field,
and expertise on this subject is still limited (Helo and
Hao 2021). As a result, nowadays, companies struggle to
implement AI in their OSCM processes and face numer-
ous barriers. Many companies have failed to fully com-
prehend the potential of AI (Pournader et al. 2021).Many
companies lack a clear strategy, solid technology infras-
tructure, and the full commitment of top p management
and are discouraged by the high expenditure required to
build skills and acquire technology (Dubey et al. 2020;
Helo and Hao 2021). A cause of the lack of clear direc-
tion, trust, and motivation for a conscious transition to
AImay be found in the scarcity of empirical studies in the
literature on AI to support OSCM processes, and the lack
of examples of companies that have already implemented
AI in OSCM. This certainly precludes obtaining insights
andpractical guidance on approaching the subject.More-
over, recent literature reviews onAI inOSCMunderlined
that the number of studies dedicated to the applications of
ML algorithms in managing a supply chain is inadequate
(Tirkolaee et al. 2021) and highlighted the need to analyse
practical challenges and proposemodels to fit AI in oper-
ational environments to solve problems (Dhamija and
Bag 2020).

Therefore, the current context demonstrates the need
to further investigate the applications of AI in OSCM
throughmore experience and insights from in-depth case
studies in industry (Fosso Wamba et al. 2021; Pournader
et al. 2021). To fill this gap, the present study aims to
answer the following research questions (RQs) by empir-
ically analysing multiple case studies:

RQ1. How do AI applications support supply chain and
operations management processes?

RQ2.What are the benefits achieved by companies when
using AI to support supply chain and operations man-
agement?

RQ3. What are the barriers tackled by companies when
implementing AI to support supply chain and operations
management?

By answering these questions, this study contributes
to the advancement of theory and practice. Through
the empirical analysis of case studies, the authors can
report on real-life applications of AI in support of
OSCM, identify the benefits obtained through these
applications, and classify the barriers faced during their
implementation.

The remainder of the article is organised as follows.
Section 2 reports a literature review regarding the use of
AI in OSCM processes organised according to the supply
chain operations reference (SCOR) model, which is used
as a reference model throughout the article. Section 3
describes the methodology by which this research was
conducted, that is, multiple case studies, and outlines
the cases considered and the steps followed for data col-
lection and analysis. The results and analysis are pre-
sented in Section 4. Section 5 discusses the research
questions. Finally, the limitations of this study, its impli-
cations, and future research directions are discussed in
Section 6.

2. Literature review

The review of the existing literature has identified sev-
eral applications of AI methods in OSCM. The results
were classified following the SCOR model, as proposed
by other recent studies (Chehbi-Gamoura et al. 2020),
focusing on five core processes: ‘plan’, ‘source’, ‘make’,
‘deliver’, and ‘return’.

The survey of the literature consisted of keywords
searching through Scopus database (www.scopus.com)
andwas conducted inMarch 2023. Given the broad scope
of the research, which addresses the application of AI
to the five core processes of the SCOR model, we lim-
ited the literature survey to articles that included, in their
title, keywords that expressly denote the area of inves-
tigation. Also, we refined the results by applying exclu-
sion criteria that limited the search to English language
articles, published by peer-reviewed journals, related to
the subject area of ‘Business, management and account-
ing’. The final query used for Scopus searching was the
following:

(TITLE (‘artificial intelligence’) OR TITLE (‘AI’) AND
TITLE (‘plan∗’) OR TITLE (‘sourc∗’) OR TITLE
(‘mak∗’) OR TITLE (‘deliver∗’) OR TITLE (‘return∗’))
AND (LIMIT-TO (SRCTYPE, ‘j’)) AND (LIMIT-TO
(SUBJAREA, ‘BUSI’)) AND (LIMIT-TO (LANGUAGE,
‘English’))

Then, from the resulting list of documents, we screened
titles, abstracts, and full text to exclude papers that were
not related to the main scope of this study, and we
conducted ‘snowballing’ through their reference list to
include additional papers that contributed to the main
scope of the study. This procedure resulted in an asso-
ciation of the AI methods with the SCOR processes, with
details of the application of these methods and the ben-
efits achieved through it. The authors then analysed the
literature related to the main barriers tackled by compa-
nies when implementing AI to support OSCM. Themain
results are summarised in Table 1.

http://www.scopus.com
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2.1. Plan

The Plan processes include ‘gathering of requirements,
gathering of information on available resources, balancing
requirements and resources to determine planned capa-
bilities and gaps in demand or resources, and identifying
actions to correct these gaps’ (APICS 2017). The litera-
ture investigates AI in planning processes, mostly in the
domains of demand forecasting, demand planning, and
inventory management.

As far as demand forecasting and planning are con-
cerned, datasets related to demand, in most real-world
problems, are nonlinear, complex, and have ambigu-
ous structures and patterns. This can disturb forecasting
accuracy, which is fundamental for ensuring the quality
of managerial decision-making. To address this issue, the
literature proposes AI methods based on ML as effective
methods when adequate data are available. In the energy
industry, Tutun et al. (2022) proposed AI for forecasting
electricity consumption through cohort intelligence &
adaptive neural fuzzy inference system, and Khashei and
Chahkoutahi (2021) proposed AI for electricity demand
forecasting through fuzzy hybrid intelligence based sea-
sonal models. In these cases, ML methods learn from
data and adapt without requiring much information,
thus ensuring generalisability and flexibility. In the food
industry, Priyadarshi et al. (2019) show that ML, and in
particular, long short-termmemory (LSTM) and support
vector regression (SVR), applied to demand forecasting
at retail stage for selected vegetables increases perfor-
mance in terms of inventory turnover and days of stock
coverage to prevent potential stockouts and decrease the
bullwhip effect. The benefits derived from ML methods
are the reduction of forecast error and days of coverage,
growth of the inventory turnover index, and reduction in
the number of days out of stock. However, the ML meth-
ods have certain limitations. First, they require a large
amount of historical data to reach the desired accuracy;
patterns in the underlying data are also not considered;
and finally, they do not have a very good performance in
dealing with ambiguities and uncertainties (Khashei and
Chahkoutahi 2021). To overcome these limitations, the
use of hybrid methods, such as an adaptive neural-based
fuzzy inference system (ANFIS) and fuzzy seasonal mul-
tilayer perceptron (FSMLP), which combine statistical,
metaheuristic, andMLapproaches, is proposed.Different
applications of these algorithms can be used to forecast
energy demand (Khashei and Chahkoutahi 2021; Singh
and Challa 2016; Tutun et al. 2022).

In addition, ML determines the best inventory man-
agement policy to obtain optimal inventory control and
supply chain configuration with minimum cost in the
context of ‘intermittent demand products’, or spare parts

(Cantini et al. 2022; Priore et al. 2019). Aktepe, Yanık, and
Ersöz (2021) underlined the success of ML applications,
artificial neural network and support vector regression,
for the demand and inventorymanagement of spare parts
in the construction industry, which is considered a com-
plexmatter because of the high number of partsmanaged
and the risk of stock obsolescence, intermittent demand,
and high responsiveness required. Lolli et al. (2019) pro-
posedML, support vector machines with a Gaussian ker-
nel and deep neural networks, for forecasting and stock
control of intermittent demand. Selecting the best inven-
tory management policy, achieving an average accuracy
of 88% and reducing operating costs proved to be amajor
benefit of the proposed methods.

2.2. Source

The source processes include ‘issuing purchase orders,
scheduling deliveries, receiving orders, validating orders,
storing goods, and accepting suppliers’ invoices’ (APICS
2017). The literature investigates the use of AI in source
processes in the domains of supplier selection and verifi-
cation of incoming order quality.

Supplier selection is one of the most crucial stages of
sourcing, because of the important upstream role of sup-
pliers in terms of time, cost, and quality. Most studies on
this topic have used a combination of fuzzy set theory
and multi-criteria decision models (MCDM) for sup-
plier selection to address the vagueness of information on
supplier attributes and the conflicting objectives of iden-
tifying suppliers that are both reliable and cost-effective
(Sharma et al. 2022).

According to Riahi et al. (2021), other popular tech-
niques include artificial neural network (ANN) and
genetic algorithms. An interesting aspect of ANN con-
cerns the increasing focus on green supplier selection or
supplier selection in the health sector (e.g. Bahadori et al.
2020; Fashoto et al. 2016).Most studies adopting artificial
neural network (ANN) combine several techniques. For
example, Kuo,Wang, and Tien (2010) combined anANN
with data envelopment analysis (DEA) and a network
analytic process (ANP) to select the best green supplier
and evaluated the model to a case company operating in
the electronic industry. Bahadori et al. (2020) proposed
a supplier selection model for hospitals to identify the
best medical equipment supplier using a combination of
ANN and fuzzy VIKOR. Regarding genetic algorithms,
among the many studies, Fallahpour et al. (2017) pro-
posed a new genetic-based intelligent approach, gene
expression programming (GEP), to improve the sup-
plier selection process and overcome other AI methods’
drawback of being a black box system; indeed, the GEP
method provides an explicit mathematical model for
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supplier performance based on the determined criteria
and can provide a fast evaluation of potential new sup-
pliers. This study evaluated the method through a case
study in the garment industry by applying three accu-
racy measures criteria, includingMSE, RMSE, andMAE,
and found that the GEP based model performs better
than ANN integratedmodel. Luan et al. (2019) presented
a hybrid method based on a genetic algorithm and ant
colony optimisation to combine the advantages of the
former, namely, high initial speed-up convergence, and
the merits of the latter, namely, parallelism and effective
feedback. The method was tested via a simulation case
referring to extant literature, without using specific case
studies. Green supplier selection, as an increasingly topi-
cal theme, is also addressed by methods based on genetic
algorithms (Hamdan and Jarndal 2017; Yeh and Chuang
2011; Zhang and Cui 2019).

According to Tirkolaee et al. (2021), among ML tech-
niques, the literature on supplier selection problems
presents both supervised learning and reinforcement
learning techniques. In the former, the studies focus on
the combination of decision trees and support vector
machines (SVM), and in the latter, on the Q-learning
technique. In particular, the authors reported the key
study by Guo, Yuan, and Tian (2009) based on poten-
tial SVM and decision trees as the main reference for
the procedure to follow and for demonstrating that, com-
pared to traditional MDCM and original SPV methods,
it reduces the number of binary classifiers, increases the
accuracy and decreases the computation time in different
classifications, and selects the most ‘informative’ features
to develop classifiers. Instead, Islam, Amin, and Ward-
ley (2021) adopted a relational regressor chain method
to determine future demand and used it to feed a multi-
objective programmingmodel to identify suitable suppli-
ers and order quantities from each supplier.

Verification of the quality of incoming orders in the
literature is addressed by learning techniques. In gen-
eral, these techniques can be applied at all quality con-
trol stages. Mani et al. (2021) considered an incom-
ing inspection problem as a reinforcement-learning task.
They developed a temporal difference learning approach
to predict the acceptance and rejection paths of rawmate-
rials by analysing different paths that the raw materials
could travel. The method was tested by using Origi-
nal Equipment Manufacturers (OEM) Incoming Inspec-
tion process as case study. Zhao, Zhang, and Zhang
(2021) applied an ANN-based technique, specifically
based on the convolutional neural network (CNN), in
a visual recognition system for the identification and
classification of different types of defects in the tex-
tile industry, achieving an accuracy rate of 97.8%. Una-
jan, Gerardo, and Medina (2019) applied deep learning

(DL) in machine vision systems, originally using Otsu’s
algorithm in conjunction with the OBISA algorithm, for
identifying product scraps, achieving an accuracy rate of
85.11%.

2.3. Make

The make processes include ‘processing, maintenance,
repair, overhaul, recycling, refurbishment, manufactur-
ing and other common types of material-conversion pro-
cesses’ (APICS 2017). The literature investigates the use
of AI in the make processes, regarding scheduling, man-
ufacturing, quality, and maintenance.

The literature shows that ANN-based techniques are
employed in scheduling problems to determine the opti-
mal paths of re-entrant products, while the simulated
annealing algorithm finds application in the prediction
of machine failures in order to reduce repair costs (Kim
and Kim 2021; Wu et al. 2020). Fuzzy logic (FL) can be
applied to software for defining the best job shop flow,
allowing a reduction in the production cycle time (Chan,
Prakash, and Mishra 2013; Mohapatra, Benyoucef, and
Tiwari 2013). An alternative may be genetic algorithms,
also adopted in software for defining the best flow in pro-
duction scheduling problems (Lei 2010). ML can also
help to better plan customisation needs. For example,
Chen, Tai, andHung (2012) appliedNNs to group similar
customisation needs. They then used existing inventory
information to select parts for production, which dra-
matically reduced the cost throughout the supply chain
compared to a human decision.

Since the beginnings of smart manufacturing and
Industry 4.0 concepts, the literature linking production
and AI techniques has focused heavily on the advantage
that real-time data obtained through IoTs and sensors
can bring for controlled and self-regulated production
(Lăzăroiu, Kliestik, and Novak 2021; Lee et al. 2018). For
example, the optimisation of energy and resource util-
isation in production can be done using the k-means
algorithm that creates reliable and updated data on their
real-timemonitoring (Manimuthu et al. 2021; Omwando
et al. 2018). Wuest, Irgens, and Thoben (2014) proposed
an approach to increase the process and product quality
in manufacturing by monitoring data based on prod-
uct status and using a combination of SVM and cluster
analysis.

Along with production control and monitoring, there
is the topic of quality. Product testing and fault detection
in the process or intermediate outputs are fundamental
to avoid jeopardising the quality of the product and the
safety and efficiency of the process. Many studies have
focused on visual inspection. For instance, Villalba-Diez
et al. (2019) improved the defect detection performance



INTERNATIONAL JOURNAL OF PRODUCTION RESEARCH 5

during the process of producing gravure cylinders,
reduced quality inspection costs by process automation,
and developed a deep neural network (DNN) soft sensor
that compares a scanned surface to the used engrav-
ing file, achieving an automated classification accuracy
rate of 98.4%. Also, Sharma (2023) used the digital twin
method to design, simulate, and validate an automated
battery module inspection system that uses cobots and
machine vision to inspect electric vehicle batteries for
defects. The simulation results shown that this auto-
mated inspection can reduce time and increase accuracy
of inspection, if compared to human checking.

Fault detection opens the topic of maintenance, par-
ticularly predictivemaintenance. Predictivemaintenance
primarily involves applications of techniques based on
ML (Carvalho et al. 2019; Kumar and Hati 2021). For
instance, Luo et al. (2019) developed a deep learn-
ing model to automatically select impulse responses
from vibration signals during long-term operations to
enable early fault detection under time-varying condi-
tions. Encapera, Gosavi, and Murray (2021) described
the use of Reinforcement Learning to solve large-scale
Markov11 decision processes for total productive main-
tenance and quicken optimisation. Kaparthi and Bum-
blauskas (2020) described the application of an algorithm
based on a tree model to predict machine failures using
data from the cloud. This results in greater customer
satisfaction as they can thus have a better after-sale main-
tenance service.

Despite the several benefits of AI techniques in the
Make processes, Lee et al. (2018) stated that a possible
challenge is that AI techniques require massive and clean
datasets with minimum biases. For example, in visual
inspection, some processes may be of such a nature that
each new product implies that the DNN model has not
been previously confronted with these images. There-
fore, the training and testing of DNN is a real challenge
(Villalba-Diez et al. 2019).

2.4. Deliver

The delivery processes include ‘receiving, validating, and
creating customer orders, scheduling order deliveries,
picking, packing and shipping, and invoicing customers’
(APICS 2017). The use of AI in delivery processes has
been investigated in the literature, in the domains of
stocking, process enquiry and quote, shipping, picking,
and logistics optimisation.

Regarding stocking, Priore et al. (2019) adopted
inductive learning to determine the best procurement
policy, achieving 88% accuracy and reducing operat-
ing costs. Sharma and Singh (2021) proposed intelli-
gent warehouse stocking using linear regression, random

forest, and XGBoost for predicting the demand and a
visual representation of the results of stocking to better
understand how to avoid excessive overstocks.

Regarding process enquiry and quote, NLP imple-
mented in chatbots can be used to answer generic cus-
tomer enquiries and even to automate direct sales (Toora-
jipour et al. 2021; Zdravković, Panetto, and Weichhart
2022). These virtual assistants can be extremely effec-
tive for the automation of customer service enquiries, as
they can personalise communication with customers by
detecting their personalities and adapting to them (Shu-
manov and Johnson 2021). FL can enable timely pricing
to complete quotes for customers (Leung et al. 2019). This
resulted in a reduction of the average planning time of
offers by 60% and an increase in the acceptance rate of
quotes by 78%. The artificial bee colony algorithm can be
applied to an automated system that can execute simulta-
neous quotes bymatching the various strategies of sellers.
In comparison to any other solution, this increases the
number of quotes by up to 99%, which leads to a deal
and increases the average buyer’s utility by up to 80%
(Kolomvatsos et al. 2016).

Literature reports the use of genetic algorithms applied
through data mining also in support of shipping, as it can
optimise product delivery methods and logistics in gen-
eral. This application showed a reduction in distribution
costs and delivery times, achieving an average customer
satisfaction of 98.75% (Li and Xiao 2021).

Regarding picking, Nowak, Hewitt, and White (2012)
proposed the application of tree models to determine
which use of loads could reduce the total cost of trans-
port, achieving an average reduction of 5%, which could
reach 8% for the largest loads.

Studies can be found in the literature using ANN-
based techniques and genetic algorithms for logistics
optimisation. Among the applications of ANN are tools
for the recognition and analysis of identification codes
and tags in pallets. These tools make it possible to
optimise warehouse layout, improve the storage of raw
materials, reduce procurement times, and reduce trans-
port time and costs (Ellefsen et al. 2019). Moreover, an
ANN-based decision support system can plan the best
truck route. This leads to the reduction of workloads
through adaptive routing of trucks and the reduction
of their waiting times (Hill, Jü, and Böse 2016). Other
applications can be found in driver assistance systems
for freight vehicles. They enable greater efficiency, both
in shipping through the creation of better routes and
in systems through predictive maintenance (Loske and
Klumpp 2021).

Furthermore, Dosdoğru, Boru İpek, and Göçken
(2021) suggested the use of genetic algorithms-based
decision support systems to precisely set the lead time
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and define the delivery route, thus reducing transporta-
tion costs.

2.5. Return

The return process includes ‘activities associated with
the reverse flow of goods. The processes associated with
moving material from a customer back through the sup-
ply chain to address product defects, ordering, or manu-
facturing, or to perform upkeep activities’ (APICS 2017).
For this reason, the application of AI to the return process
has been related to the concept of the circular economy
(CE) and in particular, the CE component of reverse
logistics (Dhamija and Bag 2020; Li, Liu, and Li 2019;
Naz et al. 2022). Recent studies on reverse logistics have
started focusing on the development of AI models to
optimise environmental factors, and machine learning
algorithms have been proposed in the literature to sup-
port CE (Noman et al. 2022). Indeed, reverse logistics
are considered more complex to manage than forward
logistics because many factors are unknown, such as the
volumes, quality, and timing of product returns (Birkel
and Müller 2021).

According to a recent review published by Wilson,
Paschen, and Pitt (2021), reverse logistics can be con-
ceptualised in four main domains to which AI can con-
tribute: (i) network design, by evaluating potential third-
party logistics (3PL) providers and defining the optimal
number and location of collection points; (ii) collection,
by solving complex routing problems, estimating the
number of articles returned during collection, and sup-
porting the gatekeeping function; (iii) warehousing, by
forecasting return volumes and improving decision sup-
port for inventory management and supporting, sorting,
and inspection tasks; and (iv) processing, by selecting the
most favourable processing option based on numerous
qualitative and quantitative factors.

The literature underlines the capability of AI for CE
and reverse logistics to provide more quantitative and
robust solutions than other methods (Wilson, Paschen,
and Pitt 2021). In addition, AI in reverse logistics can
improve network design and collection by reducing
inventory carrying and holding costs without increasing
location costs and customer service, automating returns
sorting and making it faster, and increasing the environ-
mental sustainability of processing options (Dutta et al.
2021).

2.6. Barriers to AI implementation in OSCM

Literature on barriers to the successful implementation
of AI in OSCM is limited and related to technical issues
related to the development of specific algorithms. For

example, there is a need for a massive amount of clean
data to train and test themodels (Lee et al. 2018; Villalba-
Diez et al. 2019) and the need to apply complex hybrid
methods to deal with ambiguities and uncertainties typi-
cal of real data (Khashei and Chahkoutahi 2021). How-
ever, to the best of the authors’ knowledge, there is a
scarcity of contributions related to all issues that hinder
AI implementation within real companies, which should
include not only technical but also financial and organ-
isational barriers. Therefore, it is useful to broaden this
analysis to the vast and consolidated body of literature
on the implementation of Industry 4.0. Indeed, the bar-
riers identified as critical by previous literature for the
implementation of Industry 4.0 technologies can also be
critical for AI, which is included among the plurality of
core technologies encompassed by Industry 4.0 (Bai et al.
2020; Benitez, Ayala, and Frank 2020; Frank, Dalenogare,
and Ayala 2019; Kamble et al. 2020; Osterrieder, Budde,
and Friedli 2020). Thus, the analysis of barriers related to
the implementation of Industry 4.0 could be considered
a good starting point for the empirical study of barriers
to AI implementation. The main results are summarised
in Table 2.

A recent study by Agostini and Filippini (2019) anal-
ysed the organisational and managerial challenges to
Industry 4.0 adoption faced by Italian manufacturing
firms through a survey research. They found that organ-
ising for Industry 4.0 requires training and continuous
professional development of employees, lean production
practices and continuous improvement approaches in
production processes, the existence of a modern ICT
infrastructure, and integration and collaboration among
supply chain partners increasing openness and adapt-
ability. In addition, Pasi, Mahajan, and Rane (2020) con-
ducted a literature review on IoT in supply chainmanage-
ment and underlined that the challenges to smart supply
chain management are technology selection, data man-
agement, cyber security, cultural resistance and struc-
tural problems. Also, Raj et al. (2020) studied barriers
inhibiting the adoption of Industry 4.0 based on a liter-
ature review and expert input. In total, 15 barriers were
identified, and the results highlighted how the impacts of
these barriers are different in developed and developing
economies. The most important barrier for developing
economies was the lack of standards, regulations, and
forms, and the low maturity level of the desired tech-
nology for developed economies. However, the lack of a
digital strategy, alongside resource scarcity, has emerged
as the most prominent barrier in both developed and
developing economies.

The following studies deepened the analysis of these
barriers. Kumar, Vrat, and Shankar (2021) categorised,
based on a literature analysis and expert input, 23
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barriers to Industry 4.0 implementation. Stentoft et al.
(2021) categorised ten barriers to Industry 4.0 imple-
mentation and empirically analysed the implementation
of Industry 4.0 in small-medium enterprises (SMEs)
through survey and case research. Among them, the
barriers most acknowledged by the companies anal-
ysed resulted in a lack of understanding of the strategic
importance of Industry 4.0, lack of employee knowl-
edge about Industry 4.0, too much focus on operations
at the expense of development, and lack of employee
readiness. Moreover, Majumdar, Garg, and Jain (2021)
focused on the study of barriers to Industry 4.0 imple-
mentation in SMEs in the textile and clothing industry.
The study started with 22 barriers identified in the lit-
erature and identified four driving barriers in the indus-
try and textile context: lack of awareness and commit-
ment of top management, lack of trained personnel,
lack of government support and policies and incen-
tives for Industry 4.0, insufficient research and devel-
opment in Industry 4.0. Chauhan, Singh, and Luthra
(2021) categorised 20 barriers to Industry 4.0, and stud-
ied how they influence the linkage between digitalisa-
tion and the firm’s performance in the emerging econ-
omy context of India through survey research. Their
results indicate that Industry 4.0 adoption is dependent
on extrinsic barriers such as resistance by other stake-
holders, lack of standard architecture, lack of Internet
access, contractual and privacy and security issues, and
regulatory underdevelopment. In the context of man-
ufacturing companies in India, Nimawat and Gidwani
(2021) explored the barriers relevant to Industry 4.0,
identifying 15 barriers from the literature, and anal-
ysed their causal relationships using theDEMATEL tech-
nique, finding that the implementation cost has the
maximum effect on all the other barriers. In the con-
text of Italian manufacturing companies, Pozzi, Rossi,
and Secchi (2021) analysed the factors affecting the
implementation of Industry 4.0 through case research.
Their results underlined the importance of continu-
ous improvement/lean culture, explicit objective recog-
nition, top management project leadership, multifunc-
tional project teams, clear and defined project plans, and
formal and specific training programmes for the suc-
cessful implementation of Industry 4.0. Finally, another
recent study in Italy was performed by Cugno, Castag-
noli, andBüchi (2021), who identified prominent barriers
to Industry 4.0 implementation through in-depth inter-
views and multiple case studies. They categorised 11 bar-
riers from the literature analysis, and their results high-
lighted four main barriers related to knowledge issues,
economic-financial resources, cultural aspects, and sys-
tem conditions.

2.7. Summary of the results

From the analysis of the literature, various applications of
AI techniques related to the five processes of the SCOR
model and interesting benefits for companies have been
underlined as a result of these applications. Table 1 shows
a synthesis of the results obtained from the literature
review on AI applications for the different SCOR pro-
cesses and the benefits achieved by companies owing to
these AI applications. In particular, the literature review
shows that the main difference in the specific AI applica-
tions, identified in research studies, is related to the con-
text were the solutions proposed are applied. In the plan
process, AI solutions have been used for demand fore-
casting in the energy and food industry, and for inventory
management the case of intermittent demand products
and spare parts. In the source process, AI solutions have
been used for supplier selection in the electronic and gar-
ment industry, and in the health sector, and for quality
control of incoming orders in OEM and textile indus-
try. In the make process, AI solutions have been used
for scheduling, manufacturing, quality and maintenance
in manufacturing and production industry, and schedul-
ing in the technology industry. In the deliver process,
AI solutions have been used for stocking, picking, ship-
ping and process inquiry and quote in the warehousing
and logistics industry, for process inquiry and quote in
electronic industry and logistic optimisation in agricul-
ture industry. In the return process, AI solutions have
been used for network design, optimisation of collec-
tion activities, optimisation of warehousing and process-
ing selection in logistics industry focusing on reverse
logistics.

The literature on barriers to AI implementation has
not been covered by recent studies, and only a few tech-
nical barriers related to the development of specific ML
algorithms have been identified. Thus, this study anal-
ysed the literature on barriers related to the implementa-
tion of Industry 4.0, which includes AI among its tech-
nologies. Table 2 categorises and lists all the barriers
identified in the literature related to the implementation
of Industry 4.0.

2.8. Research gaps, problem statement and
research objectives

This study is driven by the research gaps emerged from
the review of the literature presented in the previous sec-
tions, which, in line with recent studies on AI in OSCM
(Cadden et al. 2022; Dhamija and Bag 2020; Pournader
et al. 2021; Sharma et al. 2022; Tirkolaee et al. 2021), can
be synthetised as follows.
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Table 1. Summary of the literature review on AI applications and benefits.

SCOR Processes Specific AI application in OSCM
Generic AI application in

OSCM Benefits References

Plan • Energy industry: forecasting of electricity
consumption through cohort intelligence
& adaptive neural fuzzy inference system;
electricity demand forecasting through
fuzzy hybrid intelligence-based seasonal
models; electricity demand forecasting
through hybrid methods, such as adap-
tive neural-based fuzzy inference system
(ANFIS) and fuzzy seasonal multilayer
perceptron (FSMLP)

• Food industry: demand forecasting at the
retail stage for selected vegetables through
long short-term memory (LSTM) and sup-
port vector regression (SVR).

• Intermittent demand products / spare parts
industry: demand and inventory manage-
ment of spare parts through artificial neural
network (ANN) and SVR.

• Demand fore-
casting and
planning

• Inventory manage-
ment

• Growth of inventory
turnover index

• Reduction of the num-
ber of days out of stock

• Optimal inventory con-
trol

Singh and Challa 2016; Khashei
and Chahkoutahi 2021;
Tutun et al. 2022; Bala 2012;
Priyadarshi et al. 2019;
Aktepe, Yanık, and Ersöz
2021; Lolli et al. 2019; Priore
et al. 2019; Cantini et al.
2022

Source • Electronic industry: green supplier selection
through ANN with data envelopment anal-
ysis (DEA) and a network analytic process
(ANP);

• Health sector: identify the best medical
equipment supplier using a combination of
ANN and fuzzy VIKOR;

• Garment industry: supplier selection
through a genetic-based intelligent
approach, gene expression programming
(GEP);

• Original Equipment Manufacturers: tempo-
ral difference learning approach to predict
the acceptance and rejection paths of raw
materials;

• Textile industry: identify and classify differ-
ent typesof defects througha convolutional
neural network (CNN)

• Supplier selection
• Quality control of

incoming orders

• Increase of the accuracy
and decrease of the
computation time in
different classifications
for supplier selection

• High accuracy in
defects identification

Sharma et al. 2022; Riahi et al.
2021; Kuo, Wang, and Tien
2010; Gegovska, Köker, and
Çakar 2020; Fashoto et al.
2016; Bahadori et al. 2020;
Fallahpour et al. 2017; Luan
et al. 2019; Yeh and Chuang
2011; Hamdan and Jarndal
2017; Zhang and Cui 2019;
Guo, Yuan, and Tian 2009;
Islam, Amin, and Wardley
2021; Mani et al. 2021;
Zhao, Zhang, and Zhang
2021; Unajan, Gerardo, and
Medina 2019

Make • Manufacturing and production industry:
forecasted machine breakdown using sim-
ulated annealing (SA) algorithm combined
with a fuzzy logic controller; dynamic dis-
patching of re-entrant production through
deep neural network (DNN) and Markov
decision processes (MDP); allocations of the
machines based on the priority with arti-
ficial immune system (AIS) combined with
a fuzzy logic controller (FLC); reduction in
the production cycle time through artificial
immune system (AIS); define the best flow
in a flexible job shop with decomposition-
integration genetic algorithm (DIGA); com-
bination of IoTs and sensors can bring
for controlled and self-regulated produc-
tion; real-time monitoring and optimisa-
tion of resources and energy using k-means
algorithm; increase the accuracy and reduce
the cost of an industrial visual inspection
through deep neural network (DNN) soft
sensor; in predictivemaintenance the use of
machine learning technics avoids unneces-
sary replacement of equipment, saves costs
and improves the safety, availability and
efficiency of processes.

• Tecnology industry: groupingproductswith
the similar customised using neural net-
work;

Scheduling
Manufacturing
Quality
Maintenance

Reduction of costs
Optimisations of
resources usage (for
instance, energy)
Improved early fault
detection
Improved afters-sales
maintenance service

Kim and Kim 2021; Wu et al.
2020; Chan, Prakash, and
Mishra 2013; Mohapatra,
Benyoucef, and Tiwari 2013;
Chen, Tai, and Hung 2012;
Lee et al. 2018; Lăzăroiu,
Kliestik, and Novak 2021;
Manimuthu et al. 2021;
Omwando et al. 2018;
Wuest, Irgens, and Thoben
2014; Carvalho et al. 2019;
Kumar and Hati 2021; Luo
et al. 2019; Encapera, Gosavi,
and Murray 2021; Kaparthi
and Bumblauskas 2020; Lee
et al. 2018; Villalba-Diez
et al. 2019.

(continued)
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Table 1. Continued.

SCOR Processes Specific AI application in OSCM
Generic AI application in

OSCM Benefits References

Deliver • Warehousing and logistics industry: deter-
mine the best procurement policy reacting
to environmental changes by adopting an
inductive learning algorithm; predicting the
demand and intelligent warehouse stock-
ing using linear regression, random for-
est, and XGBoost; answer generic customer
enquiries and even automate direct sales
with natural language processing (NLP); a
B2Bflexible pricingdecision support system
applying fuzzy logic technique; optimisa-
tion of the splitting loads with tree models;

• Electronic industry: automated concurrent
negotiations capable of performing simul-
taneous quotations through artificial bee
colony algorithm;

• Agriculture industry: optimise logistics and
product delivery methods using genetic
algorithms applied through data mining.

• Stocking
• Process inquiry and

quote
• Shipping
• Picking
• Logistics

optimisation

• Reduction of offer plan-
ning time

• Effective commu-
nication with the
customer

• Increase in offers accep-
tance

• Increase in customer
satisfaction

• Reduction of trans-
portation time and
costs

Priore et al. 2019; Sharma
and Singh 2021; Leung
et al. 2019; Kolomvatsos
et al. 2016; Li and Xiao
2021; Nowak, Hewitt, and
White 2012; Ellefsen et al.
2019; Hill, Jü, and Böse
2016; Loske and Klumpp
2021; Dosdoğru, Boru
İpek, and Göçken 2021;
Shumanov and Johnson
2021; Toorajipour et al. 2021;
Zdravković, Panetto, and
Weichhart 2022

Return • Logistics industry: optimise the location
selection in the remanufacturing logistics
network through ant colony optimisation
(MACO) algorithm; support reverse logistics
in circular economy with fuzzy logic and
decision support system; ML technique in
the reverse logistics can contribute to eval-
uating potential third-party logistics, solv-
ing complex routing problems, forecast-
ing return quantities, selecting the most
appealing processing option; improve net-
work design and collection using genetic
algorithm.

• Network design
• Optimisation of col-

lection activities
• Optimisation of

warehousing
• Processing

selection

• Reduction of inventory
carrying and holding
costs

• Reduction of location
costs

• Improvement of
customer service

• Automation and speed
up of returns sorting

• Increased environmen-
tal sustainability

Li, Liu, and Li 2019; Dhamija
and Bag 2020; Naz et al.
2022; Noman et al. 2022;
Birkel and Müller 2021;
Wilson, Paschen, and Pitt
2021; Dutta et al. 2021

There is a scarcity of studies in the literature address-
ing the way how organisations should implement AI
techniques for supporting OSCM processes. Few mod-
els have been proposed to guide companies that want to
implement and use AI to support OSCM processes.

There is a lack of exploratory empirical in-depth stud-
ies that proposed AI techniques to support OSCM pro-
cesses, such as multiple case studies research. Most stud-
ies addressed this topic through not empirical methods,
performing bibliometric or systematic literature reviews,
or testing new AI applications with simulated data.

There is a dearth of evidence from mature industrial
applications and the generalisability of the AI techniques
proposed is not assessed today. Most studies that applied
AI solutions to real cases addressed single experimental
cases, focusing on a single application to a single sector.

In addition, this study based its analysis also consid-
ering the results obtained from recent literature review
studies onAI applied to differentOSCMprocesses, which
highlighted and confirmed similar issues. For example,
Abbas Naqvi and Amin (2021), after reviewing 92 papers
related to supplier selection, mentions the possibility that
advanced deep learning (DL) and ML techniques can
be applied to forecast the parameters of the optimisa-
tion models only in future research. Islam, Amin, and
Wardley (2021) highlighted that before their study, no

other studies considered ML methods in supplier selec-
tion along with the problem of order allocation holisti-
cally. Furthermore, the literature review on AI, ML, and
DL in smart logistics byWoschank, Rauch, andZsifkovits
(2020) underlines that most studies in the field are either
conceptual, in a very early testing phase, or laboratory
experiments.

In line with the abovementioned research gaps, we can
conclude that the problem addressed by this research is
the lack of empirical studies in the literature that analyse
in-depth industry case experience with AI. The conse-
quence is that it is difficult for practitioners to find guide-
lines to implement AI within different industrial reali-
ties and understand the applicability of AI techniques to
OSCM. Therefore, this study conducts empirical quali-
tative research through multiple case studies, aiming to
achieve the following objectives: (i) Understand how AI
applications support OSCM; (ii) Comprehend what are
the benefits achieved by companieswhenusingAI to sup-
port OSCM; (iii) Acquire what are the barriers tackled by
companies when implementing AI to support OSCM.

3. Methodology

This study addresses the research gaps and answers the
research questions by combining the findings of the
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Table 2. Summary of the literature review on barriers to Industry 4.0 implementation.

Category ID Barriers Reference

Financial barriers 1 High investment needed to implement Industry 4.0
initiatives, insufficient financial resources within the
company and scarcity of external financing

Raj et al. 2020; Kumar, Vrat, and Shankar 2021; Stentoft
et al. 2021; Majumdar, Garg, and Jain 2021; Chauhan,
Singh, and Luthra 2021; Cugno, Castagnoli, and Büchi
2021; Nimawat and Gidwani 2021

2 Lack of clarity regarding the economic benefit and
low experience in budgeting, cost analysis, resource
allocation, etc. for Industry 4.0

Raj et al. 2020; Kumar, Vrat, and Shankar 2021; Majumdar,
Garg, and Jain 2021; Chauhan, Singh, and Luthra 2021;
Cugno, Castagnoli, and Büchi 2021; Nimawat and
Gidwani 2021

3 Lack of risk management tools to decide the amount of
investments in Industry 4.0

Majumdar, Garg, and Jain 2021

Organisational barriers 4 Enhanced skills required for employees, shortage of
workforce with adequate skillset in the labour market
and lack of internal training

Raj et al. 2020; Agostini and Filippini 2019; Kumar, Vrat,
and Shankar 2021; Stentoft et al. 2021; Majumdar, Garg,
and Jain 2021; Chauhan, Singh, and Luthra 2021; Cugno,
Castagnoli, and Büchi 2021; Nimawat and Gidwani 2021;
Pozzi, Rossi, and Secchi 2021

5 Lack of internal digital culture and training to embrace
technological advancements

Raj et al. 2020; Agostini and Filippini 2019; Kumar, Vrat,
and Shankar 2021; Stentoft et al. 2021; Majumdar, Garg,
and Jain 2021; Chauhan, Singh, and Luthra 2021; Cugno,
Castagnoli, and Büchi 2021; Nimawat and Gidwani 2021

6 Lack of employees’ readiness and high resistance to
change

Raj et al. 2020; Kumar, Vrat, and Shankar 2021; Stentoft
et al. 2021; Chauhan, Singh, and Luthra 2021; Cugno,
Castagnoli, and Büchi 2021; Pasi, Mahajan, and Rane
(2020)

7 Lack of knowledge management systems and low
integration and collaboration among organisation
departments and supply chain partners

Raj et al. 2020; Agostini and Filippini 2019; Majumdar, Garg,
and Jain 2021; Chauhan, Singh, and Luthra 2021; Pozzi,
Rossi, and Secchi 2021; Pasi, Mahajan, and Rane (2020)

Strategical barriers 8 Difficult process changes and ineffective change
management

Raj et al. 2020; Majumdar, Garg, and Jain 2021; Chauhan,
Singh, and Luthra 2021; Nimawat and Gidwani 2021;
Pozzi, Rossi, and Secchi 2021

9 Lack of strategical roadmap for Industry 4.0 and weak
methodical approach for implementation

Raj et al. 2020; Kumar, Vrat, and Shankar 2021; Majumdar,
Garg, and Jain 2021; Chauhan, Singh, and Luthra 2021;
Nimawat and Gidwani 2021; Pozzi, Rossi, and Secchi
2021

10 Lack of top management commitment Kumar, Vrat, and Shankar 2021; Stentoft et al. 2021;
Chauhan, Singh, and Luthra 2021; Nimawat and Gidwani
2021; Pozzi, Rossi, and Secchi 2021

11 Lack of lean production practices and continuous
improvement approaches

Agostini and Filippini 2019; Pozzi, Rossi, and Secchi 2021

12 Lack of stakeholders’ involvement and engagement Kumar, Vrat, and Shankar 2021; Chauhan, Singh, and Luthra
2021

13 Vagueness in understanding Industry 4.0 and its strategic
importance

Kumar, Vrat, and Shankar 2021; Stentoft et al. 2021;
Majumdar, Garg, and Jain 2021; Cugno, Castagnoli, and
Büchi 2021; Nimawat and Gidwani 2021

14 Lack of collaboration between academic institutions and
industry for innovation

Stentoft et al. 2021; Kumar, Vrat, and Shankar 2021; Cugno,
Castagnoli, and Büchi 2021

15 Too much focus on operational aspects and poor R&D on
Industry 4.0 adoption

Stentoft et al. 2021; Majumdar, Garg, and Jain 2021;
Nimawat and Gidwani 2021

Technological barriers 16 Lack of basic physical and digital IT infrastructure for
data driven services and poor provision of broadband
infrastructure and connectivity

Raj et al. 2020; Agostini and Filippini 2019; Kumar, Vrat, and
Shankar 2021; Majumdar, Garg, and Jain 2021; Chauhan,
Singh, and Luthra 2021; Cugno, Castagnoli, and Büchi
(2021); Nimawat and Gidwani 2021; Pasi, Mahajan, and
Rane (2020)

17 Integration issues like compatibility, scalability and inter-
operability between different machines, equipment,
technologies and network systems

Kumar, Vrat, and Shankar 2021; Majumdar, Garg, and Jain
2021; Cugno, Castagnoli, and Büchi 2021; Nimawat and
Gidwani 2021; Pasi, Mahajan, and Rane (2020)

18 Lowmaturity level of the desired technology Raj et al. 2020
19 Resistance to share data due to lack of information security

and privacy protection
Raj et al. 2020; Kumar, Vrat, and Shankar 2021; Stentoft
et al. 2021; Majumdar, Garg, and Jain 2021; Chauhan,
Singh, and Luthra 2021; Nimawat and Gidwani 2021;
Pasi, Mahajan, and Rane (2020)

20 Challenges in ensuring data quality Raj et al. 2020; Chauhan, Singh, and Luthra 2021; Pasi,
Mahajan, and Rane (2020)

Legal barriers 21 Lack of legal regulations to manage cybercrime and data
theft

Kumar, Vrat, and Shankar 2021; Majumdar, Garg, and
Jain 2021; Chauhan, Singh, and Luthra 2021; Cugno,
Castagnoli, and Büchi (2021); Nimawat and Gidwani
2021; Pasi, Mahajan, and Rane (2020)

22 Lack of standards and government regulations embracing
Industry 4.0 regarding labour and employment and data
ownership and copyright

Raj et al. 2020; Kumar, Vrat, and Shankar 2021; Stentoft
et al. 2021; Majumdar, Garg, and Jain 2021; Chauhan,
Singh, and Luthra 2021; Cugno, Castagnoli, and Büchi
(2021); Nimawat and Gidwani 2021
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Figure 1. Summary of the research steps.

literature review with direct empirical observations
through a case study methodology (see Figure 1). This
qualitative research methodology, known to be ‘oriented
towards exploration, discovery and inductive logic’ (Pat-
ton 2002), proves to be ideal for developing or broaden-
ing theories and providing empirical insights when the
knowledge on a topic is scarce or few studies have been
published on it (Jabbour et al. 2015). For AI, a topic
that is certainly widely discussed but with still limited
applications and only scarce empirical research in OSCM
(Dubey et al. 2020; Helo and Hao 2021; Pournader et al.
2021), this methodology seems to adapt perfectly.

Case studies provide practical results that will not only
help understand the topic, but also provide elements to
guide its practical application (Eisenhardt 1989; Lisa M.
Ellram 1996; R K Yin 2009). Moreover, case studies can
provide detailed information that can go unnoticed in
aggregate and top-down quantitative analyses (Carrillo-
Hermosilla, del Río, and Könnölä 2010; Jabbour et al.

2015). A further value of case studies lies in the possibility
of checking the validity of responses due to the nature of
personal communication and interviewees, who aremost
certainly experts on the subject (Blome and Schoenherr
2011).

According to recent studies on case study research
(Voss, Johnson, and Godsell 2016; Robert K Yin 2018),
this study rigorously applies the following methodolog-
ical steps: (i) case study design; (ii) case selection; (iii)
data collection and analysis. To ensure the reliability of
the research these steps are presented in detail in the
following subsections.

3.1. Case study design

The methodology applied in this study involves multi-
ple case studies. This methodology allows the authors
to increase the external validity of the results owing
to the possibility of collecting data from multiple cases
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(Robert K Yin 2018). To limit variation and control for
the research domain (Voss, Johnson, and Godsell 2016),
this study addressed a population of companies operat-
ing in Italy. According to a recent report provided by the
Italian Government (2022–2024), AI has vast potential,
which is still not fully exploited. This report shows that
there are a considerable number of players in the Italian
market offering AI products, which are general in nature
or for specific applications, and 53% of medium-large
Italian companies declare that they have started at least
one AI project, mostly belonging to the manufacturing
sector. Therefore, companies operating in this country
and successfully applying AI to support OSCM are par-
ticularly interesting to study, as they tackle barriers when
implementing AI, but at the same time, can overcome
them while many other companies are struggling. Thus,
this study aims to analyse the AI solutions that compa-
nies operating in Italy are applying to support OSCM and
understand the insights that can be gained on the benefits
and barriers of AI in this field. It is possible to find more
than one AI application within the same company; thus,
the focus of this study and the unit of analysis is the AI
application.

3.2. Case selection

The complete list of companies operating in the Ital-
ian manufacturing and service industries was extracted
from the database ‘AIDA’ (https://aida.bvdinfo.com/),
and only big companies (according to EU recommenda-
tion 2003/361) were selected because, from preliminary
analyses, investments in AI require economic resources
and skills that are more readily available in these types
of companies. The unit of analysis of the study was the
IA project because a company can apply several differ-
ent solutions to overcome specific challenges.Within this
predetermined list, the selection of cases accurately fol-
lowed theoretical rationales, based on the logic of repli-
cation (Miles and Huberman 1994).

A total of six Italian companies were selected. These
were considered an adequate number according to the
logic of applied replication. In fact, the companies pro-
vided 17 cases and an appreciable amount of literal and
theoretical replications that will be presented in the fol-
lowing sections, such as different and contrasting chal-
lenges to be faced, focus on different processes of the
SCOR model, as well as several different AI tools and
techniques adopted. These sample characteristics rein-
force and support the findings of the study (Robert K Yin
2018).

A theoretical sampling based on replication logic
(Eisenhardt 1989; Miles and Huberman 1994) was used

for the selection of the cases: following the literal repli-
cation, AI applications were selected based on the expec-
tation that they tackle similar barriers and have similar
benefits, since they are all applied by companies operating
in Italy, within the same economic and cultural context;
following the theoretical replication, AI applicationswere
selected based on the expectation that they face different
contextual variables while being implemented, since they
are all applied by companies that are heterogeneous in
terms of sector, number of employees, and turnover. The
information for selection was found on the companies’
websites, universities, and consultancy reports. More-
over, the authors had experience with these companies
because of their previous research projects. In total, six
companies and 17 AI applications were selected. Table 3
provides an overview of the case study.

3.3. Data collection and analysis

Data collection was carried out through semi-structured
face-to-face interviews to maintain a logical order while
ensuring spontaneous deviation and open comments.
The semi-structured interview, despite being based on
subject directions found prior to the interview, allows the
researcher to go in-depth for a discovery (Magaldi and
Berler 2020). It offers both flexibility and the possibility
to go further into topics while maintaining the focus of
the study (Ruslin et al. 2022).

In this research, the participants were experts in
AI (e.g. maintenance specialists, data science directors,
and head of production process engineering) directly
involved in or responsible for AI projects in their com-
pany and fully informed of the ongoing situation and
problems. Each interview lasted approximately 120–180
minutes. In each company, there were at least two inter-
viewees (see Table 3) to improve the validity (R K Yin
2009) and reliability of the collected data (Voss, Tsikrikt-
sis, and Frohlich 2002). All interviews were recorded and
transcribed verbatim.

The purpose of this study and the literature review
linking AI and the OSCM processes formalised in the
SCOR model reported in section 2 led the authors
to define an interview protocol consisting of questions
regarding: (i) general information about the company
and the interviewee, (ii) details on benefits achievedwhen
using AI to support OSCM, and (iii) details on barriers
tackled when implementing AI to support OSCM. The
interview protocol is reported in Appendix 1.

Furthermore, archival data, including annual reports,
websites, and documents on AI projects, were used to tri-
angulate empirical evidence and ensure multiple sources
of evidence (Hays 2004; Stuart et al. 2002).

https://aida.bvdinfo.com/
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Table 3. Case study overview.

Company ID
Turnover 2021
[millione]

Number of
employees 2021

Number of
interviewee/s

Respondents’
corporate role Sector

Case study: AI
application

A 2,198 4,654 2 Production Development
Specialist

Maintenance Specialist

Electronic components,
automation and
robotics

A1= Visual Inspection
for in process quality
control

A2= Visual Inspection for
product quality control

A3= Intelligent Cobot
A4= Predictive
Maintenance

B 768 2,100 2 Data science Director Manufacturer of pipes
and related services
for the world’s energy
industry

B1= Prediction of
industrial cost

B2= Anomaly detection
system

B3= Virtual sensing
system for scrap
recovery

C 200 800 2 Maintenance Engineer
Responsible for Engi-
neering of Production
Processes

Light firearms for
hunting, sporting and
personal defence

C1= Classification of
downtimes

C2= Predictive
Maintenance

C3= Visual Inspection for
product quality control

D 1,647 10,772 4 ProgramManager Manufacturer of electrical
and semiconductor
components

D1= Anomaly detection
system

D2= Intelligent batch
dispatching system

D3= Virtual inspection
for in process quality
control

D4= Correlation analysis
on electrical test results

E 71 536 2 HR Manager
Supply Chain Manager

Textile E1= Optimisation of raw
material replenishment

F 4,171 1,130 2 Operations Process
Manager

Oil and Gas F1= Analysis and
planning of the
‘rebound’

F2= Intelligent interactive
voice responder

3.4. Validity and reliability

This study aims to improve the validity and reliability of
the analysis by adopting several strategies suggested by
Eisenhardt (1989) and Yin (2009).

To ensure construct validity, we triangulated empir-
ical evidence from multiple sources, as described in
section 3.3. All interviews were recorded. For each case,
a database was created containing verbatim transcripts of
the interviews, archive data and field notes.

To ensure reliability, a protocol was followed during
the fieldwork (see Appendix 1). Two authors manually
conducted the coding and analysis of the interview and
secondary data for each case; the few divergences in
the initial codification were extensively discussed until
an agreed final decision was reached, as suggested by
Duriau, Reger, and Pfarrer (2007).

Internal validity was ensured by iteratively compar-
ing the results of the analysis with the literature and the
proposed model until theoretical saturation was reached.

To enhance the external validity, and thus the general-
isability of the results, we adopted a theoretical sampling
method based on the logic of replication (Eisenhardt

1989; Miles andHuberman 1994), detailed in section 3.1,
and highlighted the similarities and differences in the
cases analysed.

4. Results

4.1. AI applications support supply chain and
operationsmanagement processes

Table 4 presents a summary of the AI applications iden-
tified by the companies analysed. The applications found
within the cases are related to the plan, make, and deliver
processes. Details are presented in the following sections.

4.1.1. Plan processes
Concerning demand planning and forecasting, Company
F used to face a particularly critical situation due to a
concentration of calls during customer billing periods.
In those periods, there was an excessive lengthening of
the waiting time before being able to talk to an opera-
tor, which generated a lot of complaints from customers.
Therefore, they launched a project (F1) focused on the
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Table 4. Results on AI applications in OSCM.

SCOR
Processes AI application in OSCM Details on AI applications

Company [X] and
AI solution [#]

Plan Demand planning
and forecasting

Analysis of historical demand data to forecast future customer demand to optimise the planning
of the resources, plan marketing actions and balance workloads.

F1

Inventory
management

Analysis of raw material price trends, social media trends, and company’s offer, to optimise raw
material replenishment and achieve a good inventory management.

E1

Make Scheduling Analysis of conditions in the production department and resources’ availability to rout batches in
real-time to the various machines.

D2

Manufacturing Analysis of operators’ gesture through visual control combined with cobot capabilities, to perform
repetitive tasks, inspection, and quality control activities.

A3

Analysis of variables related to systems behaviour to keep the production process constantly under
control, set process limits and solve production problems detected in real time.

B2, D1

Analysis of chemical elements within the scraps to optimise the recycling of scrap products,
minimising the scraps purchasing cost and finding the best mix of scraps that complies the
quality needed for the production system.

B3

Quality Analysis of process images or videos for in process quality control, to ensure process quality and
automation, substitute the repetitive and alienating human control, and support root-cause
analysis and decision-making.

A1, D3

Analysis of product images or videos for product quality control, to measure the output of
production, compare it to the production target and previous production.

A2, C3

Analysis of product functioning to analyse the correlation between the physical measurements
and the functioning of devices that fail tests and recognise configurations that can lead to test
failures.

D4

Maintenance Analysis of machine functioning through sensors’ data to identify the degree of ‘health’ and the
degradation index of each individual machine (or its components), estimate the remaining
useful life of the machines (or its components) and predict failures.

A4, C2

Analysis of machine downtimes collected manually and through sensors to classify potential
causes and support maintenance activities.

C1

Deliver Process inquiry and
quote

Analysis of historical data to identify relationships between industrial costs and product
characteristics to predict future industrial costs of new build-to-order products and generate
reliable quotations.

B1

Analysis of speeches to improve automatic customer care and quickly and intuitively understand
how to approach customer needs and problems.

F2

analysis and planning of the rebound, which is the peak
of calls that the call centre receives from customers fol-
lowing the issuing of electricity and gas bills. The project
leverages an ML algorithm that examines the ‘rebound’
history to forecast future customer calls, optimise the
planning of the resources needed by the call centre to
cover the possible demand curve, and guarantee a high
customer service level. Additionally, this application has
been used to plan marketing actions and scheduling
when it is more effective in sending emails or messages
about latest offers to avoid proposing commercial deals
that could generate an overload of lines and operators.

Concerning inventory management, Company E, like
many other companies in the fashion industry, faces a
very specific problem. Fabric replenishment orders have
very long lead times, and a lack of availability imme-
diately turns into potential order losses. Conversely, an
excess of stock has a big impact on working capital
and high obsolescence costs. They developed a project
(E1) for the optimisation of raw material replenish-
ment and consequent good management of raw material
inventories. This is an ML algorithm that suggests how
to place raw material orders based on the analysis of data
on events that can generate a purchase order: (i) histor-
ical prices of raw materials (e.g. the trend of silk price);
(ii) information taken from different social media (e.g.

trends related to colours or shapes); and (iii) customer
samples (e.g. group of silk product samples offered to
the buyers for presenting newly developed styles). This
application has been used to balance stock-holding costs
and customer service levels in a sector affected by high
demand variability.

4.1.2. Make processes
As far as the scheduling process is concerned, for Com-
panyD the optimal planning of the batch launch becomes
a key issue to guarantee adequate results in terms of effi-
ciency and effectiveness. In the past, various solutions
based on classical mathematical modelling tools have
been developed and tested; however, these applications
have shown major limitations as queues were forming
in the departments, slowing down the production flow.
The company developed a system for intelligent batch
dispatching (D2) based on the reinforcement learning
algorithm. This allows batches to be routed in real time
to various machines based on the conditions in the pro-
duction department and their availability. After several
simulation trials, the system identifies different scenarios,
including pessimistic scenarios, for example, a machine
being down for a long time. This process is continuous,
and the systemdefines and learns how to react to different
situations.
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Regardingmanufacturing concerns, CompanyAhad a
critical issue with quality control activities in production.
Since these controls were carried out in a robot work area,
production had to be stopped. Furthermore, controls
were visual and depending on who was doing the con-
trol, different outcomes could be obtained. They imple-
mented a project (A3) concerning Intelligent Cobot, that
is, a collaborative robot combined with AI, which can
recognise operators’ gestures through visual control. The
cobot is used for repetitive tasks with low loads as well as
for inspection and quality control activities. Company B
developed two different projects (B2 and B3) in the man-
ufacturing environment. When the furnace is restarted
after a routine maintenance operation, the process lead-
ing to the ideal operating temperature is particularly crit-
ical and could have lethal effects on people working at
the site. Therefore, they designed an anomaly detection
system (B2) based on a neural network that is trained
using data collected by the system’s temperature sensors.
This allows the estimation of the ideal operating tem-
perature of the melting furnace and compares it with its
actual value, thus maintaining the entire process under
control.When a significant deviation is recorded between
the data collected by the sensors and the ideal tempera-
ture predicted by theAI system, an early warning alarm is
triggered, alerting operators to stop production, as there
may be problems with product features or, in extreme
cases, a risk of explosion. The second AI application
(B3) was developed because they are not able to accu-
rately determine the composition of the scrap used. The
presence of low-quality scrap is indispensable for lower-
ing the average cost of production; on the other hand,
such scrap contains a high amount of pollutingmaterials.
The application is a virtual sensing system based on ML
and estimates the content of chemical elements within
the scraps. Based on these input data, the best combi-
nation of scraps of different quality (e.g. high-quality
scrap, with very few pollutants, is represented by railways,
while extremely low-quality scrap is represented by tuna
cans, peeled tomatoes cans, etc., because they contain a
lot of tin). The AI application is used to optimise the
recycling of scrap products, minimising the scrap pur-
chasing cost and finding the best ‘recipe’ that complies
with the quality needed for the production system. In
addition, Company B developed a project related to an
anomaly detection system (B1) that analysed the data
detected and collected by the machine sensors for tem-
perature, pressure, gas flow, and electrical current used
to check if the process is operating correctly. By analysing
the standard curves of these parameters, it is possible to
set limits that, if violated, categorise the process as a ‘crit-
ical process’. These limits are extraordinarily complex to
set, because various devicesmay have different responses.

The introduction of an anomaly detection system based
on ML has made it possible to analyse typical curves,
learn from them, compare the parameters detected, and
provide real-time engineering with an answer to the
process.

Company A introduced two visual inspection meth-
ods to improve the quality of the production process.
The first visual inspection tool (A1) operates on a robotic
island that manages the assembly and screwing of a com-
ponent. Before the component is closed and screwed on,
it must be greased by the robot, which autonomously
takes the piece andplaces it on top of the greasing tools. In
this case, the AI application analyses images taken from
the production process and assesses the amount of grease,
and if it is placed correctly and in the correct positions.
This allows the robot to work autonomously without
human intervention, preventing an operator from per-
sonally checking each piece and substituting repetitive
and alienating human control. The second visual inspec-
tion tool (A2) was applied to the switches’ quality gate
to measure the switches’ insertion distance and torque.
To assist this application, the company used a series of
photographs, depicting the insertion distance; the pho-
tographs were analysed and used as input data using an
ML tool that compares them to previous images and the
production target, and defines the result of the quality
test. In addition, Company C launched a visual quality
control project (C3) because they needed to carry out an
objective quality control to determine an adequate value
for the weapon. An overestimated valuation can lead to
damage the brand reputation, while an underestimated
valuation can lead to a substantial loss of turnover. They
installed a machine equipped with cameras within the
over-and-under rifle line. This solution is based on deep
learning algorithms; it can scan and recognise the quality
of the wooden stocks of rifles by comparing them with
models from a historical archive. Company D has devel-
oped two quality control projects. The first AI project
(D3) applied image recognition to optical scans for qual-
ity control and defect testing during the production pro-
cess of the wafer, a thin slice of semiconductor material,
with defect positions. Subsequent analysis conducted by
process engineering is required to understand how to
treat thewafers, as not all defects necessarily lead to prod-
uct rejection. An algorithm associated with image recog-
nition supports root-cause analysis and aids in decision
making. The second quality control project (D4) involved
electrical testing, which was the ultimate step in the pro-
duction process. The system is based on supervised and
unsupervised ML algorithms to analyse the correlation
between the results of electrical tests and physical mea-
surements of devices that fail these tests. This would
make it possible to recognise configurations that can lead
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to test failures before they reach the final stage and avoid
work on failing devices.

An area of particular interest in AI applications is
maintenance, mainly predictive maintenance, which is
applied to automated processes. Company A developed a
predictive model (A4) capable of estimating the remain-
ing useful life of the machines (or their components)
and predicting failures to achieve benefits in terms of
costs and time. One of the components analysed was
the electric motor, which provided a large amount of
data, including temperature, torque absorbed, current,
vibration, number of cycles, and maximum speed. Com-
pany C realised two algorithms based on ML techniques
that were applied to several machines in the plant. The
first algorithm (C1) determines the causes of down-
time and classifies them by type. Data from the MES
and ERP were used as inputs, as well as data provided
by the maintenance managers, including the output of
another algorithm indicating whether the machines were
operational or stopped at a given time and how long
they had been in one of the two states. This algorithm
achieved reliability and accuracy of approximately 98%.
The second application is a predictive maintenance tool
(C2), which has been adopted for more than 60% of
the company’s machinery. This solution is based on a
system called ‘fingerprint’ that allows the creation of a
digital fingerprint capable of indicating the degree of
‘health’ and the degradation index of each individual
machine, as well as the performance related to it. This
makes it possible to intervene in the entire equipment,
or only on a part of it, if it does not achieve the expected
performance.

4.1.3. Deliver processes
As far as the delivery process is concerned, the compa-
nies analysed focused on their AI applications to support
process enquiry and quote. Company B implemented an
algorithm (B1) that predicted the cost of build-to-order
products. In this case, the company does not know the
cost of producing a product that it has never done before,
and it is difficult to collect data to make these estimates.
Furthermore, analysts starting with the same customer
request can generate different quotations. Finally, ana-
lysts cannot estimate the consistency of a proposal. ML
algorithms are objective and repeatable and can estimate
uncertainty. To implement the solution, the firm col-
lected a very large database of the actual costs of items
already produced and trained the model to identify the
relationships behind the data.

Additionally, to improve customer care, company F
has developed an intelligent interactive voice respon-
der (F2). In the past, the company used a traditional
answering system, and the customer was forced to make

three to four compulsory steps by typing the keys on
the telephone several times before being able to speak to
the operator. The new tool capable of identifying with
an accuracy of 85% the customer on call by matching
the phone number with the one recorded in the com-
pany database and using a series of disambiguation ques-
tions such as customer number, first and last name, and
address. The special feature of this application allows the
customer to provide his/her personal data by voice, like a
normal conversation with an operator, instead of dialling
a series of numbers and information, as done in the past.
The AI voice responder understands the caller’s basic
needs and decides whether to forward the call immedi-
ately to the call centre or try to resolve the problem on its
own and, only if this is not possible, to continue the call
with an operator.

4.2. Benefits achieved by companies when using AI
to support supply chain and operations
management

The companies analysed highlighted the achievement of
several benefits thanks to the use of AI to support OSCM.

Company A declared that the A1 project made it pos-
sible to improve the safety and reliability of processes
and reduce lead times owing to the automation of human
controls, whereas A2 established standard conditions to
impartially verify whether a product corresponds to the
reference model, generating a saving of 1.5 minutes per
unit during quality control and increasing quality control.
Applying AI to cobot (A3), instead, opened the possi-
bility of interacting with the robot via gestures, allow-
ing the ‘gaming’ effect. Through this new functionality,
the company has achieved an increase in overall equip-
ment effectiveness (OEE) and improved safety for oper-
ators working alongside the robot. Finally, the predictive
maintenance project (A4) made it possible to reduce the
lead time and maintenance costs, as well as improve
the OEE.

Company B highlighted that project B1 allowed the
firm to increase the reliability of the cost estimation,
which reduced the response time of the quoting system
from days to one-two seconds. In addition, human errors
were significantly reduced, and the reliability of the quo-
tation increased, with a consequent positive effect on the
service level. The second project (B2) increases safety
thanks to real-time monitoring of machines and simul-
taneously increases process reliability and OEE owing
to the instant and quick intervention in the problems.
Finally, the third project (B3) optimises the mix of scraps
and reduces the purchasing costs of materials while
ensuring high environmental sustainability by recycling
scrap.
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Table 5. Results on benefits of AI applications in OSCM.

Plan Make Deliver

Demand
planning
and

forecasting
Inventory

Management Scheduling Manufacturing Quality Maintenance

Process
Inquiry and

quote

Performance
Category

Performance
metrics F1 E1 D2 A3 B2 D1 B3 A1 D3 A2 C3 D4 A4 C2 C1 B1 F2 Total

Cost Reduction of
costs

X X X X X X X X 15

OEE
improvement

X X X X X X

Stock rotation
improvement

X

Speed Reduction of lead
times

X X X X X X X 9

Process reliability
improvement

X X

Dependability Service level
improvement

X X X X 4

Quality Increased
product
quality

X X X 3

Safety Safety
improvement

X X X 3

Sustainability Environmental
sustainability
improvement

X 1

Total 5 1 8 9 8 4

For Company C, the application of ML to mainte-
nance (C1 and C2) made it possible to organise produc-
tion with a view to necessary or planned maintenance
work and reduced the average time to repair a fault by
approximately 30 minutes. They also generated a 4%
gain in machine availability, thereby improving the OEE.
Moreover, quality control through the AI application
C3 increased product quality by reducing the reliability
of controls and the ‘false positive’ results in the quality
check.

Company D stated that project D1 enhanced the root-
cause analysis and supported the improvement of the
finished product quality, an essential performance in the
semiconductor industry. The system for the intelligent
batch (D2) increased the number of batches leaving the
production line, creating amore continuous and constant
flow. The benefit of the image recognition system (D3)
was cost reduction due to the reduction in scrap rate, as
not all defective wafers necessarily have to be eliminated,
and some of them can be recovered. The fourth project
(D4) allows a considerable reduction in costs, as well as
more time and margin of action to implement possible
safeguards and countermeasures.

Company E underlined that project E1 made more
accurate order forecasting possible and allowed for the
optimal investment of available capital based on price
trends and transportation costs, being able to prioritise
certain materials and fabrics that are difficult to find
and for which stock availability directly affects customer

delivery times. This favours operational benefits with low
purchasing, high rotation turnover for rawmaterials, and
an increased service level. From a quantitative perspec-
tive, the application of the ML algorithm resulted in a
30% reduction in stock.

Finally, Company F presented the F1 project as an
application that allowed the internal resources of the call
centre to be saturated, keeping costs low, and improved
the management of peaks, reducing unmet demand, and
increasing service level. Owing to the use of the AI
algorithm, it is possible to reduce the abandonment rate,
minimise disruption, and reduce operating costs. The
advantage of the intelligent interactive voice responder
(F2) is that it enriches communication and humanises
an interaction with the customer that was previously
cold and aseptic. This application improves the customer
experience by reducing waiting time when switching to
an operator and reducing operating costs, as a call han-
dled by the call centre costs much more than a voice
responder call.

Table 5 presents a summary of the main results
obtained from the cases. Since the benefits have been
measured by companies through performance metrics
that were improved thanks to AI projects, the results
were categorised, as suggested by Slack, Chambers,
and Johnston (2010), into the operational performance
dimensions. In particular, cost resulted as the dimension
that took the most advantage from AI projects, followed
by speed, dependability, and quality. Additionally, a small
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Table 6. Results on barriers to AI implementation in OSCM.

Category ID Barriers Companies

Financial barriers 1 High investment needed to
implement AI initiatives,
insufficient financial
resources within the
company and scarcity of
external financing

A, E, F

2 Lack of clarity regarding
the economic benefit
and low experience in
budgeting, cost analysis,
resource allocation, etc.

A, C, F

Organisational
barriers

4 Enhanced skills required
for employees, shortage
of workforce with
adequate skillset in the
labour market and lack
of internal training

A, B, C, D, F

5 Lack of internal digital
culture and training to
embrace technological
advancements

A

6 Lack of employees’
readiness and high
resistance to change

A, F

7 Lack of knowledge
management systems
and low integration
and collaboration
among organisation
departments and supply
chain partners

C, D

Strategical barriers 8 Difficult process changes
and ineffective change
management

D

Technological
barriers

17 Integration issues like
compatibility, scalability
and interoperability
between different
machines, equipment,
technologies, and
network systems

E

20 Challenges in ensuring
data quality

A, B, D, E, F

number of cases underlined safety and sustainability as
further benefits.

4.3. Barriers tackled by companies when
implementing AI to support supply chain and
operationsmanagement

The results of this study underlined nine main bar-
riers tackled by companies when implementing AI
projects, belonging to the financial, organisational, strate-
gic, and technological categories. Table 6 summarises the
obtained results, which are detailed below.

The main barriers faced by Company A lie in
the high complexity of data collection caused by the
variability of the products offered, both in terms of
the size and number of components. A representa-
tive example is the retrieval of photos of all possible
switch configurations, which requires a huge amount
of time and internal resources to provide all the

information, as well as the huge investment needed
to conduct the data capture process without a clear
return on investment (ROI). Furthermore, with the
implementation of the AI cobot (A3), Company A
experienced some preliminary mistrust from operators
towards a new technology that had never been used
before.

Company B has faced difficulties in creating a con-
sistent database. It is based on the consistency of the
database that the effectiveness of an AI system derives:
the higher the quality of the data collected, the more the
developed model will be able to return truly useful out-
put in terms of predictions or suggestions. Another point
of focus is the reliability of the system. Often, the AI sys-
tem is erroneously considered to always be reliable, and
as a result, the suggested solution is accepted uncriti-
cally. Instead, it must be considered that, even though
the AI model has undergone an adequate learning pro-
cess, there is still a probability that itmay provide answers
that are not necessarily correct. Another critical aspect
that was emphasised concerns the availability of specific
knowledge and skills, both concerning the internal pro-
duction processes being addressed and development of
AI models.

Company C highlighted the lack of cross-competen-
cies to build an interfunctional team dealing with such
projects. To overcome this problem, all AI projects have
been implemented by combining internal and external
expertise from consulting firms and universities. Inter-
viewees highlighted a second barrier in assessing the
possible benefits derived from the adoption of AI tools
compared to the implementation costs incurred without
a clear ROI.Another barrier encountered by the company
is the lack of replicability due to the bottom-upAI project
approach.

CompanyD focused on threemain issues in the devel-
opment of AI projects. The first is related to data in terms
of the complexity of the data collection, preparation,
and storage processes. The company had to develop an
effective infrastructure to support the collection, prepa-
ration, and cleaning of data from various sources. The
data management process requires a great deal of stan-
dardisation because the production equipment is pro-
vided by different suppliers and follows different stan-
dards, which increases the data management. The other
two barriers concern organisational hurdles. The first is
the establishment of a change-oriented corporate mind-
set and culture, as not all internal resources have the
skills necessary to manage these new technologies. The
second problem is the initial bottom-up approach used
by the firm to implement AI projects as it reduces
the standardization/replicability of the project on other
sites.
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Figure 2. Summary of the main results and discussions.

The main barrier encountered by Company E is the
limited availability of economic resources for invest-
ment. Another major barrier is the sector’s particularly
advanced technologies, a consequence of the lack of ade-
quate capital to invest in supporting technological inno-
vation. For example, the company finds it difficult to
move into the area of predictive maintenance because
its suppliers of production equipment have not, to date,
offered this type of service included in machinery, which
would require sensors and data analytics systems to iden-
tify deviations in plant behaviour and predict problems
before they occur.

Company F has identified three main issues in the
development of AI projects. The first is the creation of
a data-driven company culture, which is important for
the implementation of a suitable IT infrastructure for col-
lecting, storing, preparing, and analysing data. Another
critical issue is the ability to decide which AI project to
develop because the investments are extremely high and
take a long time to implement, and subsequently gener-
ate an uncertain value and ROI. The last critical issue is
finding people who have the skills and abilities to imple-
ment such technologies. It is often necessary to turn to
external consultancies that can support, at least in the
initial stages, the development of the project and pro-
vide the appropriate skills that are not available within
the company.

5. Discussion

This study empirically investigates 17 AI projects imple-
mented by six companies. For each SCOR process, the AI
projects adopted to support the supply chain and opera-
tions processes were defined, thus providing an answer to
RQ1. The benefits achieved for each AI project were then
reported, providing an answer to RQ2. Finally, the main
barriers encountered by companies in implementing AI
were classified to provide answers to RQ3. A summary is
depicted in Figure 2.

5.1. Answering RQ1: how do AI applications support
supply chain and operationsmanagement
processes?

Using the SCOR classification, most of the projects (13
out of 17) involvedmake processes, with a focus onman-
ufacturing, quality, and maintenance applications. Two
projects involved the plan process, with a particular focus
on demand planning and forecasting and inventoryman-
agement applications, and two involved the deliver pro-
cess, with a particular focus on process enquiry and quote
applications. The focus on make processes can be com-
mented on by observing the concentration of expected
benefits, detailed in the next paragraph, on the dimen-
sions of time and cost reduction, and improvement of
production efficiency. In this phase of the life cycle of
AI technologies, the need to justify investments made
by seeking tangible benefits through their implementa-
tion may be predominant. From this perspective, any
improvement in production processes can generate faster
returns on the resources invested.

Almost all the applications developed for quality con-
trol are based on image-processing solutions. Despite
the critical issues highlighted by some authors regarding
the performance of these systems in particular environ-
mental conditions (Dai et al. 2021), the cases analysed
show how companies have identified in the image anal-
ysis solutions, particularly effective tools for searching
and classifying defects, with the aim of preventing non-
conformities from ending up in the market, and improv-
ing the production process due to a more accurate analy-
sis of the defects themselves (for example, any recurrence
of specific types of defects, of parts of the product where
the defects are concentrated, etc.).

Applications related to manufacturing are more var-
ied, but one that has come up inmore cases is the analysis
of variables related to the behaviour of systems to con-
stantly monitor the process and solve production prob-
lems detected in real time. Applications for predictive
maintenance are all related and concern the estimation of
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the health status and lifetime of a machine, prediction of
failures, and classification of their causes. All these appli-
cations are enabled by the context of smart manufactur-
ing, where the vertical integration of the company allows
heterogeneous data from the shop floor to be collected
in real time through sensors and merged and handled in
MES and ERP systems.

5.2. Answering RQ2: what are the benefits achieved
by companies when using AI to support supply chain
and operationsmanagement?

As already mentioned in the previous paragraph, AI
projects that have been implemented by companies have
had an impact on reducing costs and improving the
efficiency of production processes, confirming what has
emerged in recently published studies (see Table 1). Con-
sidering that multiple responses were possible regarding
the performance achieved by the projects, cost reduc-
tion, lead time reduction, and OEE were the ones mostly
covered by the cases analysed, achieving concrete bene-
fits on these three dimensions. Most of the answers on
the improvements highlighted a direct impact in terms
of lower production costs or efficiency gains. Another
significant set of responses was related to the improve-
ment of service level and quality, to increase external
performance perceived by the customer and safety, to
determine a positive impact on the working conditions of
the operators, an objective not so obvious, and, above all,
not always a priority in company policies. The residual
part of the answers consists of improvements concerning
process reliability, environmental sustainability, and the
stock rotation index.

It may be interesting to highlight the processes in
which the benefits achieved are mainly concentrated.
There is a clear concentration in the make process, espe-
cially regarding quality applications, for which improve-
ments have been obtained both in terms of product and
process quality and efficiency. These results are consis-
tent with the adoption of image processing solutions, in
terms of reducing costs and increasing the efficiency of
the quality control processes themselves. Maintenance
and manufacturing applications also have several ben-
efits. Maintenance benefits are concentrated on process
efficiency and improvement by reducing lead times and
costs and improving OEE. Manufacturing applications
have various effects, with benefits focused on safety, envi-
ronment, and process reliability.

5.3. Answering RQ3: what are the barriers tackled
by companies when implementing AI to support
supply chain and operationsmanagement?

From the analysis of the barriers that can hinder or
slow down the process of implementing AI solutions

within companies, three distinct sets emerge: barriers
that concern themore technical aspects of the implemen-
tation processes, barriers related to the more strategic-
organisational aspects, and barriers related to financial
aspects.

Focusing on the more technical dimensions, the sam-
ple of companies investigated highlighted the complexity
inherent in the process of collecting the data necessary
to feed the algorithms underlying the implemented AI
solutions. The necessary condition for maximising the
learning process of ML and DL systems is the availabil-
ity of large quantities of high-quality data. The more the
data available, the more frequently they are updated, and
the more differentiated forms they come in, the better
the ability of the algorithm to learn and produce accu-
rate outputs. Five companies substantially confirm what
emerges from the analysis of the main contributions that
have appeared in the literature, highlighting the issue of
data quality as themain barrier to implementation due to
a low ability to govern the data acquisition processes and
the subsequent archiving and processing phases. They
underlined the difficulty of building a sufficiently con-
sistent and reliable database to feed the learning process
of AI algorithms, and the criticality of the data acquisi-
tion process correlated with the constraints posed by the
machines currently in use.

Concerning the strategic-organisational dimension,
five companies involved in the research reported a lack
of adequate technical skills to support the development
and implementation of AI solutions as another signifi-
cant problem. This aspect is a particularly critical issue
because it is evident that today, we are facing a struc-
tural deficit of figures with a technical background that
respond to the concrete needs of companies that intend
to start AI projects. From the interviews, it emerges that
the path of upskilling and reskilling of figures already
present in the company appears to be impractical today,
as the skills to be developed are very specific, and for
the management of these projects, it is necessary to
have already acquired a certain amount of experience
because the problems to be faced are often poorly codi-
fied. To complete these reflections, it should also be noted
that the AI phenomenon is relatively recent regarding
business applications; therefore, several companies have
not yet developed the models and tools required to iden-
tify and select the necessaryAI skills. Additional evidence
emerged from the cases is identified in the absence of
an adequate culture of change that can support organisa-
tional structures and individuals in the adoption of tech-
nological solutions that can also have significant impacts
on processes and areas of comfort that have been created
over the years. However, there is also an issue of lack of
readiness from operators, low integration and collabora-
tion among organisational departments and supply chain



INTERNATIONAL JOURNAL OF PRODUCTION RESEARCH 21

partners, difficult process changes, and ineffective change
management.

In terms of financial aspects, four companies high-
lighted the financial dimension as a significant barrier
to AI adoption. They reported that both the amount
of investment required to develop and implement the
projects and the difficulty in determining the potential
return on investment with a reasonable degree of reli-
ability. These results also confirm the indications that
emerged in several studies that reported a lack of financial
resources to support the necessary investments and scep-
ticism about achieving a sufficient return on investment
fromAI solutions as obstacles. This last aspect can repre-
sent an important break for those companies that require
very precise analyses of the expected returns to authorise
investments, and that embrace a very short-term culture
for which actionswith certain and immediate impacts are
preferred, even if not particularly consistent under the
economic profile.

A final consideration relates to the absence of evidence
on two factors which often find specific findings in the
literature (see Table 2). The companies investigated did
not highlight any problems on front of the commitment
and buy-in of the topmanagement. Usually, in such large-
scale projects, aswell as in lean transformation projects or
ERP system implementation projects, these elements are
often cited as the causes of failure. Similarly, no specific
evidence has emerged on the IT security front associ-
ated with the adoption of AI solutions. However, since
the analysed companies represent successful cases in the
implementation of AI projects, they have probably over-
come these criticalities, thanks to a series of prerequisites
already satisfied, that is, top management commitment
and cyber security contracts with suppliers. Rather, they
have highlighted only the most relevant barriers still rep-
resenting real complex obstacles to be overcome, even for
future projects.

6. Conclusion

The aim of this study is to investigate the applications
of AI to OSCM through the experiences and insights
of real industrial cases. The study aims to analyse how
AI applications support OSCM in various specific pro-
cesses and to investigate benefits achieved and barriers
faced by companies in their implementation. To do so,
this research conducts multiple case studies. It analyses
empirical data concerning 17 applications of AI to the
SCOR processes within six Italian companies.

6.1. Contribution to theory

From a theoretical perspective, this study increases the
understanding of AI applications to support OSCM

processes and specifically the SCOR processes. The
results of the literature review show applications of AI in
the five SCOR processes, identify benefits for companies
in OSCM, and analyse the main barriers to implemen-
tation that companies may face during the implementa-
tion of Industry 4.0, which includes AI among its tech-
nologies. Very few studies have empirically tackled these
issues before, although recent studies have emphasised
the importance of exploring the topic and deepening and
refining the literature (Nikseresht et al. 2022; Wilson,
Paschen, and Pitt 2021). Previous studies have primar-
ily focused on the development of new AI algorithms,
testing them via simulations or single experimental cases,
or proposing literature reviews on the topic without any
empirical data.

The discussion of the findings of this study shows
how the cases provide new observations, build on
the literature, and introduce interesting new concepts
that will advance the theory and practice of AI in
OSCM. The potential applications and benefits identi-
fied in the literature have been enriched by the inclu-
sion of real companies’ perspectives. The analysed com-
panies concentrated their AI applications to support
the make processes, with a focus on manufacturing,
quality, and maintenance applications. These applica-
tions made it possible for companies to achieve con-
crete benefits in three performance dimensions: cost
reduction, lead time reduction, and OEE. In addition,
this study analysed barriers that concern AI implemen-
tation, which has resulted in very little coverage by
recent studies, and only some technical barriers related
to the development of specific ML algorithms have
been identified. The results of the case research, start-
ing from barriers related to Industry 4.0 implementation,
which includes AI among its technologies, show that
the key barriers faced by the companies analysed are
related to technical, strategic-organisational, and finan-
cial aspects.

6.2. Contribution to practice

From an empirical perspective, this study reports and
analyses several projects of AI application to OSCM
processes within real companies. At present, practition-
ers can find very few models or indications based on
empirical data in the literature. This study fills this gap
and provides practitioners with practical examples of AI
applications to OSCMusing a process-based perspective.
This perspective can inspire and guide pilot projects on
targeted processes, such as those that create bottlenecks
or those that contribute most to value creation. In addi-
tion, the results of this study can alsomakemanagers and
practitioners aware of the possible challenges and benefits
that can be encountered during the implementation and
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the performance to be assessed to verify the effectiveness
of the projects.

6.3. Limitations and future research

The main limitation of this study lies in the nature of the
methodology adopted. Although multiple case studies
are broadly acknowledged as a robust research method
for theory building (Voss, Johnson, and Godsell 2016;
Robert K Yin 2018), it is also true that it is a qualitative
methodology based on a limited set of companies, which
makes it possible to deeply analyse cases but difficult to
generalise the results obtained. Moreover, in this study,
the cases were all carried out in the same geographical
context, i.e. Italy. The study adopted various strategies to
support validity and reliability (see section 3.4), but cau-
tion must be exercised in generalising the results of this
study to a larger population.

The results of this study could be validated by future
research by replicating this study with a different sam-
ple or by conducting a quantitative study on a larger
population.

Despite its limitations, the study provides interesting
and novel results, presenting clear insights into the use
of AI in various processes of the SCOR model. Future
studies could further explore the use of AI in ‘return’
processes. They could also take inspiration from the
recent developments of the Association for Supply Chain
Management (ASCM), which extends the processes view
given by the SCOR with one based on Digital Capa-
bilities, summarised in the Digital Capabilities Model
(DCM). According to the ASCM, in the DCM ‘each digi-
tal capability is mapped to relevant elements in the SCOR
Digital Standard’1ï£ĳ. This possible future research direc-
tion would integrate the two views to provide a com-
prehensive guide to the implementation of AI in OSCM.
Studying the processes to understand the capabilities
required is fundamental and this study provided the basis
for this.

Note

1. https://www.ascm.org/corporate-transformation/dcm/
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Appendix 1: case study protocol

Source 1. Face-to-face interview

General questions Company introduction (turnover, employees, sector, product portfolio, business model)
Interviewee/s introduction (role in the company, main interests, experience)

AI applications What are the Artificial Intelligence (AI) applications implemented by your company?
AI and SCORmodel • How do AI applications support each of the following supply chain and operations management processes?

• Plan: processes aimed at gathering requirements and information on available resources, balancing requirements
and resources to determineplanned capabilities andgaps in demandor resources, and identifying actions to correct
these gaps

• Source: processes aimed at issuing purchase orders, scheduling deliveries, receiving orders, validating orders,
storing goods, and accepting suppliers’ invoices’

• Make: processes aimed at processing, maintenance, repair, overhaul, recycling, refurbishment, manufacturing and
other common types of material-conversion processes

• Deliver: processes aimed at receiving, validating, and creating customer orders, scheduling order deliveries, picking,
packing and shipping, and invoicing customers

• Return: processes aimed at moving material from a customer back through the supply chain to address product
defects, ordering, or manufacturing, or to perform upkeep activities

Benefits and Barriers What benefits have been achieved in implementing and adopting AI applications in the above-mentioned processes?
Howmany and what barriers have been encountered in implementing and adopting the AI applications in the above-mentioned
processes?

Source 2. Direct observations and internal documents

Company tour Direct observation of the AI applications, with the possibility to ask further questions to the employees and/or managers involved.
Digital or paper materials Internal documents related to the AI projects, with the possibility to ask further questions to the employees and/or managers

involved

Source 3. Official documents

Company’s website General company information; product catalogues and information brochures related to the solutions provided by the companies.
News and press Up-to-date news related to the companies and their AI applications.
National database Economic reports and balance sheets.
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