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Abstract 

We present SUBTLEX-CY, a new word frequency database created from a 32 million word 

corpus of Welsh television subtitles. An experiment comprising of a lexical decision task 

examined SUBTLEX-CY frequency estimates against words with inconsistent frequencies in 

a much smaller Welsh corpus that is often used by researchers, the Cronfa Electroneg o’r 

Gymraeg (CEG; Ellis et al., 2001) as well as four other Welsh word frequency databases. 

Words were selected that were classified as low frequency (LF) in SUBTLEX-CY and high 

frequency (HF) in CEG and compared to words that were classified as medium frequency 

(MF) in both SUBTLEX-CY and CEG. Reaction time analyses showed that HF words in 

CEG were responded to more slowly compared to medium frequency (MF) words, 

suggesting that SUBTLEX-CY corpus provides a more reliable estimate of Welsh word 

frequencies. The new Welsh word frequency database that also includes part-of-speech, 

contextual diversity, and other lexical information is freely available for research purposes on 

the Open Science Framework repository at https://osf.io/9gkqm/. 
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Introduction 

Welsh is a Celtic language spoken by just over 800,000 people (approximately 30% of the 

total population; annual population survey, 2022). The language is characterised by several 

interesting and unusual linguistic features – common to other Celtic languages – such as a 

verb-subject-object syntactic structure and morphological features such as initial consonant 

mutations (e.g., the possessive pronoun his/her, ei, triggers a mutation for subsequent nouns 

with specific initial consonants; Ball & Muller, 2002). Although Welsh orthography is highly 

transparent, a number of digraphs (e.g., dd, th, ph) and a tendency to form compound nouns 

means that written Welsh can at first appear rather complex. Given the history and geography 

of Wales, it is very rare to find monolingual speakers of Welsh, and instead, a number of 

regions – including North and West Wales – have populations that are highly fluent in both 

languages, often acquiring both English and Welsh at home or early on in primary school. 

Thus, Wales has a population of people with varying degrees of Welsh-English bilingualism, 

ranging from the highly fluent to beginner level, across the full age range. The distinct 

linguistic features of either language (different syntax, morphology, levels of orthographic 

transparency, etc.) are ripe for a proliferation of studies in bilingualism, and indeed, this 

population has enabled large strides in bilingualism research (cf. Martin, et al., 2009; Kuipers 

& Thierry, 2010; Wu & Thierry, 2013). Creating a large database of Welsh words with 

associated frequency norms is imperative to ensure that research efforts involving the Welsh 

language can be conducted efficiently and to a high standard.  

 Most past research involving written Welsh-language stimuli has relied on the Cronfa 

Electroneg o Gymraeg (CEG; Ellis et al., 2001; see for example Gathercole & Thomas, 2009; 

Grossi, Savil, Thomas & Thierry, 2010; Grossi, Savill, Thomas & Thierry, 2012; Egan, 
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Oppenheim, Saville, Moll, & Jones, 2019). CEG is a one-million words Welsh lexical 

database that contains frequency counts. Words in this database were selected from a range of 

modern text types and the intention was to create a Welsh parallel of the Kučera and Francis 

(1967) database for American English and the Lancaster-Oslo/Bergen (LOB) corpus for 

British English (Johansson, Leech, & Goodluck, 1978). The CEG corpus has been pivotal in 

producing Welsh-language psycholinguistic research, yet for research on bilingualism, 

stimulus selection and matching across languages involves a cumbersome process of 

weighting frequencies by the size of the respective database to account for inherent biases 

stemming from the vastly larger, and therefore more reliable, English databases such as 

SUBTLEX-UK (van Heuven, et al., 2014); a solution that is certainly less than ideal. Other, 

more recent Welsh word databases include Corpws Cenedlaethol Cymraeg Cyfoes 

(CorCenCC; Knight et al., 2020), an 11 million word database that is highly representative of 

living Welsh language use, with sources including journals, emails, sermons, road signs and 

TV programmes. Nevertheless, for psycholinguistic work focusing on word processing times 

– and in particular, lexical, written language – frequencies based on film and television 

subtitles remain better predictors of word processing times than frequencies based on a range 

of other sources (e.g., Brysbaert, Buchmeier, et al., 2011; Brysbaert, Keuleers, & New, 2011; 

Brysbaert & New, 2009, Cai & Brysbaert, 2010; New et al., 2007). Thus, the SUBTLEX 

databases – created from film and television subtitles – provide reliable and precise 

information on frequency as well as a number of other indices, and are available in a large 

number of languages (e.g., Dutch, English, French, Greek, Spanish, Chinese). Here, we 

present SUBTLEX-CY, a lexical database of 32 million Welsh words collected from subtitles 

made available by the Welsh medium broadcaster S4C (broadcasts from 1973-2019). 

Subtitles were collected from a broad range of programmes, including children’s 
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programmes, news items and soap operas. The S4C corpus is substantially larger than 

existing Welsh corpora (see Table 1). Below, we describe how the corpus was created, 

provide summary statistics, comparisons with other Welsh corpora, and the first validation 

study of word frequencies from this corpus. We also examine the rate of cognates and false 

friends between Welsh and English, and loan words from English: an approach that has not 

been adopted in previous versions of SUBTLEX in other languages, but may prove fruitful 

for quantifying linguistic overlap in bilingual communities. 
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Table 1. Number of word forms (types) and corpus size (tokens) of Welsh corpora (> 1 

million words) and dictionaries. 

Welsh Corpora Word forms 

(types) 

Corpus Size 

(tokens)  

CC0 Corpus (Prys et al., 2021; v21.10) 

https://github.com/techiaith/corpws-CC0 

Corpus of 20,000 sentences and over 180,000 tokens, 

collected from wikipedia articles, twitter, out of copyright. 

More than 100,000 machine translated sentences from the 

CoVost Facebook corpus. 

https://github.com/facebookresearch/covost/ 

 

17,068 

 

 

 

43,850 

 

161,954 

 

 

 

1,078,379 

Cronfa Electroneg o’r Gymraeg (CEG; Ellis et al., 2001) 

https://www.bangor.ac.uk/canolfanbedwyr/ceg.php.en 

(500 samples of 2000 words, post 1970). 

37,192 1,079,131 

Corpws Cenedlaethol Cymraeg Cyfoes (CorCenCC, 

Knight et al. 2020a, 2020b) https://corcencc.org 

National Corpus of Contemporary Welsh 

(written, spoken and electronic sources). 

  14,338,149 

(11.2 million 

words) 

Worldlex (Gimenes & New, 2016) 

https://worldlex.lexique.org 

Welsh blogs and newspapers. 

89,470 3,794,371 

Kynulliad3 (Donnelly, 2013) 

http://cymraeg.org.uk/kynulliad3 

Word frequency list of 360,000 aligned Welsh-English 

sentences. Sentences are from the proceedings of the third 

assembly of the National Assembly for Wales (2007-2011). 

41,903 9,377,423 

Welsh Dictionaries / Lexicons 
  

Eurfa (Donnelly, 2013) 

http://eurfa.org.uk 

Free dictionary that includes word forms from Kynulliad3 

and other much smaller corpora. 

210,577  

Lecsicon Cymraeg Bangor (LCB; Watkins et al., 2021) 

https://github.com/techiaith/lecsicon-cymraeg-bangor 

The Bangor Welsh Lexicon. A comprehensive lexicon of 

Welsh forms with lemma and morphological information 

(version 22.07). 

496,015  
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Method 

Corpus collection 

Welsh subtitles from S4C television broadcasts years 1973-2019 were provided by S4C. The 

television programmes covered a wide range of genres (e.g., drama, soaps, news, children’s). 

The archive included both English and Welsh subtitles in EBU (European Broadcasting 

Union) Subtitle Data Exchange format (STL). Files were converted to SRT using stl2srt.py1. 

Next, based on filename codings used by S4C, the initial set of Welsh subtitles were selected. 

This resulted in a total of 12,505 files. 

Text cleaning 

A Python script was created to convert the subtitles to text files. Subtitles not only contain 

spoken conversation but also information for the hard of hearing that describes sounds or 

things occurring in the scene, such as CNOC AR Y DRWS (knock on the door), NEGES 

DESTUN (text message), FFÔN YN CANU (phone ringing). Such non-spoken material in 

the subtitles is presented using capital letters. Furthermore, meta-information about the 

subtitles and other non-spoken text and numbers (e.g. 889) are also often found in subtitles. 

Several S4C subtitles also contained English translations of some of the Welsh words. These 

translations were presented between parentheses. All non-spoken material and English 

translations were removed from the subtitles when these were converted to text. To make 

sure that the resulting text files contained Welsh language and not English, the language of 

each text file was determined using lingua-py2. Four text files identified as English were 

removed. 
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Part-of-Speech tagging 

After converting the subtitles to text and removing English only text files, 12,488 Welsh text 

files remained. To be able to calculate word counts based on the role that words play in 

sentences, the text corpus was processed with a Part-of-Speech (PoS) tagger that tokenizes 

the text and assigns a part-of-speech to each token (e.g., noun, verb, punctuation). There are 

several part-of-speech taggers for Welsh: WNLT23 (Welsh Natural Language Toolkit,), 

CyTag4, and TagTeg5 (Prys et. al., 2020; Prys & Watkins, 2022). WNLT2 and CyTag are 

rule-based PoS taggers, whereas TagTeg is a statistical tagger based on spaCy (Honnibal et 

al., 2020) and is trained using an annotated corpus. Prys and Watkins (2022) tested the 

accuracy of these PoS taggers using a corpus of 500 Welsh sentences (7,675 tokens). The 

results showed that TagTeg reached a token accuracy of 92%, which is significantly higher 

than the other two PoS taggers. Furthermore, unlike the two rules-based PoS-taggers, TagTeg 

can generalize PoS tags to unfamiliar words. Thus, we decided to use TagTeg to PoS-tag the 

text files. Unfortunately, TagTeg does not provide lemma information, unlike PoS taggers for 

other languages. Therefore, the lemma of each word form was looked-up automatically in 

Lecsicon Cymraeg Bangor (the Bangor University Welsh Language Lexicon, LCB; Watkins 

et al., 2021).  

 LCB (version 22.07) contains 496,087 Welsh word forms and includes for each word 

form, the lemma, part-of-speech, and morphological features. The part-of-speech information 

provided by TagTeg was used by a Python script to find the lemma of each word form by 

matching the word form and part-of-speech with those entries in LCB. If the lemma could not 

be found, the word form was converted to lowercase and again a match was tried based on 

the word form and part-of-speech. If this failed, only the word form (first in its original form 
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and if failed in lower case) was looked up in LCB to find the lemma. Finally, if again no 

match was found the lemma was assumed to be the same as the word form. 

 After PoS tagging the corpus, a database was created of word type, part-of-speech, 

and lemma triplets and their counts across all subtitles. This database also contained 

information in which broadcasts the word type occured in order to calculate contextual 

diversity (Adelman, Brown, & Quesada, 2006). After removing punctuation from this 

database, 293,315 types (triplets) and 32,489,072 tokens remained. Next, a lemma frequency 

database was created from this word type database. In total, the subtitles contained 159,128 

lemmas. The SUBTLEX-CY database was created from these two databases. Two 

SUBTLEX-CY databases with word forms were created, one that included all word forms 

(171,873 types and 32,489,072 tokens), and using similar criteria as used for SUBTLEX-UK 

(van Heuven et al., 2014), one database without digits and entries that started with digits or 

other non-alphanumeric characters except a quote (e.g, 'd, or those containing a hyphen 

between letters). Furthermore, to exclude typos and nonwords only word forms that occurred 

in at least two broadcasts were included. The final cleaned SUBTLEX-UK database contains 

87,742 types and 32,242,290 tokens and is recommended to be used by psycholinguistic 

researchers. 

 Each of the files provide frequency, contextual diversity (based on the number of 

broadcasts in which the word occured), part-of-speech information, lemma information, as 

well as information in which dictionary/lexicon each word occurs. For the dictionary check, 

each word form was checked against Welsh (cy_GB6) and English (en_GB and en_US)7 

Hunspell (version 1.7.1, Ooms, 2022) dictionaries, and words in LCB, Eurfa and CorCenCC. 

An overview of the number of types and tokens for each part-of-speech category is presented 

in Table 2. 
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Table 2. Type and token count for each part-of-speech in SUBTLEX-CY. 

Part-of-Speech (POS tag)  Types Tokens 

Verb (VERB)  20,883 6,350,803 

Noun (NOUN) 39,843 5,426,461 

Adposition (ADP) 532 4,075,130 

Particle (PART) 47 3,477,554 

Pronoun (PRON) 177 3,044,928 

Determiner (DET) 81 2,607,370 

Adjective (ADJ) 6,906 1,743,716 

Adverb (ADV) 649 1,461,178 

Conjunction (CONJ) 94 1,317,581 

Proper noun (PROPN) 15,729 1,204,209 

Auxiliary (AUX) 110 743,521 

Interjection (INTJ) 308 304,492 

Numeral (NUM) 183 267,402 

Other (X)  2,084 168,241 

Punctuation (PUNCT) 42 43,549 

Symbol (SYM) 74 6,155 

 

 SUBTLEX-CY contains not only Welsh words but also Welsh-English cognates (e.g. 

ffrind-friend, preifat-private; including English loan words that are written identical in Welsh 

and English, e.g. problem, clown) and Welsh-English false friends/interlingual homographs 

(e.g. plant (children), hen (old)). Table 3 provides information about the number of Welsh 

and English words as well words that can be found in Welsh and English dictionaries 

(cognates and false friends/interlingual homographs) and entries that did not occur in 

Hunspell dictionaries, LCB, Eurfa, and CorCenCC. 
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Table 3. Language information of the word forms in SUBTLEX-CY (type and token counts as 

well as percentages in parentheses). 

Language / Dictionaries Types (%) Tokens (%) 

Welsh 

(cy_GB and/or LCB and/or Eurfa and/or CorCenCC) 

39,485 

(45.0%) 

18,801,515  

(58.3%) 

Welsh and English 

(Welsh and (en_GB and/or en_US)) 

3,648 

(4.2%) 

12,056,794 

(37.4%) 

English 

(en_GB and/or en_US) 

25,495 

(29.1%) 

1,050,411 

(3.3%) 

Not found in cy_GB, en_GB, en_US Hunspell 

dictionaries, LCB, CorCenCC, and Eurfa. 

19,114 

(21.8%) 

333,570 

(1.0%) 

 87,742 32,242,290 

 

 In addition to word frequency (count of how many times it appears in the subtitles), 

Zipf values were calculated using equation (1) provided in van Heuven et al. (2014) and 

added to the cleaned SUBTLEX-CY database:  

(1)  Zipf value = log10( (count + 1) / (tokens per million + types per million)) + 3 

 The total number of tokens in SUBTLEX-CY is 32.242 million and the number of 

types is 0.088 million. Thus, the resulting equation (2) was used to calculate the Zipf values 

for all entries in SUBTLEX-CY. 

(2)  Zipf value = log10( (count + 1) / (32.242 + 0.088)) + 3 

 Furthermore, for each word, the orthographic similarity with other words in the final 

database was calculated in terms of OLD20 (Yarkoni et al., 2008) and neighbourhood density 
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(Coltheart et al., 1977) using the R package strsim8 and these measures were also included in 

the cleaned SUBTLEX-CY database. 

SUBTLEX-CY vs. other Welsh word frequency databases  

The Top-25 of the most frequent words in each database (SUBTLEX-CY, CEG, CorCenCC, 

Worldlex, and Kynulliad3) is presented in Appendix 1. The top-25 of each database is 

similar, however, there are some differences. For example, the most frequent word is "yn" 

(English translation: "in") in CEG, CorCenCC, Worldlex, and Kynulliad3 whereas in 

SUBTLEX-CY, which is substantially larger than the other databases, the most frequent 

word is "i" (English translation is "i"). 

To explore how the word frequencies differ across the databases, words were selected that 

occur in all five databases. In total, 9,863 words are in all the five databases, and most are 

Welsh words (N = 9,111). The set also contains form identical Welsh-English words 

(cognates/false friends, N = 731), English words (N = 17), and words that could not be found 

in Welsh and English Hunspell dictionaries (cy_GB, en_GB, en_US) nor in CorCenCC and 

Eurfa (N = 4). Correlations of the Zipf values between databases was high (see Figure 1). In 

particular, the correlation between CorCenCC and Worldlex was very high (.908), this is 

likely due to the use of very similar source material (Welsh online material). Correlations 

between Kynulliad3 and the other frequency databases are low, this is likely also due to 

differences in source material. Kynulliad3 frequencies are based on written proceedings of 

the third assembly of the National Assembly for Wales, whereas the other frequency 

databases are based on either online material and/or a written/spoken material. 



13 

 

Figure 1. Scatterplot of Zipf values and Pearson correlations (all p < .001) between the five 

Welsh word frequency databases (N = 9,863). 

 Next, we explored the frequency distributions of the Welsh words and the Welsh-

English form identical words across the databases (see Figure 2). Interestingly, the Zipf value 

distributions suggests that the Zipf values for Welsh-English words are higher than for than 

Welsh words (distribution of Welsh-English word more to the right compared to the Welsh 

word distribution). The mean Zipf values are consistent with this because for all databases the 

Zipf values are significantly higher for Welsh-English cognates/false friends than for Welsh 

words. However, for SUBTLEX-CY, CorCenCC and Worldlex the difference in mean Zipf 

value between Welsh-English words and Welsh words are relatively large (SUBTLEX-CY: 

4.31 vs. 3.47, t(824.84) = 22. 53, p < .0001; CorCenCC: 4.28 vs. 3.85, t(806.6) = 12.25, p < 

.0001; Worldlex: 4.27 vs. 3.85, t(810.05) = 12.22, p < .0001), whereas the differences in 
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CEG and Kynulliad3 are only 0.16 and 0.10 (CEG: 4.31 vs. 4.15, t(788.59) = 4.88, p < .0001; 

Kynulliad3: 3.61 vs. 3.51, t(808.63) = 2.16, p < .05). 

Figure 2. Density plots of Zipf values by language for Welsh words (N = 9,111) and form 

identical Welsh-English words (N = 731) that occur in all five databases. 

Welsh-English form words in SUBTLEX-CY 

SUBTLEX-CY contains 3,648 words classified as Welsh and English (cognates/false 

friends). In total, 3,323 of these words also occur in SUBTLEX-UK (van Heuven et al., 

2014) and the correlation between the Zipf values in SUBTLEX-CY and SUBTLEX-UK is 

moderate (r = .438, p < .001). However, many of the words are proper names. After 

removing the proper names based on the PoS tagger information in SUBTLEX-UK, the set of 

words was reduced to 1,942. The correlation between the Zipf values these 1,942 
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cognates/false friends in SUBTLEX-CY and SUBTLEX-UK is higher (r = .562). Appendix 4 

shows the top-50 most frequent form identical cognates/false friends. 

Next, we examined the potential disparity between word frequencies in SUBLTEX-CY and 

in the currently most-used corpus in Welsh language research, CEG (Ellis et al., 2001). 

Figure 3 shows words identified as having consistent (mid-range) frequencies in either 

corpus, and words that are inconsistent across the two corpora; high frequency (HF) in one 

and low frequency (LF) in the other (see Method section of the experiment below for 

information how these words were selected). These classifications were then plotted also for 

the other Welsh databases (CorCenCC, Worldlex, and Kynulliad3). The resulting pattern of 

mean frequencies shows a fundamental inconsistency for words identified as HF in 

SUBTLEX-CY compared to the frequency of these words in the other corpora.  

Given this interesting inconsistency, we next conducted an experiment with human 

participants in order to assess the fit of SUBTLEX-CY and CEG word frequencies with 

participant's response times in a Welsh lexical decision task.  



16 

 

Figure 3. Mean Zipf values and standard error for words in the two conditions in five lexical 

databases (SUBTLEX-CY, CEG, CorCenCC, Worldlex, and Kynulliad3). 

Experiment 

Method 

Participants 

Sixty-seven participants completed the experiment, recruited via social media platforms, and 

Prolific.co. Eligibility was restricted to participants aged between 18 and 40, who reported 

oral and written fluency in Welsh and English and reported no language-related disorders. 

Participants were paid £3.80 for a maximum of 30 minutes of their time. 
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 Following the initial screening, a language history questionnaire was administered, 

which required participants to self-rate proficiency in reading, writing, speaking, and 

comprehension in Welsh, on a scale from 0-10. An aggregate self-rated proficiency score is 

calculated as a mean over the four variables. Despite pre-screening, there was a wide range of 

self-reported proficiency values in Welsh. Aggregate Welsh proficiency scores ranged from 

2.5 to 10 with median of 8.5 (MAD = 2.22, IQR = 3). Participants who reported self-rated 

aggregate proficiency of less than 7 were excluded from analyses (nexcl = 23) as they were not 

considered proficient enough in Welsh for the purpose of validating a new lexical frequency 

database. One additional participant with a Welsh proficiency rating of 9.75 was excluded 

because their accuracy on word trials was 1.11%. 

 The remaining 43 participants had a mean age of 27.35 (SD = 7.13, 18-41). Twenty-

five participants identified as women, sixteen as men, and two did not wish to say, with 

majority right-handed (nright = 35, nleft = 5, nambi 3). Most participants learned English before 

the age of four (n = 37). Fifty-one percent (n = 22) of participants used Welsh and English at 

home, 28% (n = 12) used English only, 16% used Welsh only (n = 7), whilst one participant 

reported using English and German at home, and another reported use of English, Welsh and 

Spanish. Median Welsh proficiency ratings were 8.75 (MAD = 1.48). Ethical approval was 

granted by Wrexham Glyndŵr University. 

Stimuli 

A total of 25,182 wordforms were common to the CEG (Ellis et al., 2001) and a nonfinal 

version of SUBTLEX-CY (June 2021). To evaluate the frequency estimates from the 

SUBTLEX-CY corpus, words with Zipf values greater than or equal to 3.0 were selected to 

ensure that selected stimuli would be known to most Welsh speakers. The set was further 
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restricted to include stimuli that differed in Zipf value estimates between corpora by a 

minimum of 0.1 and a maximum of 1.1. Words were restricted to a minimum of four letters 

and a maximum of nine. This resulted in three subset of words corresponding to three tiers of 

relative between-corpora differences in Zipf estimates: 

● LF-HF: words considered low frequency in CEG but high in SUBTLEX-CY 

● MF-MF: words considered moderate frequency in CEG and SUBTLEX-CY 

● HF-LF: words considered high frequency in CEG but low in SUBTLEX-CY 

Borrowings from English, Welsh mutations, slang terms, and cognates were excluded 

from this subset to reduce idiosyncratic responding and facilitation in the case of cognates. 

The selected stimuli were further restricted based on part of speech information so only 

nouns, adjectives, verbs, and adverbs were retained. As a result, there were insufficient 

candidates in the LF-HF category to proceed (n = 18) and this subset was dropped before 

matching. OLD20 estimates (Yarkoni et al., 2008) were calculated for the remaining possible 

targets based on each of the corpora, using the OLD20 function in version 0.3 of the vwr 

package (Keuleers, 2013). The OLD20 values from the SUBTLEX-CY and CEG corpora 

were very strongly correlated for words (ρ = .98). 

Two sets of 45 words were extracted from MF-MF and HF-LF subsets matched on 

length (tolerance = 0) and OLD20 (tolerance = -0.1-0.1) using the LexOPS package (Taylor 

et al., 2020). Novel pseudowords were generated using Pseudo (van Heuven, 2020) with the 

SUBTLEX-CY corpus as the dictionary file. Candidate pseudowords were restricted to words 

between 4 and 9 letters, excluding the 90 targets matched by LexOPS. Welsh includes sets of 

distinct digraphs that correspond to specific phonemes (ch, dd, ff, ng, ll, ph, rh, th). These 
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were replaced by distinct characters in the SUBTLEX-CY dictionary file (e.g., : = dd) to 

ensure digraphs were substituted appropriately in Pseudo. The alphabet was restricted to legal 

consonants and vowels in Welsh (vowels = a, e, i, o, u, w, y; consonants: b, c, ch, d, dd, f, ff, 

g, h, l, ll, m, n, ng, p, ph, r, rh, s, t, th) and to position-specific bigram and trigram frequencies 

of 100 or greater, based on the entire SUBTLEX-CY corpus. Pseudowords that matched 

words present in SUBTLEX-CY and/or SUBTLEX-UK (van Heuven et al., 2014) were 

automatically excluded. Novel pseudowords were generated by substituting one letter in a 

random position based on the input strings, where vowels were replaced by vowels, and 

consonants with consonants, producing 88,250 novel pseudowords. OLD20 values were 

calculated based on SUBTLEX-CY, for all pseudowords, using the OLD20 function in the 

vwr package for matching. The OLD20 values from the CEG were also calculated and 

correlated very strongly with OLD20 from SUBTLEX-CY (ρ = .90). LexOPS was used to 

generate a total of 90 pseudowords matched on length (tolerance = 0) and SUBTLEX-CY 

OLD20 (tolerance = -0.1-0.1) with the HF-LF and MF-MF sets (n = 45 each). Following 

manual inspection of pseudowords by author MWJ, two pseudowords ("bitchnach", 

"lineline") were manually replaced with pseudowords of the same length and OLD20 values 

to avoid spuriously long reaction times (RTs) for the legal but unusual items. Complete 

stimulus set characteristics are presented in Table 49 and the stimuli are presented in 

Appendix 2.  
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Table 4. Stimulus characteristics of target words and pseudowords. 

 CEG_HF_SUB_LF CEG_MF_SUB_M

F 

Pseudowords 

 (n=45) (n=45) (n=90) 

 M (SD) Range M 

(SD) 

Range M (SD) Range 

Length 6.56 

(1.34) 

4 - 9 6.56 

(1.34) 

4 - 9 6.56 

(1.33) 

4 - 9 

Zipf CEG 5.08 

(0.26) 

4.61 - 5.74 4.28 

(0.59) 

3.55 - 6.17   

Zipf SUBTLEX-CY 3.81 

(0.23) 

3.51 - 4.36 4.27 

(0.60) 

3.55 - 6.20   

Zipf difference 1.28 

(0.14) 

1.10 - 1.71 0.01 

(0.05) 

-0.08 - 0.10   

OLD20 CEG 2.29 

(0.59) 

1.15 - 3.90 2.36 

(0.65) 

1.35 - 4.25 2.42 

(0.59) 

1.45 - 4.35 

OLD20 SUBTLEX-CY 1.83 

(0.48) 

1.00 - 3.20 1.82 

(0.48) 

1.00 - 3.25 1.85 

(0.48) 

1.00 - 3.35 

       

Part of Speech n (%)  n(%)    

Noun 23 

(51%) 

 22 

(49%) 

   

Verb 11 

(24%) 

 19 

(42%) 

   

Adjective 9 

(20%) 

 4 

(9%) 

   

Adverb 2 

(4%) 

     

 

Procedure 

Participants enrolled into the experiment via a link posted to social media or an advertisement 

hosted on Prolific.co. All participant-facing study information was presented in Welsh. 

Participants read the study information and gave informed consent, before completing the 

lexical decision task. Participants then completed the language history and demographics 
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questionnaire, before being fully debriefed. Participants were presented with their participant 

public ID and asked to make a record, so they could withdraw their consent after submission 

should they wish to do so up until a specified date. No requests were received. A 90-minute 

time limit was applied to the study in Gorilla.sc, after which time the participants’ data were 

automatically rejected from the study and/or an incomplete response was returned to 

Prolific.co. An additional 65 participants began the study but did not complete it.  

 The lexical decision task was administered in Welsh via the Gorilla platform (Anwyl-

Irvine et al., 2018). Four practice trials were followed by six blocks of 30 trials with a self-

paced break between blocks. Participants responded (binary choice keypress) as quickly but 

as accurately as possible whether individually-presented letter strings were real words or 

pseudowords in Welsh. Each trial began with a fixation cross (250 ms) with a 100 ms blank 

screen presented before and after. The target stimulus was next presented until a keypress 

response (or time out at 3000 ms), followed by a 1000 ms ISI. Between blocks two and three, 

and blocks four and five, a single trial silhouette naming task of a cat or a dog was 

administered as a bot check, which required a mouse response rather than a button press. 

Data Analysis 

Analyses were restricted to correct response times for word trials only (Ntrials = 3,870). Eleven 

trials (0.72%) were excluded due to time out errors. Accuracy was high in both word 

conditions (MHFLF = 0.92, SD = 0.07; MMFMF = 0.91, SD = 0.06) and 320 (8.3%) incorrect 

trials were excluded, leaving 3520 trials for analysis. The glmer function from lme4 (v1.1-29) 

in R 4.1.3 was used to fit generalised linear mixed models (GLMMs) with inverse-gaussian 

distribution and identity link functions to the data. The inverse gaussian better captures the 

non-negative, positive-skew of response times compared to a gaussian distribution and better 
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reflects a general theoretical assumption that frequency effects are additive in word 

recognition rather than interactive or multiplicative (Balota et al., 2013; Lo & Andrews, 

2015; Yap & Balota, 2007). An initial intercept-only model with a by-participant random 

intercept was fit to the data. The inverse gaussian model was a better fit than a gaussian 

model using the lmer function (χ2 = 2036.3). The addition of a cross-classified random 

intercept for items improved model fit (χ2(1) = 619.25, p < .001). Adding a random slope of 

condition within participant also improved model fit (χ2(2) = 11.70 p = .003), which reflects a 

maximal random effects structure for this experimental design (Matuschek et al., 2017). 

Continuous fixed effects were mean-centred and simple effect coding (-1, 1) was applied to 

the categorical fixed effect of condition.  

A single common model was fit by entering word length as a single predictor, 

followed by OLD20 values as control variables (cf. van Heuven et al., 2014). OLD20 

estimates were calculated using the same corpus as relevant Zipf estimates. In the next step, 

Zipf values based on CEG (Ellis et al., 2001) and SUBTLEX-CY were entered as fixed 

effects in two parallel models to provide an estimate of variance explained by each estimate 

of word frequency. Condition was added as fixed factor to each model, followed by the 

frequency x condition interaction relevant for each model. Each fixed effect improved model 

fit (see Table 5). 

Visual inspection of model assumptions was carried out using the check_model 

function from the performance R package (Lüdecke et al., 2021). VIF values were 

consistently below five for all predictors across all model steps. There was some 

heterogeneity in residuals with some deviation from normality. This may have indicated 

missing predictors. Self-reported proficiency was added to the model, which improved model 
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fit and marginal R2 substantially improved in both models but issues with diagnostics were 

still present. 

 Influential cases for both items and participants were examined by calculating Cook’s 

Distance estimates using the leave-one-out procedure implemented in the influence function 

from the influence.ME package (v 0.9-9; Nieuwenhuis et al., 2022). As we were examining 

influential cases in two parallel models with differing predictors we set conditions for when 

influential cases were excluded: a) values of Cook’s Distance should exceed 4/43 

(4/nparticipants) for items and participants as conservative cut-off to avoid excluding too many 

items or participants, whilst balancing power given the modest sample sizes and b) items and 

participants must be influential cases in both models and in the same rank position  (i.e., most 

extreme case in both models). First, influential items were iteratively dropped, excluding four 

items (gweld [to see, v] ; prfiysgol [university, n]; silffoedd [shelf, n], adeiladu [to build, v], 

clywed [to hear, v]) until models began to disagree on the rank order of influential items. 

Four influential participants were excluded. Model fit and variance-explained improved 

substantially, although overall substantive patterns of fixed effects did not change. VIF 

remained below five for all predictors, although some heterogeneity and deviation from 

normal residuals remained. The final models with a total of 39 participants, 85 items, and 

3061 observations are presented in Table 5. The final models were fit with: 

glmer(reaction_time ~ length + old20 + condition + ceg_zipf  

+ condition:ceg_zipf +  (1 + condition | participant) + (1 | item),  

nAGQ = 0, family = inverse.gaussian(link = “identity),  

control=glmerControl(optimizer="bobyqa", optCtrl=list(maxfun=2e5)) 

glmer(reaction_time ~ length + old20 + condition + subtlex_zipf +  



24 

 

condition:subtlex_zipf +  (1 + condition | participant) + (1 | item),  

nAGQ = 0, family = inverse.gaussian(link = “identity),  

control=glmerControl(optimizer="bobyqa", optCtrl=list(maxfun=2e5)) 

 The summary of model-by-model fit statistics (AICc, BIC, marginal pseudo-R2) in 

Table 5 is based on the compare_performance function from the performance package 

(Lüdecke et al., 2021). Final model coefficients and fit statistics are presented in Table 6. 
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Table 5. Sequential model comparison showing similar overall model fit but greater variance explained for SUBTLEX-CY frequency estimate. 

    CEG Model   SUBTLEX-CY Model 

Model Step   AICc BIC R2marginal  AICc BIC R2marginal 

Gaussian:               1 + (1 | Participant) 43,196.16 43,214.23   43,196.16 43,214.23  

Inverse Gaussian:  1 + (1 | Participant) 41,371.04 41,389.11   41,371.04 41,389.11  

  + (1 | Target) 40,866.46 40,890.55   40,866.46 40,890.55  

  + (0 + Condition | Participant) 40,862.96 40,899.09   40,862.96 40,899.09  

  + Length 40,864.98 40,907.13   40,864.98 40,907.13  

  +OLD20 47,619.01 47,668.34 .041  40,859.65 40,907.81 .126 

  + Zipf Estimate 40,860.22 40,914.40 .151  40,849.36 40,903.54 .288 

  + Condition 40,851.95 40,912.15 .275  40,848.40 40,908.59 .298 

  + Condition:Zipf Estimate 40,848.72 40,914.92 .323  40,845.77 40,911.97 .338 

   + Welsh Proficiency 40,847.05 40,919.27 .415   40,844.21 40,916.42 .428 

Note: All values extracted from the compare performance() function in the performance package (Ludecke et al., 2020); Model fit estimates based 

on re-fitting models after exclusion of five influential items and four influential participants so estimates of model fit reported here are different 

compared to that described in the model fitting summary.  
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Table 6. Final model coefficients. 

 CEG  SUBTLEX-CY 

 Estimates CI  Estimates CI 

Intercept 708.38 671.83, 744.93  823.87 793.68, 854.07 

Length -31.97 -53.54, -10.39  -37.81 -59.48, -16.14 

OLD20 Estimate 62.12 12.88, 111.35  104.89 38.61, 171.17 

Zipf Estimate -181.21 -228.26, -134.16  -168.54 -215.07, -122.02 

log(CD) 107.11 57.59, 156.63  -18.31 -58.77, 22.14 

Condition 162.16 70.13, 254.20  -168.54 -215.07, -122.02 

Zipf:Condition -41.1 -62.52, -19.67  -41.27 -62.68, -19.87 

Welsh Proficiency 708.38 671.83, 744.93  823.87 793.68, 854.07 

      

σ2 0.01  0.01 

τ00 3476.54 items  3342.69 items 
 

3774.26 participant  3769.26 participant 

τ11 1271.83 participant:condition  1268.16 participant:condition 

ρ01 -0.16 participant  -0.16 participant 

ICC 1  1 

N 85 items  85 items  
39 participants   39 participants 

Observations 3061   3061 

Marginal R2 / Conditional R2 0.415 / 1.000   0.428 / 1.000 
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Results 

Figure 4 shows predicted response times based on random effect estimates for participants for 

CEG and SUBTLEX-CY Zipf estimates, separated by condition. In both final models, a weak 

facilitatory effect of increasing word length was observed. The effect of increased 

orthographic similarity (lower OLD20 values) on Welsh lexical decisions was facilitatory, 

just as in English (Yarkoni et al., 2008). The facilitatory effect of OLD20 was stronger in the 

SUBTLEX-CY model compared to the CEG, producing a better overall fit, even at this stage. 

Model fit improved greatly when frequency was added to both models. Both models showed 

strong, monotonic effects of frequency overall. However, the current experiment is based on 

observations that a subset of items according to CEG Zipf estimates are relatively high 

frequency compared to the Zipf estimates from SUBTLEX-CY. If estimates from CEG are 

reliable, we would expect response times to the HF-LF condition to be faster than the MF-

MF condition. In contrast, Zipf estimates for the same items in this HF-LF subset are similar 

to the MF-MF subset, so we would not expect responses to be systematically faster or slower 

between conditions if SUBTLEX-CY estimates are better. In the case of the CEG model, 

responses are estimated to be 107 ms slower on average (SE = 25) to items in the HF-LF 

condition compared to the MF-MF condition. In contrast, the SUBTLEX-CY model 

produced the pattern of effects expected by a reliable lexical corpus – a small difference of –

18 ms (SD = 21) for HF-LF items compared MF-MF items. Figure 4 clearly shows response 

times to the cluster of pink HF-LF items shifted to the right relative to the MF-MF items in 

green for the CEG model, but much more similar estimates for both categories in the 

SUBTLEX-CY model. Differences in patterns of fit are also observed at this point in the 

process. For the CEG model, the addition of Zipf to the model including length and OLD20 

improved R2 from .041 to .151 (RΔ = .11), with addition of Condition taking R2 to .275 (RΔ = 
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.124). In the SUBTLEX-CY model, the addition of the Zipf estimates increased variance 

accounted for from R2 = .162 to R2 = .288 (RΔ = .162); the addition of Condition only 

increasing R2 to .298. Both models showed strong interactions between Condition and Zipf 

estimates but this is largely accounted for by the restriction of range in the HF-LF set of 

items. When self-reported proficiency was added to both models, fit improved substantially 

in both models, showing a distinct association between higher self-reported proficiency and 

faster response times. That overall fit is similar in both final models is not surprising given 

that all factors measured are accounted for in the two parallel models, using the same 

outcome data.  

 

Figure 4. Predicted slopes and predicted by-participant mean (+/- 95% CI) response times. 

Items classified as higher frequency by the CEG corpus (HF-LF) showed slower response 

times compared to moderate frequency items, consistent across corpora. Mean response 
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times in both conditions were similar for the SUBTLEX-CY corpora. Frequency slopes are 

different between conditions in both models, which may reflect restriction of range. 

In the supplemental file, we report models updated with final Zipf and OLD20 values 

from SUBTLEX-CY because the values used in the analyses above were based on a non-final 

version of SUBTLEX-CY. The means and range of the updated values are reported in Table 

S1. Importantly, the values are similar to those reported in Table 4. Furthermore, the analyses 

reported in the supplementary materials (see Tables S2 and S3 as well as Figure S1) included 

also OLD20 values of accent-corrected words from CEG because accents were included in 

the original CEG file with an addition character after the vowel. The models differ to those 

reported above in that only one influential item was removed as a common case across all 

three models. The same four influential participants were identified and excluded. Although 

the Marginal R-squared values in these models are slightly less than in the original models 

presented above, they can be explained by the retention of more influential items across 

models. Importantly, the analyses revealed a similar pattern as above.  
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Discussion 

Here, we present SUBTLEX-CY, a new database of Welsh word frequencies based on Welsh 

television subtitles. We found that SUBTLEX-CY is a more reliable estimator of word 

frequency compared to CEG and other Welsh word frequency databases. Our experiment, 

specifically focused on comparing SUBTLEX-CY with CEG because that has been the most 

commonly used word frequency database. The analyses revealed that lexical variables 

calculated from SUBTLEX-CY provided better estimates of response times compared to 

CEG. The amount of variance explained by Zipf estimates was much greater for the 

SUBTLEX-CY model (R2 = .288) than the CEG model (R2 = .151), where length, OLD20 

and Zipf estimates were included. OLD20 estimates from SUBTLEX-CY may also provide a 

better source of orthographic similarity estimates compared to CEG. Crucially, target words 

identified as higher frequency in the CEG corpus were actually responded to more slowly on 

average than those of a more moderate frequency. The estimates from the SUBTLEX-CY 

model showed no such differentiation between stimulus sets. The pattern produced in the 

CEG model is exactly opposite of what would be expected based of the Zipf values alone 

(see Figure 4).  

 Our results demonstrate that television subtitles provide a better estimate of lexical 

word frequencies, measured here in Zipf values, than other sources, including written (e.g., 

CEG; Ellis et al., 2001) and spoken, written, and electronic sources (e.g. CorCenCC; Knight 

et al., 2020). Even though SUBTLEX-CY is based on spoken sources (subtitles reflect the 

spoken language and subtitles were likely not visible for most viewers of the broadcasts), 

word frequency estimates are better than those of CorCenCC, Worldlex, and Kynulliad3. The 

increased reliability of SUBTLEX-CY can be attributed to its size: 32 million words 
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compared with the 1 million available in CEG, its most widely-used competitor for 

psycholinguistic research, and the 11 million words in CorCenCC, 4 million words in 

Worldlex, and 9 million words in Kynulliad3. Brysbaert and New (2009) showed that a 

corpus smaller than 16 million words does not provide reliable frequency estimates for low 

frequency words (below 10 per million). 

 Another reason why the frequency estimates in SUBTLEX-CY are better at predicting 

lexical decision latencies of Welsh speakers, is that the estimates are based on spoken 

material that covers a much wider range of genres (e.g. children's programmes, news 

programmes, soaps, drama, films, sport) than the material in other Welsh frequency 

databases. Furthermore, it reflects everyday spoken Welsh language that has been 

broadcasted by S4C and likely encountered by many people living in Wales.  

 The Pearson correlation between item RTs in our experiment and SUBTLEX-CY Zipf 

values was, however, notably modest (-.474), despite being the strongest correlation overall 

relative to other corpora (CEG: -.366, CorCenCC: -.454, Worldlex: -.396, Kynulliad3: -.251). 

The modest association might be accounted for by a range of uncontrolled participant factors. 

First, proficiency of participants in this study was variable and limited to simple self-report 

measures. A more robust assessment of proficiency and other factors like language 

dominance would be beneficial across larger samples to examine the influence of such factors 

on the strength of association between frequency and response times. SUBTLEX-CY could 

be used to develop a rapid and readily available assessment of Welsh proficiency to further 

this end, similar to LexTALE (Lemhöfer & Broersma, 2012). Second, dialectical 

idiosyncrasies are quite frequent in Welsh over relatively small geographic areas (Ball & 

Williams, 2001), but particularly in terms of a North-South divide (Mayr & Davies, 2011). 

Given the relatively small available sample size for this study, we did not collect broader 
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information on geographic area of language context. Follow-up studies with much larger 

samples, focusing on further validation of the SUBTLEX-CY frequencies in reading and 

other language domains, as well as how patterns vary as a function of contextual factors will 

be necessary to further evaluate the word frequency estimates of this new Welsh corpus. 

 The analyses revealed a weak facilitation effect of word length. The length of the 

Welsh words in the experiment ranged from 4 to 9 letters (mean 6.56 letters), indicating that 

across this range there is a slight facilitation effect, which contrasts with New et al. (2007) 

findings of a facilitation effect for 3 to 5 letter English words. In constrast to English, Welsh 

orthography is very transparent, which might be the reason for the difference in terms of the 

effects of word length between these languages. 

 In the analyses so far, we focused on CEG and SUBTLEX-CY word frequencies. 

However, contextual diversity (CD) introduced by Adelman et al. (2006) has been found to 

be a very good predictor of reaction times, often outperforming word frequency (for a recent 

review, see Caldwell-Harris, 2020). Although CD and word frequency are highly associated, 

it has been suggested that they reflect different brain mechanisms (Vergara-Martínez et al., 

2017). Because of the current debate over the value of word frequency and CD in word 

recognition (e.g. Brysbaert & New, 2009; Hollis, 2020; Johns, 2021; Johns, Dye & Jones, 

2016; John & Jones, 2022), we conducted some further analyses with CD, which is also 

provided in the SUBTLEX-CY database. Correlations revealed that log10(CD) correlated 

higher with RTs than SUBTLEX-CY Zipf values (-.495 vs -.474). However, as expected CD 

and Zipf values are highly correlated (.965) for the stimuli used in the present experiment, as 

well as across all words in SUBTLEX-CY (.981). Next, we investigated if a model with 

log10(CD) in stead of word frequency (Zipf values) could explain more variance. Tables S3 

and S4 and Figure S1 in the supplementary materials show that the model that includes CD is 
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very similar to the model with Zipf values, in fact the explained variance is the same. This 

may reflect more recent discussions that contextual diversity offers little over other 

psycholiguistic factors like word burstiness (e.g., Hollis et al., 2020) or that count based 

measures may lack sufficient ecological and semantic richness as a measure of contextual 

diversity (e.g., John & Jones, 2022). However, the present study was not designed to assess 

effects of contextual diversity and the stimuli were highly restricted by design, making any 

firm conclusions impossible at this stage.  

 The TagTeg PoS tagger (Prys et al., 2020; Prys & Watkins, 2022) was used to obtain 

PoS information of each word in the subtitles. As mentioned earlier, the accuracy of this PoS 

tagger is much better than other Welsh PoS taggers (Prys and Watkins, 2022). However, the 

accuracy is lower than PoS taggers available for English, for example, Stanford CoreNL 

(Manning et al., 2014) and spaCy (Honnibal et al., 2020). Thus, the PoS tag information 

should be used with caution. Hopefully, a new Welsh PoS tagger with a higher accuracy will 

become available in the future. 

 Whilst this paper presents a comparison of SUBTLEX-CY with other Welsh corpora 

and participant behaviour, we also considered the linguistic overlap with English in the form 

of form identical cognates and false friends. Over 3,000 words with identical orthography 

were identified between SUBTLEX-CY and SUBTLEX-UK (van Heuven et al., 2014). After 

removing proper names, a total of 1,942 words with identical orthography (cognates and false 

friends) remained. For these words, the Welsh and English Zipf values showed a moderate 

correlation, but further work is needed to identify those words in the list that are Welsh-

English cognates and those that are false friends. Overall, this corpus offers a resource that 

can enrich research on bilingual language processing and provides a platform for other 



34 

 

foundational psycholinguistic validation studies in Welsh, which until now have been sorely 

lacking.  

 The SUBTLEX-CY word frequency database is available for research purposes on the 

Open Science Framework repository at https://osf.io/9gkqm/. The recommended database is a 

file with word types that occurred at least in two or more S4C broadcasts. A file with all word 

types (include numbers) encountered in the part-of-speech tagged subtitles is also available. 

The files also contain information about contextual diversity in terms of the number of 

broadcasts in which each word type occurs. Furthermore, a file is available with all 1,942 

Welsh-English form identical words (without proper names) encountered in at least two or 

more S4C broadcasts and observed in SUBTLEX-CY and SUBTLEX-UK. More details 

about the content of these files can be found below. Together with these files, materials from 

the experiment, the R scripts used to analyse the data, as well as R scripts to create the tables 

and the figures, are available on the Open Science Framework repository. 

SUBTLEX-CY files:  

1. SUBTLEX-CY is available as an Excel file (SUBTLEX-CY.xlsx) and as a tab-

delimited text file (SUBTLEX-CY.txt). Both files are identical and have 25 columns and 

87,742 rows (excluding the header of the file). They contain word types that occur in at least 

two S4C broadcasts and that only contain letters (no digits or no word types that start with 

digits or contain non-alphanumeric symbols). The columns in the files provide the following 

information: 

● Word type in lowercase [Spelling] 

● Number of times the word type has been counted in all subtitles [SpellingFreq] 

● Length of the word type in number of characters[nchar] 
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● Zipf value of word type [Zipf] 

● OLD20 of the word type [OLD20] 

● Orthographic neighbourhood density of the word [ColtheartN] 

● The number of broadcasts in which the word type was observed [CD] 

● Hunspell Dictionaries (cy_GB, en_GB, en_US) and Welsh corpus/lexicon/dictionary 

(CorCenCC, Eurfa, LCB) in which the word occurs [Dicts] 

● Language (Welsh, English, Welsh-English) of the word [Language] 

● All part-of-speech tags associated with the word type [AllPoS] 

● All lemmas associated with the word type and part-of-speech tag [AllPoSLemmas] 

● All lemmas associated with the word type [AllLemmas] 

● Number of times each part-of-speech tag associated with the word has been counted 

in all subtitles [AllPoSFreq] 

● Number of times each lemma associated with the word has been counted in all 

subtitles [AllLemmaFreq] 

● The dominant part-of-speech of the word [DomPoS] 

● Number of times the dominant part-of-speech of the word type was observed in all 

subtitles [DomPoSFreq] 

● The number of broadcasts in which the the dominant part-of-speech of the word type 

was observed [DomPoSCD] 

● Lemma of the the dominant part-of-speech of the word [DomPoSLemma] 
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● Frequency count of the lemma of the dominant part-of-speech of the word type 

[DomPoSLemmaFreq] 

● All spellings of the word (indicating lower and uppercase characters) [RawWords] 

● Frequency counts of the spellings of the word [RawWordsFreq] 

● Dominant spelling of the word [DomRawWord] 

● Frequency count of the dominant spelling of the word [DomRawWordFreq] 

2. SUBTLEX-CY_all.txt (21 columns x 171,873 rows) with all word types (including 

numbers) in the subtitles. The file contains the same columns as the file SUBTLEX-CY.txt, 

except for the columns: nchar, Zipf, CD, and ColtheartN. An addition column ID is included 

to indicate the row number. 

3. Welsh-English_words.txt (4 columns X 1,942 rows) with Welsh-English form identical 

cognates/false friends that occur in SUBTLEX-CY and SUBTLEX-UK. 

• Spelling of word in lowercase (Spelling) 

• Zipf value of the word in SUBTLEX-CY (Zipf.subtlex_cy) 

• Zipf value of the word in SUBTLEX-UK (Zipf.subtlex_uk) 

• List of Hunspell dictionaries and lexicons in which the word occurs (Dicts) 
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Data Availability Statement 

Datasets generated during and/or analyzed during the current study are available in the Open 

Science Framework repository, https://osf.io/9gkqm/. The subtitle files used to create 

SUBTLEX-CY could not be made available because of copyright reasons. SUBTLEX-CY 

and datasets are available under the CC BY-NC-SA 4.0 license. 

Acknowledgements 

We would like to thank the Access Service Co-ordinators and other staff at S4C who enabled 

access to their subtitles. 

  



38 

 

Footnotes 

1. https://github.com/yanncoupin/stl2srt 

2. https://github.com/pemistahl/lingua-py (version 1.13) 

3. https://sourceforge.net/projects/wnlt-project/ 

4. https://github.com/CorCenCC/CyTag 

5. https://github.com/techiaith/model-tagiwr-spacy-cy 

6. https://github.com/techiaith/hunspell-cy (Hunspell Cymraeg 07/2022) 

7. https://github.com/marcoagpinto/aoo-mozilla-en-dict (en_GB version 3.1.7: 2023-02-01gb, 

en_US version 2.91: 2020-12-07us) 

 

8. https://github.com/waltervanheuven/strsim (version 1.2.2) 

9. Values presented in Table 4 were based on a non-final version of SUBTLEX-CY and a 

non-accent corrected version of CEG. The values based on the final version of SUBTLEX-

CY and the accent corrected version of CEG are presented in Table S1 in the supplementary 

material. 
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Appendix 1 

Table with the top-25 most frequent Welsh words in SUBTLEX-CY, CEG (Ellis et al., 

2001), CorCenCC (Knight et al., 2020b), Worldlex (Gimenes & New, 2016), and Kynulliad3 

(Donnelly, 2013). 
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 SUBTLEX-CY CEG CorCenCC Worldlex Kynulliad3 

1 i yn yn yn yn 

2 'n y i y y 

3 yn i y i r 

4 mae a a r i 

5 o 'r 'r o a 

6 y o o a o 

7 'r ar 'n n n 

8 ti ei ar mae yr 

9 a 'n mae ar mae 

10 wedi yr yr wedi ar 

11 bod ac ei ei ac 

12 ni oedd ac yr wedi 

13 ar bod wedi ac ei 

14 fi mae am am bod 

15 ddim am ni bod am 

16 chi wedi ond ond hynny 

17 beth ond bod eu eu 

18 am un gan gan hyn 

19 dw 'i oedd fod yw 

20 hi eu un un gan 

21 ei gan fel sy sy 

22 mynd fel â cael fod 

23 nhw mewn mewn mewn cymru 

24 e â chi roedd mewn 

25 yr roedd nhw ni cael 

 



49 

 

Appendix 2 

Top-50 most frequent form identical cognates/false friends. 

 word type English translation  word type English translation 

1 i cognate to 26 well false friend better (mutated) 

2 ti false friend you 27 hen false friend old 

3 a cognate and 28 lan false friend bank / side (mutated) 

4 ni false friend us 29 does false friend there isn't 

5 ar false friend on 30 mam false friend mum 

6 fi false friend me 31 to false friend roof 

7 am false friend for 32 byth false friend never 

8 e false friend him 33 dad cognate dad 

9 na cognate no 34 do false friend yes 

10 da false friend good 35 ia false friend yes 

11 wi false friend are 36 heb false friend without 

12 dy false friend you 37 bore false friend morning 

13 dim false friend no/nothing/none/zero 38 draw false friend over there 

14 fy cognate my 39 it false friend to your 

15 dod false friend come 40 neb false friend nobody 

16 os false friend if 41 nos false friend night 

17 mi false friend me 42 arian false friend money 

18 so cognate so 43 faint false friend how much 

19 pan false friend when 44 of false friend of course 

20 weld false friend see (mutated) 45 tu false friend inside 

21 lot cognate lot 46 trio false friend trying 

22 fan cognate van 47 plant false friend children 

23 at false friend to 48 ok cognate ok 

24 the false friend tea (mutated) 49 in cognate in 

25 paid false friend don't 50 go false friend quite 
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Appendix 3 

Welsh words used in the experiment. 

CEG_HF_SUB_LF: adnoddau, agweddau, awdurdod, beirdd, blynyddol, braint, buan, 

cafwyd, canrif, cenedl, codwyd, cronfa, cryn, cydnabod, cyfrifol, cyfrwng, cynghori, 

cynnydd, dadl, darparu, datgan, diogel, diweddar, dywed, gwastad, gwelwyd, llafar, llenor, 

materion, melin, meysydd, mynegi, oddeutu, parod, pechod, pennod, prifysgol, pryder, 

pynciau, rhanbarth, trodd, tynged, ymdeimlad, ymgais, yntau 

CEG_MF_SUB_MF: adeiladu, amseru, anghytuno, angladdau, arhoswch, atgoffa, blasus, 

blodau, blodeuo, bresych, canu, clywed, cregyn, cynhesu, diafol, diawch, digonedd, doniol, 

eidaleg, esgusodi, galaru, gweld, gwenu, hiraethu, hwyaid, llawen, llefrith, llestri, llewod, 

llonni, llwyth, negeseuon, offeryn, padell, paith, peiriant, peli, pydru, pysgodyn, silffoedd, 

swyno, talu, tirlun, troelli, trowch 
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