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5 ABSTRACT 

Big Data (BD) is characterised by three major attributes: Volume, Variety and Veracity.  It 

holds immense potential and capabilities for businesses and individuals but is complex and 

cannot be managed by the conventional Information Technology (IT) systems. To harness its 

potentials, practitioners and researchers have evolved an uncommon set of IT systems called 

Big Data Analytics Solution (BDAS). This study explores how BDAS can be successfully 

implemented in retail companies to influence a retail business model (RBM). 

 

This study is a qualitative one that touches on four knowledge domains: Big Data, Business 

Operations, Project Management and Retailing, and begins with a structured review of the 

extant literature.  Following the review of qualitative research methods, the constructivist 

variant of grounded theory methodology with a multiple case study method was carefully 

adopted for the study. This design is mainly suited to the research context in which the social 

processes and actions of actants feature significantly, and in which the objectives include 

theory development.  Three companies in the United Kingdom’s retail sector were selected for 

the case study, including one of the largest retail companies in Europe. Twenty-five 

respondents were selected across the three case companies and were interviewed in 2019 and 

2020, with follow-up sessions on the study’s findings review taking place in 2022.  The study’s 

primary data were collected during the combination of face to face and teleconference 

interviews, and Nvivo 12 was the tool of choice in the collation and analysis of the data.  

 

Six major themes emerged from the data analysis and underpin the central category of the 

findings, entitled Responsive Delivery Distillation (RDD). The six themes (organisational 

competency, delivery perspective, delivery approach, constraining factors (challenges), 

technology outcomes and business outcomes) with the evolved central category led to the 

development of a framework or model through which any BDAS may be successfully 

implemented in a retail company to impact the business model and deliver value.  
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This study established a comprehensive set of behaviours, processes and practices through 

which retail companies implement BDAS to impact the business model and deliver business 

value. The study makes six theoretical contributions to existing knowledge: extending existing 

theory on BDAS implementation challenges and success enablers through the new factors 

uncovered, evolving a BDAS implementation model, demonstrating the outcomes of  BDAS 

implementation in a retail company and linking them to the RBM, and closing some identified 

contextual literature gaps.  Additionally, the study makes a number of industrial contributions, 

of which the most significant is the evolved BDAS implementation model and accompanying 

guidelines that can be used as a toolkit/template for successful BDAS implementation in any 

organisation. It is hoped that the findings from this study will bolster the change of mindset of 

the decision-makers in the retail industry towards BDAS implementation and will help 

practitioners to understand the peculiarities of BDAS implementation in companies, as well 

as the challenges and success enablers.  

 

Therefore, this thesis presents the details of the study on the Big Data Analytics Solutions 

(BDAS) implementation challenges and success enablers (CSEs), showing how a retail 

business model (RBM) is impacted. The study explores the pain points and triggers that act as 

precursors to BDAS selection and implementation, issues encountered during implementation 

and adoption, components of the RBM impacted, value created and benefits delivered.  
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1 INTRODUCTION AND GENERAL OVERVIEW    

1.1 Background/Context of the Study 

 

Big Data Analytics Solution (BDAS) is quickly becoming a critical tool for creating competitive 

advantage (Schmitt, 2023). Its market value is expected to reach $700 billion by 2029 (Ikegwu et 

al., 2022; Mohamed et al., 2020), with the retail industry being among the top three consumers of 

this technology globally (Taylor, 2022; Ying et al., 2020b)  This study aims to understand the 

success enablers and challenges encountered in the implementation of Big Data Analytics Solution 

(BDAS) to influence a retail business model. In building the foundation for the study and thus the 

background, the literature in four knowledge areas (as shown in Figure 1.1) was reviewed. This 

section therefore discusses the first tranche of the literature review to set the scene for the study. 

 

 

Figure 1.1 Research knowledge domains 

 

 

 

Big Data 
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Big Data 

Business 
Operations 

Retailing  
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1.1.1 The Big Data Story 

Big Data (BD) refers to datasets that are too large and complex for conventional computing devices 

to process (Chen et al., 2022). Despite these features, the adoption of BD in different organisations 

for diverse applications has continued to grow unabated, with the global market for big data 

projected to reach $684.12 billion in 2030 from an estimated valuation of $198.08 billion in 2020 

(Borasi et al., 2021). This growth has been largely driven by the desire of organisations to gain 

competitive advantage and increase market share through insights from BD (Dahiya et al., 2021; 

Ghasemaghaei & Calic, 2020; Olabode et al., 2022a), the growing volume of data generated by 

users and machines, the advancement of computing technologies to store and process the large 

datasets, and the business value derived from insights generated from the data (Gupta et al., 2020; 

Olabode et al., 2022a; Saggi & Jain, 2018a). Additionally, the hype of digitalisation in companies 

has fuelled this growth (Shah et al., 2021a).  

 

These datasets, which are in different formats, need to be extracted from different sources, 

processed, transformed and analysed to generate insights for the organisations. The complexity and 

volume of  BD, which is now in Zettabytes (10247 bytes), and the need to process the data and 

derive vital insights in a timely manner have given rise to new BD technologies, advanced data 

analytics techniques and computational models called Big Data Analytics Solutions (BDAS) (Iqbal 

et al., 2020; Jiwat & Zhang, 2022; Shah, 2022).  Although current studies recognise that BDAS 

have the capability to transform management theories and practice, especially strategy, decision-

making and performance (Akter et al., 2016; George et al., 2014; Jiwat & Zhang, 2022), and will 

redefine the competitive landscape of several industries (Columbus, 2014; Saggi & Jain, 2018a; 

Zaki, 2019), there is a need for further research in this area, because the extant literature is scant. 

Consequently, in answering this call for further research, the researcher seeks to understand the 

extant work conducted by scholars on BDAS, the areas of a typical business entity that can be 

impacted by this type of solution, and how it can be deployed to deliver value to the business. 

 

Exploring the origin, the concept of “Big Data” began from conversations among diverse 

practitioners and non-peer reviewed publications in the mid-1990s and has become universal today 

(De Prato & Simon, 2015; Diebold, 2012).  In the 2000s, the quest for high performance computing 

powers and data processing led to industry-based publications centred on different technologies 
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and attributes of BD (Diebold, 2021; George et al., 2014), with the term “Big Data” still absent 

from those publications. However, the decade following, the 2010s, witnessed the rapid 

development of BD and its integration with the internet (Anwar et al., 2021; Diebold, 2012; 

Gandomi & Haider, 2015; George et al., 2014),  with the term “Big Data” used for the first time, 

in an EMC/IDC study report titled Extracting Values from Chaos (Gantz & Reinsel, 2011). This 

triggered further interest in BD investments in both industry and academia (Chen et al., 2014b) and 

major technology corporations began to invest money in BD development (Borasi et al., 2021; 

Chen et al., 2014b; Diebold, 2012, 2021; Padgavankar & Gupta, 2014). 

 

The 2020s saw the merging of BD with internet technologies, ecommerce and digitalisation to 

deliver new technology platforms and solutions (Chin-Ling et al., 2022; Ram & Zhang, 2021; 

Tanniru et al., 2021; Zhao & Zhou, 2022), and the application of the technology in many industries. 

In the current state, BD has become the next battleground for competitive advantage among 

organisations (Kitchin, 2014; Wamba et al., 2017b; Wei et al., 2022; Wiener et al., 2020; Wu et 

al., 2022a). The growth of BD will not abate, with many scholars predicting that worldwide data 

will grow 61% to 175 zettabytes by 2030 (Chojecki, 2019; Noonpakdee, 2022; Patrizio, 2018), and 

emerging technologies like Augmented Reality (AR), Machine Learning (ML), Block Chain, 

Web3 and the Internet of Things (IoT) technologies will be integrated with BD to drive operational 

improvements, evolve new products and services, and deliver value to business shareholders (Dani, 

2021; Deepa et al., 2022; Jagatheesaperumal et al., 2021). 

 

1.1.2 The Application of Big Data: Big Data Analytics Solutions  

The application of BD in organisations is packaged not in traditional IT solutions that are often 

based on single functionality or software, but rather in a mix of software, infrastructure and 

processes referred to as Big Data Analytics Solutions (BDAS). Early studies by Davenport et al. 

(2010), Davenport & Harris (2007) and Grossman (2009) portray BDAS as consisting of 

techniques of Knowledge Discovery in Data (KDD), quantitative and statistical analysis, data and 

text mining, descriptive, prescriptive and predictive models, and innovative and interactive 

visualisation to drive change, decisions and efficiencies in organisations. Subsequent studies such 

as those of Liu (2014) and Yang et al. (2017) investigated the approaches, environments and 
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technologies required to build BDAS and reported that BDAS has the capability to drive 

organisational decisions. Whilst these are detailed studies on the topic, the authors focused more 

on the available technologies and capabilities, and missing were the impacts of BDAS on the 

organisations’ operating models, which is the focus of this study.  

 

Building on the studies of the 2010s, currently a number of scholars have continued to study BDAS, 

the associated emerging technologies, and its impact on an organisation. Alam et al. (2020) 

examined the nomenclature of Video Analytics, and Hinojosa-Palafox et al. (2021) and  Pappalardo 

et al. (2021) focused on the technology platforms for BDAS, while Qi et al. (2022) and Zhao & 

Zhou (2022) present BDAS as software applications and platforms built for distributed computing 

to harness insights from BD. These last two groups of authors describe BDAS as IT solutions that 

combines different BDA techniques such as deep learning, machine learning and textual analytics, 

data storage platforms and cloud computing technologies for aggregating huge datasets from 

different sources, analysing them, and generating insight for vital decision support in organisations. 

However, these scholars fell short of exploring how BDAS can be implemented to impact 

organisations’ business and operating models.  

 

In exploring the application of BDAS to businesses and their operations, some scholars focused on 

different industries, with few touching on the retail industry, hence this is one of the gaps this study 

aims to fill.  In their studies, Li et al.(2022b), Gupta et al. (2020) and Shah (2022) tried to establish 

that considerable value can be realised by organisations taking effectual decisions centred on 

insights derived from BDAS. Similarly, Chen et al. (2022), Elgendy and Elragal (2016), Li et al. 

(2022) and Weerasinghe et al. (2022) in their studies explored the application of BDAS in 

organisational decision-making. The authors agree that by investing in the right skillsets, 

technologies and other company resources, BDAS can transform an organisation into a data-driven 

one. However, their research did not discuss the challenges relating to the implementation and 

adoption of the appropriate BDAS.  

 

Comparably, Gupta et al. (2020), Ranjan and Foropon (2021) and Shah (2022) studied how 

organisations can apply BDAS in creating competitive advantage, highlighted the opportunities 

that emerged from their studies and called the BDAS phenomenon a game changer. Gupta et al. 
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identified the positive relationship between BDAS and organisational performance, and Ranjan &  

Foropon evolved a framework for using BDAS to create competitive intelligence, while Shah used 

a knowledge-based approach to show that the adoption of BDAS offers sustainable competitive 

advantage. However, all three studies failed to provide the details of how their findings will be 

applied from a business operations point of view. Also, the impact of BDAS on organisations’ 

business models and the typical challenges faced in the BDAS implementation were not part of the 

studies.  

 

Following on from the general applications of BDAS, in recent years the solution has been applied 

in certain industries for various purposes, but mostly building on insights derived from BD. In the 

healthcare sector for instance, BDAS is applied in the improvement of healthcare service delivery 

(Bakker et al., 2021; Baldominos et al., 2017; Jena & Kar, 2019).  Deepa et al. (2022) studied the 

ways BDAS can be applied to improve student services and satisfaction in higher education, Palmié 

et al. (2020) explored the recent evolution of modern financial ecosystems with BDAS as the 

foundation, (Rathore et al., 2016) focused on the use of BDAS in urban planning and building of 

smart cities, while Raut et al. (2021) and Wang et al. (2020) studied the use of BDAS in supply 

chain segmentation and manufacturing supply chain optimisation. In the BDAS application in 

retail, Aloysius et al. (2016) studied the use of BDAS in enhancing mobile checkout, Aktas and  

Meng (2017) explored the application of BDAS to improve retail logistics, Silva et al. (2019) 

researched the ways in which BDAS is transforming fashion retail, and Aversa et al. (2021) focused 

on the general application of BDAS in retailing, exploring the opportunities and capabilities. All 

these studies touched on the application of BDAS in one way or the other, but none focused on the 

impact of BDAS on the Retail Business Model or explored the challenges experienced in BDAS 

implementation in the retail industry.   

 

1.1.3 The Business Model 

The understanding of the impact of BDAS on a Retail Business Model (RBM) is one of the aims 

of this study. Consequently, the review of the literature on the Business Model (BM) formed part 

of the background of the study. While extensive research work has been carried out in 

understanding the Business Model at large, research studies on RBM are scant. Additionally, most 
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of the studies reviewed in this research work failed to discuss the roles played by external factors 

like Information Technologies (IT) such as BDAS in shaping business models or influencing the 

agile nature of today’s BMs, or lacked depth on the impact of BDAS on RBM.  

 

The term “business model” has been in use for over six decades, with its first appearance in 

operational research papers recorded in a paper by Bellman et al. (1957, cited in Filser et al., 2021; 

Osterwalder et al., 2005a). Subsequently, a few scholars, such as Konczal (1975), became early 

proponents of the use of the term “business model” as a management tool (Costa Climent & Haftor, 

2021; Konczal, 1975). Osterwalder et al. (2005b) and Zott et al. (2011) carried out extensive studies 

on the history and development of BM, finding that the 1980s and 1990s saw BM discussed and 

becoming part of organisational strategy with the proliferation of globalisation and large 

corporations. In the subsequent decade, several scholars, including Chesbrough & Rosenbloom 

(2002), Al-Debei et al. (2008) and Johnson et al. (2008), researched the concept of BM and evolved 

value proposition, value creation, the classification of market segments, the characterisation of 

value chain and the appraisal of cost model and profit-making capability for a company as the 

fundamental building blocks of the BM.  

 

Some current studies, such as those carried out by Raju & Singh (2018), Schneckenberg et 

al.(2017), Schaffer et al.(2020) and Costa Climent & Haftor (2021) are comparable to earlier 

studies, but view BM as a simplified and combined depiction of the pertinent activities of a 

company, and its interaction with customers and suppliers. Their findings show that an 

understanding of the BM will enhance the business strategy formulation and implementation that 

drive growth and profit. While none of these studies touched on the impact of BDAS on BM, a few 

current researchers such as Mostaghel et al. (2022) and Ranta et al. (2021) have started exploring 

the role played by IT, especially digitalisation, on BM innovation. The authors highlight the 

complexities of BMs and disruption brought about by digitalisation but fail to mention the impact 

on the BM components and significance of BDAS in shaping them. This understanding forms part 

of the foundation for embarking on this study. Interestingly, IT solutions, especially BDAS, are 

becoming the ‘engines’ behind today’s BM innovation.  

 

Additionally, studies on the RBM are scant, despite the proliferation of retailing across the globe. 
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Many scholars have researched retail business strategy and impact IT in retailing, but few detailed 

studies exist on the RBM and the impact BDAS has on it, hence this is one of the gaps this research 

seeks to fill. Studies by Mostaghel et al. (2022), Schaffer et al. (2020) and Wirtz et al. (2016) on 

the RBM focused on innovation and continuous improvement. He et al. (2017) and  Şimşek et al. 

(2022) focused on the use of innovative inventory and supplier management processes, 

sustainability and ecommerce, to optimise RBM and drive competitive advantage, but failed to 

touch on RBM components. The findings of Ranta et al. (2021) and Sorescu et al. (2011) show the 

impact of emerging technologies on value creation, inventory management and supplier interfaces, 

but failed to demonstrate their impact on the other RBM components. Therefore, studies on the 

RBM components and role of BDAS in RBM remain limited, and the researcher seeks to fill this 

gap.  

 

1.1.4 The Big Data Analytics Solution Implementation 

As organisations continue to accept the BD concept, and the capabilities it can offer, it is 

noteworthy that BDAS implementation needs to be executed successfully for benefits to be 

delivered. Nevertheless, the implementation of BDAS in organisations across different sectors has 

been researched by just a few scholars. Raut et al. (2021) and Kusi-Sarpong et al. (2021) studied 

the opportunities and issues relating to the implementation of BDAS in manufacturing supply 

chains. Attaran et al. (2018) and Ashaari et al. (2021) conducted a similar study in the education 

sector and recommended further studies in the area. Hajiheydari et al. (2021) and Maja and Letaba 

(2022) studied the path to successful BDAS implementation in the banking and financial sector 

(BFS). Deviating from industry-specific studies, Halaweh & Massry (2015), Cervone (2016) and 

Ikegwu et al. (2022) conducted theoretical studies on general BDAS implementation and evolved 

conceptual model of indicators that can enhance BDAS implementation but is not industry-specific. 

The authors went on to recommend the testing of the model in industry and further research that is 

industry-specific.  None of these studies touched on the impact BDAS will have on the BM of a 

retail company, nor provided a detailed analysis on BDAS implementation success enablers and 

challenges. 
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Figure 1.2  Background of study 

 

1.1.5 A research to address the gaps 

This first tranche of the literature review reveals that most of the current literature on BD and 

BDAS focus on the rudimentary sciences and techniques of BD, the associated technologies, 

underlying IT infrastructure and data management. Also, the existing literature on BDAS 

implementation focuses on a general application of the solution and capabilities; what are missing 

are the impact of BDAS on the BM and its components.  Another research gap identified is that no 

extensive study has been conducted on the BDAS implementation challenges and success enablers 

in general and for the retail sector in particular. A number of studies in the extant literature reported 

the opportunities and capabilities of BDAS but failed to explain how the solution may be 

implemented to harness the opportunities (Chen et al., 2022; Shah, 2022; Wei et al., 2022; Wu et 

al., 2022b). Some researchers, such as Halaweh and El Massry (2015), Ikegwu et al. (2022) and 

Youssef et al. (2022) studied BDAS implementation processes and factors affecting BDAS 

adoption, but did not provide coherent models for successful implementation. 
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Furthermore, there is a lack of research to identify and assess the impact of BDAS on RBM, which 

is one of the gaps this study seeks to fill. Mostaghel et al. (2022) and Ranta et al. (2021) 

acknowledge that BDAS could help in shaping BM but fall short of providing the details of how 

this can be achieved. Ranjan & Foropon (2021) and Shah (2022) studied how organisations can 

apply BDAS in creating competitive advantage but did not go into detail of how this will be 

achieved through the impact of BDAS on the different components of the RBM and/or overall the 

business operations point of view. Similarly, Arias-Pérez et al. (2021), Gupta et al. (2020) and 

Brands (2014) studied the application of BDAS for performance improvement and strategic 

transformational changes. None of the studies focused on a specific organisation’s operational 

areas influenced by BDAS or the impact on RBM, thus giving rise to the gaps which this research 

intends to fill. Furthermore, there is not a well-established BDAS implementation model or 

framework for the retail sector, which are part of the objectives of this research.  

 

1.2 Motivations for the study 

The choice of the research topic and its scope has also been inspired by the researcher’s interests 

and experience. The researcher is an Information Technology (IT) consultant and senior Project 

Manager, with extensive experience in general IT projects implementation, business process 

automation, and digital solutions implementation in the retail, energy generation, Fast Moving 

Consumer Goods (FMCG) and financial sectors. After several years of managing diverse IT 

projects, in 2014 the author worked on a large enterprise level project for an FMCG company 

which involved the cleansing of historical data and the aggregation of the data from data centres 

across Europe and Asia. While the project was successful, the company’s existing SAP enterprise 

resource planning (ERP) application lacked the functionalities to process other huge datasets from 

sources outside of the ERP, such as retail outlets, social media and the internet, thus missing 

opportunities to derive insights that would have helped in decision-making. Hence the researcher’s 

interest in potential solutions like BDAS – which will unlock the value in the data – was stimulated. 

 

In 2016, the author witnessed a failed attempt by a large retail organisation to implement a BDAS. 

The project set out to aggregate all customer and company data on a BDAS platform and transform 

the data for a range of business applications. The project began with many unforeseen issues and 
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risks and was eventually scrapped after one year.  In hindsight, a lack of understanding of the 

business value of the project by the executive team, the internal project team’s lack of the requisite 

skills, and the associated unappreciation of the technology complexities may have led to the failure. 

In 2018/19, another relevant project, at one of the leading hospitality chains in the UK, was the 

implementation of a BDAS for aggregating sales and stock data, transforming the data and 

transmitting them to downstream systems and applications for improved forecasting accuracy, 

market segmentation and waste reduction.  The project started with an unclear set of requirements 

and inadequate funding, and was paused for six months while requirements, scope and revised 

funding arrangements were put in place. The project was eventually delivered late and did not meet 

all the set objectives, but did deliver some of the agreed business outcomes. The issues encountered 

in these BDAS projects reinforced the researcher’s interest in continuing the research work in this 

area which had started in late 2016. Also, the researcher’s experience and readily available contacts 

in the retail sector, coupled with the speed of digitalisation in the sector, which is underpinned by 

BDAS, made retail the domain of choice in this study. 

 

1.3 Research Questions, Aims and Objectives 

This study aims to examine the following research question: how Big Data Analytics Solution 

(BDAS) can be implemented to impact the retail business model through a better understanding 

of implementation issues and success enablers? 

 

The aims are: 

A1. To identify and assess the critical success enablers and challenges in the implementation 

of BDAS in retail companies 

A2. To explore the impact of BDAS on a business model of retail companies to deliver value 

to the business and customer 

 

To accomplish the first aim (A1), the study will:  

1. evaluate the critical success enablers in the implementation of BDAS.  

2. investigate and appraise the current opportunities and challenges faced in the 

implementation of BDAS, and  

3. formulate recommendations and/or develop a framework or model for the successful 

implementation of BDAS in a retail company 
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To accomplish the second aim (A2), the following objectives will be accomplished: 

4. appraise the components of a retail business model 

5. assess the impact BDAS have on retail business model components with focus on value 

delivery and benefits’ realisation 

Achieving these aims will lead to a better understanding of the variety of factors that influence 

BDAS delivery and the components of the retail business model that can be impacted by the 

solution. In turn, this understanding will aid practitioners in identifying the most effective 

mechanism for delivering BDAS for maximum value and benefits delivery in the retail sector. 

 

 

Figure 1.3: Mapping of Research Questions, Aims and Objectives 
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1.4 Research Approach 

The qualitative research methodology is the overarching approach adopted in this study. The 

associated attributes of induction, discovery, survey and theory creation, with the researcher as the 

principal “medium” of data collection and analysis, are the hallmark of this work (Creswell, 2001, 

online; Rashid et al., 2019; Turner & Astin, 2021). Qualitative techniques help researchers to 

understand and extract valuable insights from people’s experiences, impressions, beliefs, actions 

and behaviours through the collection, analysis and validation of human social interactions (Guba 

and Lincoln 1994; Patton 2002). 

 

Following the review of several qualitative methods, Grounded Theory (GT) with multiple case 

study design was found to be the most suitable approach for fulfilling the research objectives of 

this study, hence adopted for the study.  Similarly, the study was carried out from the standpoint of 

interpretivist ontological and constructivist epistemology. The inclination of GT and case study 

approaches to constructivist view, focus on processes and participants, structured sampling and 

theory generation capability, are the reasons for this choice. Constructivist philosophy is 

synonymous with theory generation rather than theory testing and validation (Alan Bryman, 

2016:376; Charmaz, 2014:91; Guba & Lincoln, 1994; Sebeelo, 2022). 

 

This study has been carried out in two phases as shown in Figure 1.3; the first phase comprised 

two major steps – the first step was the structured literature review to acquire background 

knowledge, with a small pilot study, a precursor to fine-tuning the research plan, and the second 

involved the development of  research aims and objectives, and the main primary data collection. 

The second phase involved the analysis of collected primary data, theory formulation and theory 

testing.  

 

Convenience and purposeful sampling were selected for the study. The key reasons for this choice 

are the difficulties in gaining access to case companies in retail industry, and the complexities of 

confidential and data privacy requirements in UK corporate environments, especially where 

customer data is involved. With the pledge of anonymity, three retail companies were selected and 

involved in the study. The first case company is a major player in the hospitality and restaurant 
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business in UK, the second is a big player in the auto parts, bicycles and related services business, 

while the third is one of the top three grocery chains in Europe. 

 

The research approach was constantly reviewed and updated with research supervisors, and two 

major review points observed during the duration of the study. The rest of the thesis describes the 

research activities undertaken with this approach serving as a roadmap. 

 

 

Figure 1.4  Schematic of research approach 
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1.5 Thesis Structure 

Accomplishing the research aims and objectives within the constraints of allotted research duration 

and scant primary data sources required careful planning. The planning resulted in the thesis being 

structured in a long-established format in which the review of existing knowledge precedes 

research design, data analysis, findings, discussions and conclusion as shown in the flow chart on 

figure 1.5 (Kubota et al., 2021) . However, the conception of the study which commenced during 

the research proposal stage, continued after the researcher was admitted into the programme and 

was completed before the structured literature review. The review of existing knowledge 

(literature) focused on secondary data from SCOPUS and ABI/Informa data bases searched by 

using strings related to Haque & Abu-Ghazaleh (2016)’s taxonomies. Thus, with the acquisition of 

the knowledge of the four research domain areas (Big Data, Business Operations, Project 

Management and Retailing), the research questions, aims and objectives were updated and 

finalised, and methodology choices ensued. 

 

The review of available qualitative research methods followed and culminated in the choices of 

grounded theory with multiple case study and applied philosophical standpoints. Also, the 

requirements of the Grounded Theory method are accommodated within the thesis structure; an 

example is the inclusion of the theoretical sensitivity process where an initially controlled 

engagement with the literature is gradually broadened during the study. Furthermore, the 

dissertation incorporates an expanded discussion of the three main variants of Grounded Theory to 

establish the epistemological suitability of the selected research approach. Closely tied to this set 

of activities is the research design which saw the choice of the retail sector and three case 

companies for the study. A small pilot study was carried out to aid in developing main interview 

research questions and ascertain the appetite of professionals to participate in the study. 

 

Data collection preceded by the university ethics approval and the secure of limited access to the 

three case companies was the next step. Part of this step included the research interviews using 

semi-structured questions, data analysis and theory formulation. Cross-case analysis and 

triangulation were also part of this stage of the study. 
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The research findings are centred on the Grounded Theory central category - an abstraction that 

facilitates the core themes to be interconnected through an explanatory framework (Clarke et al., 

2017; Turner & Astin, 2021). A new BDAS implementation model emerged and validated with 

limited participants from the case companies. 

 

 
Figure 1.5  Thesis structure  

 

Discussion, which is the next stage of the thesis, provides an interpretation of these findings against 

extant literature to establish the contribution to the body of knowledge, industry and professionals. 

The conclusion focuses on the main concluding remarks from the findings and discussions, as well 

as the theoretical and empirical implications of the study, research limitations, and opportunities 

for future studies arising from the research results. 
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1.6 Summary 

The foundation for this study has been laid in this chapter: the summary of the origin of BD relayed, 

the ‘packaging’ of the BD technologies into BDAS for application in organisations discussed, and 

the past and current studies on BM and RBM highlighted. Additionally, all three areas of focus 

were aggregated into the fourth, which is the impact BDAS will have on RBM through the BDAS 

implementation, and how the implementation can be successfully managed to deliver value for a 

retail business. The lack of extensive research in this area, missing the BDAS implementation 

framework for the retail industry – including clear implementation challenges and success enablers, 

scant data on RBM components and the impact of BDAS on RBM – are gaps this study attempts 

to fill, and gave rise to the research questions, aims and objectives. 

 

The focus on the retail industry for this research stems from the researcher’s experience in the 

industry, hence the potential access to data in the sector for empirical studies, and the need to draw 

the attention  of scholars and industry practitioners to the application of  BDAS in an industry 

sector that is the third largest consumer of BDAS (Olabode et al., 2022a; Taylor, 2022). The 

researcher’s aspiration to contribute to the success rate of BDAS implementation in the sector 

through a better understanding of the implementation challenges and success enablers also 

contributed to the motivation.  

 

To achieve the aims and objectives of this qualitative study, the grounded theory methodology with 

a multiple case study underpinned by constructivist epistemology and interpretivist ontology was 

adopted. Convenience and purposeful sampling techniques were selected, with the research broken 

into two phases and four steps for ease of planning and execution. The next chapter, Chapter 2, is 

on the progressive review of the relevant literature, highlighting the theoretical framework 

underpinning the research work, including identified gaps. Chapter 3 focuses on the research 

methodology and design for the study, while Chapter 4 relates how data was collected and 

analysed, and the results of the analysis with a further review of the literature.  Chapter 5 describes 

the findings of the study, Chapter 6 discusses the findings in relation to research question, aims and 

objectives, and Chapter 7, the concluding chapter, discusses the contribution of the study to the 

body of knowledge and to industry. 
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2 REVIEW OF LITERATURE 

2.1 Introduction 

Whether it is a small, medium or large retail company, Big Data (BD), Big Data Analytics (BDA) 

and Big Data Analytics Solutions (BDAS) are influencing today’s business operations. An 

increasing exploration of the use of BDAS to improve business operations and gain competitive 

advantage have increased the need for managers and executive teams to recognize and deal with 

the challenges to BDAS implementation and impact on their business models.  The initial review 

of the limited literature starts with the presentation and discussion of the empirical and theoretical 

studies relating to the history, taxonomy and series of advances of BD, BDA, BDAS, Business 

Model (BM) and Retailing. This is the background for the study and further review of literature 

during the data analysis phase, as recommended by Glaser (1978) and Charmaz (2006:135). The 

review of project implementation literature with a focus on enterprise Information Technology 

(eIT) ensues. Subsequently, the extant peer reviewed literature and industry reports on BDAS 

implementation in the context of retail business are reviewed and discussed. Finally, literature on 

the impact of BDAS on the Retail Business Model is reviewed and discussed, and the structure of 

the literature review is shown in Figure 2. 

 

The initial literature review is then used to inform the development of the conceptual framework 

which preceded data collection and analysis. As this study adopted the grounded theory 

methodology, the initial literature review also helped the researcher to gain a background 

knowledge of the research areas, identify current gaps and build the foundation for triangulation 

(Draucker et al., 2007; Glaser, 1992, 2002; Kubota et al., 2021). Following the principles of 

theoretical sensitivity, as concepts emerged during the data analysis, further pertinent literature was 

engaged, thus improving, rather than predetermining, the researcher’s final conceptual thinking 

(Burns et al., 2022; Strauss & Corbin, 1997; Tashakkori et al., 2003).   
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Figure 2.1 Literature Review Structure 

 

2.2 Big Data  

Big Data (BD) concept has been embraced across industries but still evolving thus, its definition 

varies depending on context, study and industry. This section discusses the origin of BD, its 

attributes and link to BDAS, the series of advances over the years, attempts to establish a definition 

for it, and defines its scope in the context of this study. 

2.2.1 Big Data Origin and Current State  

Although the concept of “Big Data” has become universal today, it is still emerging and seems to 

have uncertain origins. De Prato & Simon (2015) and Diebold (2021) argue that the term “big data” 

originated from conversations among diverse practitioners and non-peer reviewed publications in 

the mid-1990s, but the concept did not become widespread until as late as in 2011 as shown in 

Figures 2.2 and 2.3.  BD was used in several academic and non-academic publications in the 1980s 

as exemplified in the publications of Tilly (1984) and Larson (1989).  The content of these 

publications show that the authors were not aware of the Big Data phenomenon. Tilly (1984), 
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mentioned BD in his book on the value of statistical data analysis to historians, while Larson 

(1989), in a non-academic publication in 1987, identified BD as a programming method. Larson 

went on to use the term Big Data in 1989 in a Washington Post article about the assembling and 

selling of lists to junk-mailers and linked the availability of the data to consumer benefit. While  

both authors had no awareness of BD as a phenomenon, recent researchers like Chen et al.(2014) 

and Diebold ( 2021) agree that the 1980s era culminated in the advent of parallel database systems 

for storing increased data volumes, which turned out to be one of the precursors of BD.  

 

In the 1990s, the quest for high performance parallel interface technologies led to discussions and 

publications on the clustering of Central Processing Units (CPUs) and BD applications. Despite 

these discussions, BD phenomenon and its awareness were still lacking in the publications of early 

1990s (Diebold, 2012, 2021). Towards the end of the decade, publications began to emerge that 

highlight the BD phenomenon (Weiss & Indurkhya, 1997; Weiss & Indurkhya, 2002). Most of 

these pre-2000 publications were not peer reviewed, thus adding to the inconsistencies in the 

definitions and origin. However, the more significant pre-2000 Big Data records and/or references 

in computer science came from theoretical studies as opposed to industry (Diebold, 2012; Weiss 

& Indurkhya, 1997; Weiss & Indurkhya, 2002). This era ended with the appreciation of the 

advantages of parallel processing and the rise of challenges in BD emanating from the rise of 

internet technologies and the need to index and query rapidly growing datasets (Chen et al., 2022; 

Chen et al., 2014; Ghemawat et al., 2003).  

 

The 2000s heralded publications focused on different technologies and attributes of BD as reported 

by Diebold (2021) and George et al. (2014), although the term “Big Data” was still missing in 

publications. The decade also witnessed rapid development of BD and its integration with the 

internet (Anwar et al., 2021; Diebold, 2012; Gandomi & Haider, 2015; George et al., 2014) as well 

as new computing tools for managing and visualising the huge datasets (Hey, 2009). At the same 

period, the advent of ecommerce helped to accelerate the growth of BD.  
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Figure 2.2: Summary of Big Data origin and current state 

 

The 2010 era saw the use of the concept and term “Big Data” for the first time, in an EMC/IDC 

study report titled Extracting Values from Chaos (Gantz & Reinsel, 2011). This triggered interests 

in BD investments and focus in its research and technology development in both industry and 

academia (Chen et al., 2014b). Major global technology corporations like Microsoft, Oracle, IBM 

began to invest more money in BD research while economic forums like European Research 

Consortium for Informatics and Mathematics (ERCIM) and Davos Switzerland called BD 

technology out as an economic asset (Borasi et al., 2021; Chen et al., 2014b; Diebold, 2012, 2021; 

Padgavankar & Gupta, 2014). In the latter part of the decade, BD began to be applied in different 

industries for managing large datasets and deriving insights from the data (Akter et al., 2016; 

Waller & Fawcett, 2013; Wamba et al., 2017a). These reports signify a decade that witnessed the 

advent of a new transformational change technology, an investment in understanding and applying 

the technology, and the start of the application of the technology in diverse industries.  
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Figure 2.3: Distribution by year of review and research articles containing the term “Big Data” in SCOPUS database 

(accessed on 26 May 2022) 

The current state of BD could be attributed to the industry practitioners and researchers’ 

suggestions that Big Data has become the next battleground for competitive advantage among 

organisations (Kitchin, 2014; Wamba et al., 2017b; Wei et al., 2022; Wiener et al., 2020; Wu et 

al., 2022a). An increased number of promotional initiatives by Amazon, Microsoft, Oracle, IBM 

and leading global technology companies and consultancies that invested in building the BD 

infrastructure market have also led to the increased hype and state of BD as it is today (Aktas & 

Meng, 2017; Manyika et al., 2011; Trabucchi & Buganza, 2019). New BD tools and technologies 

including BDAS (Anwar et al., 2021; Biju & Mathew, 2017) have emerged and made the 

application more widespread (Hajiheydari et al., 2021; Kusi-Sarpong et al., 2021; Raut et al., 

2021b). Other technologies, like Machine Learning and Artificial Intelligence underpinned by BD, 

are evolving and advancing, and beginning to transform businesses and people’s lives (Anwar et 

al., 2021; Ballestar et al., 2019; Palmié et al., 2020; Samuel et al., 2018). It has taken about four 

decades for BD phenomena and technology to  reach this level of development; as research into 

the phenomenon continues, new and better BD platforms, tools and technologies will evolve.  
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2.2.2 Big Data Future State  

The growth of BD will not abate, with many scholars predicting that worldwide data will grow 

61% to 175 zettabytes from the 2020 figure, with most of the data residing in the public cloud 

environments (Chojecki, 2019; Noonpakdee, 2022; Patrizio, 2018). The growth in BD and ‘hunger’ 

for greater insight from the data will continue to inspire developments in the areas of data 

management and delivery, computing infrastructure, digitisation, analytics and BD associated 

technologies such as Block Chain and Augmented Reality (Lasheras, 2021; Maja & Letaba, 2022). 

  

Table 2.1: The Future of Big Data 

Category  Technologies 

Data Management & Delivery Fast data, Big Data as a Service, Dark Data 

Infrastructure Quantum Computing, Edge Computing, Data Fabric 

Analytics Artificial Intelligence, Natural Language Processing (NLP), Advanced 

BDAS 

Others Increased Digitisation, Augmented Reality, Vision Recognition, Smart 

Robots 

 

Many in the industry and academia have predicted the future of BD to be related to the upsurge of 

‘fast data’ and ‘actionable data’(Tan, 2021); new terms that describe the real time processing of 

datasets to provide insight.  This offers an immense value to organisations whose business strategy 

and operational decisions are driven by the real time data (Li et al., 2022a). This prediction was 

corroborated by Ghasemaghaei & Calic (2020) and Patrizio (2018) who forecast that 30% of BD 

will be consumed in real time by 2025. Similarly, there will be a phenomenal advancement and 

utilisation of Big Data as s Service (BDaaS) which is in its infancy now. BDaaS is a mix of service 

offerings that enables Data Analysts to easily and simply obtain data from shared or non-company- 

specific BD platforms for business analysis and activities (Ali et al., 2022; Wessels & Jokonya, 

2022; Yu et al., 2022). Related to these is the ‘Dark Data’, unexplored and unutilised datasets that 

remain a security risk to many organisations. In the coming decades, as the size of this data 

continues to grow, it is anticipated that the industry will be able to understand and harness value 

from it (Gimpel, 2020; Schembera, 2021). 
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The computing infrastructure domain is another area that has been predicted to experience BD- 

driven growth in the coming decade. The current BD platforms are limited by their reliance on 

what are fast becoming traditional computing platforms. Through research, it has been proven that 

Quantum computing has the capability to mitigate the limitations of the current platforms by 

catering for the different complexities of BD while minimising space and time dimensions in the 

computational algorithms (Hidary, 2019:35; Mallow et al., 2022). Similar to quantum computing 

is Edge computing, which will offer a more efficient way for processing BD by taking up less 

bandwidth (Pääkkönen & Pakkala, 2020; Yang & Suo, 2020; Zhu & Xiao, 2022). This technology 

can reduce the development cost for organisations adopting BD and BDAS and help the different 

software applications run in remote locations. Another trend likely to make a huge impact in this 

domain in future is Data fabric, a new technology architecture and collection of data networks 

(Chin-Ling et al., 2022). It will aid consistent functionality across different endpoints within and 

outside of the organisation’s IT infrastructure.  

 

Digitisation enabled by BD and improved IT infrastructure will become a vital tool in delivering 

agile organisations, hence will become more widespread in future (Capurro et al., 2021; 

Jagatheesaperumal et al., 2021a). For example, to drive digital transformation, Data Fabric 

streamlines and incorporates data storage across multiple cloud and on-premises environments. It 

facilitates access and the distribution of data in a distributed data environment. Furthermore, it 

delivers consistent data management framework across multiple storage platforms (Chin-Ling et 

al., 2022; ‘Global Data Fabric Market Report 2022-2026, 2022). 

 

Furthermore, advancements in Data Analytics and Artificial Intelligence (AI) are areas that will 

impact business and personal lives in the future. Businesses will be able to derive many more values 

from AI systems such as automating standalone and integrated processes that can operate more 

efficiently (Jagatheesaperumal et al., 2021b; Tran, 2021). Organisations, especially businesses, will 

find a way to entrench scalability in  AI, which has been a current challenge (Mallow et al., 2022b). 

Similar to this is the Natural Language Processing (NLP) concept, considered by many as a subset 

of AI.  NLP will herald advancements in the development of communication between computers 

and humans (Leng, 2021; Nee et al., 2022) through two key areas that are being established: the 
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first is syntactic analysis, which deals with sentences and the grammar, while the second is 

semantic analysis, which focuses on the identification and interpretation of the text. 

 

Other areas that will be impacted by the growth of BD in the coming decade and beyond include  

financial fraud detection, cybersecurity, improvement in public sector services, Machine Learning 

(ML) applications and platforms, smart robots, vision recognition models, computer vision 

platforms and advancement in augmented reality (Ranjan & Foropon, 2021; Sahoo, 2021; Tan, 

2021; Weerasinghe et al., 2022; Wu et al., 2022a). Additionally, there will be increased 

improvement in healthcare provisions through more accurate diagnosis, medication and patient 

care (Jagatheesaperumal et al., 2021a; Weerasinghe et al., 2022). The next section discusses the 

BD definition and attributes. 

 

2.2.3 Big Data Definition and Attributes  

The pace of development of the BD concept in recent years seems to have led to ambiguity in its 

definition and meaning (Chojecki, 2019; Diebold, 2021; Martin, 2020; Youssef et al., 2022).  In an 

earlier study, Wamba et al. (2017) also drew this inference from the results of the electronic survey 

of 154 executives of international corporations conducted by Harris Interactive for SAP in April 

2012. The survey result shown in Figure 2.4 portrays the diversified views of these executives’ 

understanding of BD. While some of their definitions focused on what BD is, others attempted to 

describe how it can be utilised in their businesses. While the result of this study shows the 

perception by industry of what BD was over a decade ago, it does not resolve the ambiguity 

currently surrounding its definition and attributes. In the past decade, attempts have been made by 

researchers and industry practitioners to find a universally accepted definition for BD.   

 

Currently, BD is often defined by its widespread 5Vs characteristics: Volume, Velocity, Veracity, 

Value and Variety. Virtually every dataset encompassing BD is dependent on these 5Vs 

characteristics, but although many studies have been done on volume, velocity and value, studies 

on variety and veracity, including BDAS, are still lacking (Martinez et al., 2021; Naeem et al., 

2022). The first reported definition of BD was in 2001 where Laney (2001) described the BD 

concept in terms of the uncovered challenges and opportunities from what was termed the 3Vs 
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model – the rapidly increasing Volume, Velocity and Variety of data. A decade later, some 

researchers in the BD domain like Chen et al. (2012) and  Kwon et al. (2014) adopted  Laney’s 

3Vs in their definition of BD. On the other hand, a few researchers in the same era, like Manyika 

et al. (2011, online), deviated from the 3Vs and 5Vs and defined BD as “large pools of data that 

can be captured, communicated, aggregated, stored, and analysed”, thus only capturing the volume 

attribute. Also, this definition is oblivious to the challenges posed by the velocity of the data and 

opportunities that may come with variety. 

 

 

Figure 2.4: Definitions of Big Data based on electronic survey of 154 executives of global corporations in April 2012, 

from Wamba et al. (2017). 

In the same era, some researchers like Zaki (2019), Kune et al., (2015, online) and De et al. (2016), 

as well as industry practitioners such as Gartner (2012) and TechAmerica Foundation (2012, 

online) improved on the BD definitions of Laney (2001) by adding more meaning to the 3Vs. 

Gartner (2012) defines BD as “the high-volume, high-velocity and high-variety information assets 

that demand cost-effective, innovative forms of information processing for enhanced insight and 
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decision making.” Similarly, these researchers and the TechAmerica Foundation describe BD in 

terms of storage and analysis of significant volumes of complex, variable and high velocity data 

collected from multiple autonomous sources. Thus, these studies provide further clarity on what 

BD is, but do not investigate how the data can be harnessed to deliver value to the business and 

organisations. 

 

In recent studies, researchers such as Fan (2019), Martin (2020), Tan (2021) and Vranopoulos et 

al. (2022) went further, describing BD as part of Business Intelligence (BI) and as emerging 

technologies that can be applied to businesses to improve performance, deliver business value and 

offer competitive advantage. The authors denote BD as a progressive set of architectures and 

technologies created to harness value from huge volumes of diverse kinds of data through data 

capture, storage and analysis.  

 

Therefore, based on these reviews of past and current literature on the origin, attributes and 

definitions of BD, and in the context of this study, Big Data can be defined thus:  

 

Big Data refers to the dynamic, enormous and disparate data created by organisations, people, 

machines and tools, requiring reliable, innovative, agile and scalable technologies to gather, 

store and analyse, in order to glean intelligence – historical, current (real-time) and future 

insights – that will deliver business advantages. 

 

This derived definition of Big Data, which forms part of the conceptual foundations of this study, 

transcends the initial 3Vs BD attributes discussed earlier in this section. Whilst numerous 

additional attributes emerged from several other studies, the researcher has selected and adapted 

three additional Vs in this study: variability (inconsistency in data flow, speed and complexity 

where it is difficult to analyse and extract meaningful insight) (Jagatheesaperumal et al., 2021a; 

Vranopoulos et al., 2022), veracity (the level of reliability of the data) (Haire & Mayer-

Schönberger, 2014) and visualisation (Chojecki, 2019; Diebold, 2021; Noonpakdee, 2022). These 

three attributes are consistently supported by theoretical literature like Ashaari et al. (2021), Chen 

et al. (2014a), Tan (2021) and Vranopoulos et al. (2022) and corroborated by some empirical 
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literature such as studies by Iftikhar & Khan (2020), Jena & Kar (2019) and Kowalczyk & 

Buxmann (2014).  

 

 

 

 

 

Figure 2:4: The 6Vs attributes of Big Data derived from literature review 

 

In summary, the BD definition is underpinned by six attributes – volume, velocity, variety, veracity, 

variability and visualisation – and complex data management capability. Thus, BD has become 

synonymous with capturing the huge data sets from unprecedented data sources, analysing the data, 

and delivering value through insights gained from the analysis. The next section reviews the 

literature on the applications of BD with focus on BDA and BDAS, thus setting up additional 

foundations for this research work. 

 

 

2.3 Big Data Analytics Solutions (Methods and Tools) 

The application of BD in organisations is not straightforward and the BD based solutions are not 

the typical IT solutions that are based on single functionality or software, but rather a mix of 

software, infrastructure and processes (Iqbal et al., 2020; Shah et al., 2021a; Shah, 2022). This 

informs the complexity of BD applications and implementations in companies, and the mastery of 

these complexities will aid better implementation and improve benefits derivation. This study 

focuses on the understanding of areas of BD applications called Big Data Analytics (BDA) and 

Big Data Analytics Solutions (BDAS), and this section discusses the review of literature on Big 

Data Analytics Solutions (BDAS) beginning with the definition of BDA. 
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2.3.1 Big Data Analytics Concept 

There is remarkable diversity in the applicability and benefits of BD, with many studies like Djouzi 

et al. (2022), Kitchin (2014), Olabode et al. (2022) and Wiener et al. (2020) focusing on the 

technologies, data availability and analysis, and insight derivation from data, referred to as Big 

Data Analytics (BDA).  BDA has emerged as a major area of research for both researchers and 

practitioners across several industries, indicating the significance and impact of deriving value 

from BD in contemporary organisations. Until recently, literature on BDA has been scant, with 

most researchers focusing on BD. The definitions of BDA vary slightly and are centred on the view 

that BDA is a set of processes and techniques for deriving insight from large datasets, specifically 

BD. Previous studies by Kune et al. (2015), Wamba et al. (2017) and Nyce (2007) all consider 

BDA as a subset of BD, a process for using statistical methods and models, data mining, Machine-

Learning techniques and computing technologies to analyse large datasets and extract insights. 

Likewise, Sivarajah et al. (2017) views BDA as a set of techniques and processes for examining 

and extracting insight from large datasets. Following the studies, another set of authors, Wang and 

Hajli (2017), Hurwitz et al. (2013) and Nugent et al. (2013) went some steps further to highlight 

the impact of human intervention in BDA by referring to it as a system that offers users the 

capability to manage large volume of data, analysing and reacting to patterns that emerge.  

 

Recent studies by Gupta et al. (2020), Li et al. (2022) and Shah (2022) built on the previous studies 

and refer to BDA as the technology platform with associated tools and techniques for the capture, 

storage and analysis of big data to generate insight for enhancing organisational capability and 

delivering competitive advantages. Some current researchers use the term ‘advanced methods’ in 

referring to the BDA concept: calling out techniques for data analysis and presentation such as data 

mining and visualisation as part of these advanced methods (Cabrera-Sánchez & Villarejo-Ramos, 

2020; Youssef et al., 2022). Consequently, in the context of this study, BDA is seen as a concept 

that emanates from BD, offering a set complex processes and distinct techniques for extracting 

value from large data sets and providing actionable insights from the data. The next section 

discusses BDAS, laying the foundation for the application of BDAS in retail.  
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2.3.2 Big Data Analytics Techniques  

BDA has immense potential, but without the application first of the essential techniques, value will 

not be derived. Gandomi and Haider (2015), and Lee and Mangalaraj (2022) view analytics as 

meaning the techniques applied in the analysis and acquisition of value and intelligence from BD. 

Thus, to derive value such as historical and real-time insight from any dataset or to enable facts-

based decision-making, companies need to deploy the BDA techniques ‘packaged’ in BDAS to 

process their large volumes of varied data and turn them into meaningful knowledge (Gupta et al., 

2020; Hartmann et al., 2016; Shah, 2022)  

 

Many researchers and practitioners often view techniques and solutions as synonymous, hence use 

them interchangeably. However, this is not the case when digging deep into computer science and 

software development aspects of BD. Therefore, in the context of this study, ‘techniques’ and 

‘solutions’ have different meanings which are set out as follows: ‘techniques’ refers to new ways 

or processes for extracting, analysing and deriving value from BD (Ashaari et al., 2021; 

Noonpakdee, 2022; Vashisht & Gupta, 2015), while ‘solutions’ in the context of BDAS are 

software applications underpinned by the techniques and available to end users who are often 

unaware of the underlying techniques. The techniques are often developed by statisticians, 

mathematicians and computer scientists, and made available to software development companies 

that translate/transform or develop the techniques into sets of software codes for deployment and 

application on IT platforms. The software codes or applications are packaged as solutions, sold and 

deployed in organisations for meeting a single or multiple business needs (Bakker et al., 2021; 

Hinojosa-Palafox et al., 2021). Two typical examples are the popular Tableau and Qlik Sense 

visualisation solutions, which apply descriptive analytics techniques in providing context-aware 

insights for the end user (Kronz et al., 2022; online). The major BDA techniques and algorithms 

and their associated analytics types, derived from the reviewed literature, are provided in Table 

2.2. 
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Table 2.2: BDA Techniques 

S/N Analytics Type Description Techniques/Algorithms Application 

1 Descriptive analytics 

(Brandtner et al., 2021; 

Egilmez et al., 2017) 

This technique involves 

scrutinising of all types of 

data (depending on 

deployed available 

technologies and 

solutions) to describe the 

existing business position 

in such a manner that 

improvements, patterns 

and exclusions become 

apparent.  

Descriptive statistics and 

categorization 

techniques, data 

visualization, data 

mining algorithms, 

network analysis and 

text mining. 

The output is often 

presented in the 

form of dashboards, 

standard reports, 

unplanned reports, 

and alerts. 

Risk management, 

cyber security, fraud 

and waste detection. 

2 Predictive analytics 

(Kune et al., 2015; Lee 

& Mangalaraj, 2022). 

 

This technique involves 

the prediction of future or 

yet to be identified events 

with the aid of statistics, 

statistical modelling, 

machine learning, data 

mining and artificial 

intelligence by analysing 

historical and present 

facts. 

Adaptive 

neuro-fuzzy inference 

system, Decision trees, 

Support Vector Machine 

(SVM), Linear 

regression, clustering, 

association rules, rule-

based classifications. 

Forecasting, 

prediction of cyber 

attacks, pricing and 

promotion strategy. 

3 Prescriptive analytics 

(Hauser et al., 2021; 

X. Wang & Ng, 2020) 

This deals with 

optimisation of processes 

and services, often 

building on the results of 

descriptive analytics. It 

operates in real-time, 

explores high volume 

what-if scenarios and 

provides possible 

outcomes. It enables 

prompt decision making, 

automation of processes 

and improvement in 

service levels while 

reducing costs. 

Naïve Bayes 

algorithm, a hybrid 

model linking recency, 

frequency, monetary 

value (RFM) 

model, data 

visualization, k-means 

clustering,  

related bloom filters, 

etc. 

Ecommerce 

customer 

segmentation, 

personalisation, 

allocation of 

products to different 

warehouses, retail 

outlet location, 

cyber security – 

identification of 

potential security 

breaches. 

4 Pre-emptive analytics 

(T. Chen et al., 2020; 

Hauser et al., 2021; 

Tinguely et al., 2020) 

This is often associated 

with the management of 

risk in the healthcare, 

engineering and logistics 

industry. It involves 

exploiting the BD 

capabilities and building 

the capacity to take 

precautionary actions on 

incidents that may 

negatively affect 

Resampling method 

called ENN-SMOTE-

Tomek Link (EST), 

random forest (RF), and 

an advanced machine 

learning classifier called 

LightGBM. 

Detecting possible 

dangers and failures, 

and proposing 

mitigating plans 

well in advance, 

Manufacturing, 

Power Generation 

maintenance.  
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organisational 

performance.  

5 Text analytics 

(Chae, 2015; Lee & 

Mangalaraj, 2022) 

The process for analysing 

and extracting 

information mostly from 

semi-structured data with 

sources including blogs, 

social media posts and 

web materials. 

Descriptive 

statistics, Network 

analysis, computational 

linguistics, hierarchical 

clustering with 

p-values using 

multiscale bootstrap 

resampling, and 

sentiment analytics. 

Deriving insight 

from customer 

feedback and social 

media posts. 

6 Audio analytics 

(Lee & Mangalaraj, 

2022; Vashisht & 

Gupta, 2015) 

These focus on human 

spoken language which is 

often in the form of 

unstructured audio data. 

Audio analytics often 

denoted to as speech 

analytics, has its typical 

application in customer 

satisfaction analysis from 

customer care centres 

and calls. 

Automatic speech 

recognition (ASR) 

algorithms, Phonetic 

indexing and searching. 

Customer call 

centres – gain 

insight into 

customer behaviour 

and improve 

products and 

services, voice 

recognition, 

healthcare 

7 Video analytics 

(Alam et al., 2020; 

Ashaari et al., 2021; 

Tan, 2021; Vashisht & 

Gupta, 2015) 

This could also be 

referred to as video 

content analysis (VCA). 

It involves the 

application of different 

techniques to analyse and 

derive insights from 

video data or files. 

Agent Vi’s distributed 

architecture, server-

based analysis and edge-

based analysis. 

Typical application 

is in counting the 

number of people 

entering a retail 

store, detecting time 

spent and sections 

of store visited; 

automated security 

and surveillance 

system. 

8 Social media 

analytics 

(Gandomi & Haider, 

2015; Lee & 

Mangalaraj, 2022) 

 

This denotes the mining 

and analysis of structured 

and unstructured data 

from an array of online 

platforms called social 

media channels. These 

channels include social 

networks like Facebook; 

blogs such as numerous 

word press internet 

portals for sharing news 

and brief information; 

microblogs of which 

Twitter is the most 

popular. 

Link prediction, topic 

modelling using Latent 

Dirichlet Allocation, 

Community detection, 

Naïve Bayes (NB) 

algorithm, social 

influence analysis, and 

SVM for sentiment 

analytics. 

Customer feedback 

and insight to refine 

value proposition, 

product 

development and 

benchmarking. 

 

 

These Big Data Analytics types and associated techniques vary in complexity, cost of 

implementation and maintenance. Figure 2.5 shows the potential cost, complexity and 

implementation effort grid, with text analytics being the simplest and prescriptive analytics the 
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most complex. The techniques provide the foundation upon which BDAS are developed and 

deployed to harness value from large datasets. The proliferation of BDAS is made possible by the 

advancement in computer technologies like cloud computing (Li et al., 2022b; Yang et al., 2017), 

new Database storage and management solutions (Mazumdar et al., 2019; Padgavankar & Gupta, 

2014) and visualisation technologies (Golfarelli & Rizzi, 2020; Raut et al., 2021b) that enhance the 

speed of large dataset processing. All these studies and findings notwithstanding, there is still little 

theoretical and empirical literature on BDAS implementation and impact in retail businesses, 

especially on the retail business models.  

 

Figure 2:5: BDA types, techniques and complexity, adapted from Anwar et al. (2021) and Kronz et al. (2022) 

 

2.3.3 Big Data Analytics Solutions  

The BDA types with underpinning techniques together or independent of one another are unable 

to derive the insights discussed in the previous sections. They need to be built into or integrated 

together with different computing technologies to be able to mine structured and unstructured data 

for insights to address targeted organisational, business, human and scientific problems. This has 

attracted the interest of many researchers and industry practitioners. Early studies by Davenport et 

al. (2010), Davenport & Harris (2007) and Grossman (2009) portray the BDA solution as consisting 
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of techniques of Knowledge Discovery in Data (KDD), quantitative and statistical analysis, data 

and text mining, descriptive, prescriptive and predictive models, and innovative and interactive 

visualisation to drive change, decisions and efficiencies in organisations. In the early 2010s, Sun 

et al. (2011) investigated the approaches, environments and technologies required to build BDAS 

in the cloud, and stated that BDAS use several analysis techniques like data mining, statistical 

analysis, visualisation and reasoning to extract valuable knowledge and insights from BD. Whilst 

it is a detailed study on the topic, it focused more on the challenges which organisations that want 

to offer BDAS as a service will face, and what was missing was the impact of BDAS on the end 

users, such as retail companies, which is the focus of this study. Sun et al. challenged academics 

and practitioners to engage in more studies that will lead to the maturity of this solution set. 

 

In fact, a number of current researchers have heeded the call to action and embarked on more 

studies to explain what a BDAS is. For example, Alam et al. (2020) examined the nomenclature of 

video analytics, exploring the associated BDAS, cloud computing and reference architecture. The 

authors presented BDAS as software applications and platforms built for distributed computing to 

process, analyse and extract insights from BD or large datasets in a scalable and reliable way. The 

authors pointed out that the Hadoop and Spark ecosystems are the most prominent of this class of 

software. Additionally, this special class of software solutions and large datasets function better in 

the cloud, which offers the huge computation power required for processing large datasets (Qi et 

al., 2022; Zhao & Zhou, 2022). Details of the solution approach proffered by Alam et al. may not 

be suitable for all BDAS applications but  can form the foundation for some. 

 

Similar findings, although with deeper technical details, evolved from the study of Schlegel et al. 

(2020) on the integration of BDAS and Sales and Operations Planning (SOP), an enterprise IT 

application for product sales and forecasting. The authors describe BDAS as a solution set that is 

based on different BDA techniques such as deep learning, machine learning and textual analytics, 

and combines data storage platforms and cloud computing technologies. The solution is packaged 

in such a way that their deployment or implementation by organisations’ IT departments do not 

require complex software programming language knowledge. The categorisation of BDAS into 

three, namely: descriptive, predictive and prescriptive, emerged from their study.  
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Building on the earlier studies and findings, one of the most recent studies, Shah (2022), focused 

on the capability of BDAS and how organisations can use them to drive sustainable competitive 

advantage. The authors described BDAS as a set of systems for aggregating huge datasets from 

different sources including organisation’s trading partners, analysing them, and generating real-

time prescriptions that aid current and future decision-making. Therefore, in the context of this 

study, which focuses on BDAS implementation in the retail sector, BDAS can be described as: 

 

a combination of software-based data mining techniques, mathematical and statistical models, 

IT platforms (infrastructure, cloud and distributed computing, and data storage), and 

presentation tools deployed and integrated with organisations’ existing IT systems to mine and 

process a large variety of datasets for the delivery of insights and intelligence. 

 

The next section discusses the taxonomy and components or building blocks of BDAS. 

 

2.3.3.1 The Taxonomy of Big Data Analytics Solution 

The advancement of computing technologies vis-à-vis BD and BDAS has led to the attempt of 

some researchers in classifying BDAS. There are two schools of thought that have emerged in the 

extant literature – the first recommends the classifications along the lines of BDA types and the 

second group proffers classifications based on data processing methods. 

 

The first group of researchers, such as Schlegel et al. (2020), Sivarajah (2017) and Davenport 

(2017), suggest that BDAS be classified into three major BDA types: descriptive, predictive and 

prescriptive. This classification is found to be helpful in the description of industry applications of 

BDAS as uncovered by the findings in their studies but becomes confusing when related to 

computing frameworks and application scenarios as shown in Table 2.3. As computing frameworks 

and application scenarios cut across BDA types, this classification format becomes ambiguous. For 

example, there are BDAS that are developed on MapReduce, Hadoop and Hortonworks computing 

frameworks, which can be applied to both descriptive and prescriptive analytics use cases. 

Similarly, these authors’ research domain is in social sciences and not computer sciences, hence 

the classification is application based rather than technology based. 
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Table 2.3: The taxonomy of BDAS, adapted from Alam et al. (2020), Ikegwu et al. (2022) and  

Mohamed et al. (2020) 

BDAS Type Batch Processing Stream Processing Hybrid Processing 

References 
(Alam et al., 2020; Giebler et al., 2018; Ikegwu et al., 2022; Mohamed et al., 2020; J. Wang et al., 

2020) 

Description 

Data transfer and processing 

occur at certain defined 

intervals and in batches, and 

not in real-time. Reports and 

insights are not generated until 

each batch is processed and 

analysed. It has high latency  

The streaming, processing and 

analysis of huge amount of data 

in parallel and real-time. It is 

sometimes designed for event 

triggered processes with results 

shown in real-time. It has low 

latency 

This group of BDAS combines 

the features of batch and stream 

processing to mitigate their 

weaknesses. It leverages the 

Lambda architecture (a new 

three-layered data-processing 

architecture evolved to manage 

BD by taking advantage of both 

batch and stream processing 

methods). It has low latency. 

Application 

scenarios 

and 

examples 

 -Off-line capture, analysis 

and processing of BD, large-

scale Web transaction and 

search data. 

 -Typical example is Point of 

Sale (POS) and stock data 

processes every 10 minutes to 

evolve stock levels and help 

with accurate forecasting. 

 -Real-time BD capture, 

transfer, analysis and 

processing; real-time 

scheduling, event based and 

continuous calculations.   

-Typical examples are log files 

processing, fraud detection in 

transactions, and sensory 

industry and telematics that 

require real-time responses. 

 - Iterative machine learning; 

Continual incremental 

calculations.  

 -Typical example is pricing 

optimisation on ecommerce 

portals. 

Major 

solutions 

framework 

MapReduce, Hadoop, 

Hortonwork 

Storm, Kafka, Samza  Spark, Lambdoop, Flink  

Key system 

features 

Higher latency; Less 

expensive; Simple 

programming models; Time-

insensitivity; Data-intensive; 

Results stored on hard disks. 

Low latency, serialised,  

event-driven triggering; 

Expensive; In-memory data 

storage and processing. 

High accuracy; Low latency; 

Diversified workloads;  

High fault tolerance; 

Expensive; In-memory data 

storage and processing. 

Typical 

processing 

speed 

Minutes Milliseconds Milliseconds 

 

The other group, mostly computer science domain based scholars such as Giebler et al. (2018), 

Ikegwu et al. (2022), Kumar and Jha (2022), and Wang et al. (2020) argue that BDAS classification 

should principally be based on data processing methods or types. Other classification framework 

applied in their research include computing and processing frameworks, data storage types, system 

characteristics, messaging mechanism and processing speed. The three major classes that emerged 

from their studies are batch, stream and hybrid data processing methods, all of which are described 

in Table 2.3 alongside their attributes. This classification has unambiguous boundaries and hinges 
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on the understanding of BDAS architecture and underlying technologies rather than on applications 

only and is preferred by most practitioners (Alam et al., 2020; Ikegwu et al., 2022; Mohamed et 

al., 2020). 

 

In the view of these authors, the batch processing entails a data set or a batch of data being collected 

over allotted time slots, and then ingested into an analytics system (part of the BDAS) for 

processing and insight derivation or onward transmission to other systems. While this suffices for 

many applications, the method becomes inefficient when a huge amount of BD is involved, and 

end users need results in real-time. Consequently, technologies developed to mitigate this gave rise 

to the second group of BDAS based on a BD stream processing method. In this group, data 

processing is carried out in real time as data is ingested into the analytics system incrementally. A 

fault tolerance and scalability that are not particularly robust are the major challenges with stream 

processing. The hybrid processing evolved to mitigate the fault tolerance issues with the two types, 

with improvements in the real time processing methods, architectures and technologies. The next 

section discusses the BDAS components.  

 

2.3.3.2 Big Data Analytics Solution components 

BDAS are progressively viewed by forward thinking organisations as critical tools for gaining 

insights that will deliver value and an increased market share (Chen et al., 2022; Iansiti & Lakhani, 

2020; Olabode et al., 2022; Wu et al., 2022). These solutions have developed from being optional 

to becoming an inevitable system in some crammed and competitive business landscapes such as 

retail. Like most IT based systems or solutions, the BDAS has its own building blocks and generic 

processing, or operational phases, as shown in Figure 2.6. One uniqueness uncovered from the 

researcher’s professional exposure, and theoretical and empirical literature review, is that BDAS 

comprises a set of different systems and processes (Anwar et al., 2021; Mazumdar et al., 2019; Qi 

et al., 2022) and is not just one software application as is the case with most small, medium and 

enterprise level IT solutions (Ammar, 2017; Kronz et al., 2022; Schlegel et al., 2020).  
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Figure 2.6: Outline of BDA workflow, adapted from Clausen & Li (2022), Hajiheydari et al. (2021), and Jena and Kar 

(2019) 

There are four key components in a typical BDA solution, as reported by a few researchers like 

Hajiheydari et al. (2021) and Jena and Kar (2019). The first component is the data capture systems 

that poll data from numerous sources, including social media, organisations’ internal IT systems 

(like ERP), databases, instrumented machinery and ecommerce platforms. The second component 

is the data storage and management platform where the polled data is cleansed, stored and 

transformed (formatted to have the same structure). This is followed by the processing and 

modelling component (software codes, middleware and infrastructure) where the data is mined, 

resulting in patterns, correlations and insights. These results feed into the generation of 

recommendations, predictions and prescriptions within the same component. Visualisation systems 

is the fourth and final component where the results from the previous components are displayed in 

different formats for the end user.  

Undesirably, although the benefits provided by the BDAS are immense, the solutions are typically 

expensive, and this hinders companies, especially small and medium-sized enterprises (SMEs) 

from embarking on the projects. Simple steps in deploying a typical solution involve the company 

in first building a large storage system or data warehouse to store the enormous volume of data sets 
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collected from numerous data sources and channels; next, the company will need to buy or develop 

costly analytics software depending on requirements, use cases and technology roadmap, then 

acquire on-premise or cloud-based high-speed and scalable servers. All these will need to be robust, 

agile and scalable, as the analytical software programmes habitually require mining huge data and 

creating and maintaining many models, including the execution of complex algorithms (Alam et 

al., 2020; Jiwat & Zhang, 2022; Wang et al., 2020). For instance, IBM now creates and maintains 

up to 5,000 such models a year for a small company called Modern Analytics, using a ‘model 

factory’ and ‘data assembly line’ approach (Ikegwu et al., 2022; Mazumdar et al., 2019; Shah et 

al., 2021a). Moreover, the computational resource demand pattern of analytical solutions may be 

uneven, with spikes (for instance, predicting product sales when a financial quarter is over or some 

unusual events happen), which means the enterprises must pay a considerable amount to maintain 

the complex software and hardware only for occasional usage. Consequently, the systematic 

adoption of BDAS is limited to only a small set of large enterprises (Shah, 2022; Sun et al., 2015). 

In a similar study, Li et al. (2022) agree that whilst BDAS are increasing in popularity and demand, 

deploying them for use is still complicated, as well as being time and resource intensive. The 

authors went on to point out that BD offers significant value to organisations willing to adopt it, 

but at the same time poses a substantial number of risks and challenges for the attainment of such 

added value. Any organisation willing to deploy and adopt a BDAS will need to obtain software 

licences that are often expensive, procure or lease large computing infrastructure, and spend on 

consulting hours of BDAS specialists and analysts who will work with the organisation to 

understand its business processes and requirements, migrate and cleanse its data, and have it 

deployed for the BDAS. These complexities and cost of BDAS have led to the slow adoption of 

the solution in business organisations and may have contributed to the scarcity of empirical and 

theoretical research work in this field, especially in the retail domain where the profit margin is 

low and competition rife (Aktas & Meng, 2017; Dekimpe, 2020a; Lee & Mangalaraj, 2022). 

Having established the BDAS definition, taxonomy and constituent components, the next section 

discusses the applications of BDAS. 
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2.3.4 Big Data Analytics Solutions Applications 

The potentials for utilising BDAS are limitless although constrained by current challenges with the 

complexity of underlying technologies, lack of funding, connected intricate organisational 

processes and unavailability of skilled resources. The capabilities of BDAS are utilised by basically 

leveraging the insight delivered to drive timely decision-making and operational improvements in 

an organisation (Li et al., 2022b). Recent studies have established that considerable value and 

competitive advantage can be realised by organisations taking effectual decisions centred on 

insights derived from data (Gupta et al., 2020; Shah, 2022). Consequently, the BDAS concept has 

now been developed beyond theoretical studies and is being applied in different industries and 

across many walks of life, as illustrated in Figure 2.9.  

 

There are existing publications that discuss the application of BDAS and expound the various 

factors associated with its implementation and adoption; however, such publications in retail 

applications are few. Undeniably, BDAS is progressively becoming a vital component of decision-

making processes in organisations across the world. Chen et al. (2022), Elgendy and Elragal (2016), 

Li et al. (2022) and Weerasinghe et al. (2022) in their studies explored the application of BDAS in 

organisational decision-making. The authors point out that some large companies have adopted 

BDAS for decision support as part of their operational procedures, while SMEs are struggling to 

implement and adopt them. The authors also agree that investing in the right skillset, technologies 

and other company resources to deploy BDAS and become a data-driven company is challenging. 

However, their research fell short of discussing those challenges relating to the implementation and 

adoption of the appropriate BDASs.  

 

Adopting the same explorative principles of the impact of BDAS on organisations, Ranjan &  

Foropon (2021) and Shah (2022) studied how organisations can apply BDAS in creating a 

competitive advantage. The authors highlighted the opportunities that emerged from their studies 

and called the BDAS phenomenon a game changer. Ranjan & Foropon evolved a framework for 

using BDAS to create competitive intelligence while Shah used a knowledge-based approach to 

show that the adoption of BDAS offers sustainable competitive advantage. Thus, the authors assert 

that BDAS will transform business operations to maximise business value and deliver competitive 

advantage. However, neither study provided the details of how this will be achieved from a 
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business operations point of view. The impact of BDAS on organisations’ business models and the 

typical challenges faced in the BDAS implementation were not part of their studies.  

 

Similarly, Arias-Pérez et al. (2021) and Gupta et al. (2020) identified the positive relationship 

between BDAS and organisational performance, while Brands (2014) focused on BDA application 

in organisations to bring about strategic transformational changes through data driven insights. 

Again, none of these studies focused on specific organisations’ operational areas influenced by 

BDAS or the impact on business models, thus leaving a gap which this research intends to fill. 

 

Following on from the general applications of BDAS over the years, the solution has been applied 

in specific industries for solving existing problems or exploiting opportunities, some of which were 

not previously known. In the healthcare sector for instance, BDAS can help improve the quality of 

care, reduce operational costs and improve financial performance, thereby leading to improved 

quality of service and life (Bakker et al., 2021; Baldominos et al., 2017; Jena & Kar, 2019; 

Noonpakdee, 2022; Weerasinghe et al., 2022). Baldominos et al. (2017) in their study developed a 

BDAS for intelligent healthcare management called DataCare. This solution not only polls and 

aggregates data from different sensors and key performance indicators (KPI) in healthcare 

facilities, but also predicts future values based on historical events. This implies that the system 

can issue timely alerts when the values are outside of set limits and offers suggestions for 

improvement and enhancement of quality of healthcare service. Their study shows a BDAS with 

fundamental technology and processes that are built on a BD platform and developed on an open-

source cross-platform databases called Apache Spark and MongoDB, and a non-proprietary cluster 

computing framework. Figure 2.7 shows the high-level solution architecture derived from the 

study, which depicts the BDAS building blocks or workflow elaborated in Figure 2.6. The authors, 

while providing in-depth knowledge of BDAS configuration/builds, did not delve into the BDAS 

implementation success enablers and challenges.  
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Figure 2.7: Big Data Analytics solution architecture, adapted from Noonpakdee (2022) and Baldominos et al. (2017)) 

The studies by Raut et al. (2021), Sahoo (2021) and Zhong et al. (2016) discussed the opportunities, 

challenges and future perspectives of BDAS in operations management and manufacturing, while 

those of Centobelli et al. (2022), Wang et al. (2020) and Wei et al. (2022) focused on the 

applications of BDAS in supply chain operations and performance improvement. The studies of 

Centobelli et al. (2022), Wang et al. (2020) and Wei et al. (2022) highlight the positive impact of 

BDAS on supply chain networks optimisation, forecasting accuracy and overall supply chain 

performance improvement. The studies, while focusing on the different supply chain areas, lacked 

depth on the impact of BDAS on business operational processes that are easily relatable to a 

business model. 

 

In the retail domain, BDAS has been shown to have massive impacts in driving overall improved 

business outcomes (Bradlow et al., 2017; Dekimpe, 2020b; Youssef et al., 2022) and in improving 

customer experience and satisfaction (Brandtner et al., 2021; Ying et al., 2020b), retail supply chain 

i and demand forecasting (Iftikhar & Khan, 2020; Jin & Shin, 2020; Silva et al., 2019), reducing 

cyber-attacks and fraud, driving customer loyalty and improving personalised recommendations 

(Aversa et al., 2021; Iqbal et al., 2020; Shah, 2022). While these studies focused on the BDAS 
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impact on retail businesses, none touched on its impact on the retail business model nor carried out 

detailed studies on implementation challenges. The detailed discussions on the literature reviewed 

in the application of BDAS in the retail sector is provided in Section 2.5.  

 

2.4 Business Model 

The Business Model (BM) concept is often misinterpreted by practitioners and peer reviewed 

literature is limited. However, the concept remains an integral part of every company’s operational 

foundation, although not given the attention required (Goni et al., 2021). This section discusses the 

origin and definitions of BM, the retail business model (RBM), the components of the RBM and 

current innovations of the BM concept. 

 

2.4.1 Business Model Origin and Definition 

The term “Business Model” has been in use in business, economics, scientific conversations and 

research for almost 60 years. The first appearance was recorded in operational research papers in a 

paper by Bellman et al. (1957, cited in Filser et al., 2021; Osterwalder et al., 2005a). Subsequently, 

the term was found in many sources in an unstructured manner (Jones, 1960; McGuire, 1965), as 

reported by Wirtz et al. (2016). The use of the term was reported in the 1970s as a concept relating 

to business process modelling (BPM) in the Information Technology (IT) domain. Konczal (1975) 

became one of the early proponents of the use of the term ‘business model’ as a management tool 

(Costa Climent & Haftor, 2021; Konczal, 1975).  

 

In the 1980s and 90s, the term became used as an operative activity characterised by many 

functional aspects, and began to gain prominence with the advancement of information and related 

technologies, especially the advent of electronic commerce and digitalisation (Mostaghel et al., 

2022; Osterwalder et al., 2005b). By that time, ‘business model’ had begun to be seen as not just 

an operative design or a plan for creating a desired information management system, but a unified 

outlay of an organisation’s disposition that plays a vital role in setting directions and in successful 

decision-making processes. Subsequently, several publications, like those of Al-Debei et al.(2008),  

Chesbrough & Rosenbloom (2002b), Şimşek et al. (2022) and Vaska et al.(2021), followed, with 
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the view that BM is a theoretical concept of an organisation. It began to be seen as an abstract 

depiction of an organisation’s architecture (Al-Debei et al., 2008). Hence, the concept of BM is 

identified as a theoretical idea defined and characterised by its components (Chesbrough & 

Rosenbloom, 2002b; Filser et al., 2021).  

Table 2.4: The nine business model building blocks, adapted from Osterwalder et al. 

(2005:10) 

Pillars  
Business Model 

Building Blocks 
Description  

Product Value Proposition Provides a comprehensive view of a company’s mix of 

products and services 

Customer Interface Target Customer Provides the description of customer segments and 

associated value offerings 
 

Distribution Channel Describes different routes and means a company adopts 

in fulfilling customer needs and purchases 
 

Relationship Describes the types of associations and networks the 

company establishes with its customer segments 

Infrastructure 

Management 

Value Configuration Describes how activities and resources are configured to 

generate value for the company 
 

Core Competency Outlines the capabilities and proficiencies required to 

successfully implement the company's BM 
 

Partner Network Outlines the structure of associations with third parties 

such as suppliers and resellers for the seamless delivery 

of value to the customers 

Financial Aspects Cost Structure This is the aggregation of the monetary outcomes of the 

processes and activity sets utilised in the BM 
 

Revenue Model Depicts how a company generates income via a range of 

income generating streams. 

 

While BMs have gained wide acceptance in practice and drawn the interest of many academic 

scholars, some researchers like Chesbrough (2007), Johnson et al. (2008) and Zott and Amit (2010) 

acknowledge that the definition remains ambiguous. Although their studies focused on different 

aspects of the BM area, the researchers agree that BM has three distinct interrelated components: 

value proposition, value creation, and value capture. Chesbrough’s theoretical study focused on 

the functions of a business model and made a case for business to devote time to business model 

innovation and not just technology. Johnson et al.’s empirical study focused on Hilti, a 

Liechtenstein-based producer of power tools for the construction industry, and Tata, a budget car 

manufacturing company in India, and evolved a conceptual business model framework. Zott and 
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Amitt’s empirical study evolved a conceptual toolkit of business model innovation focused on 

small and medium sized businesses and was not suited for the large retail organisations which this 

study is about. These studies, like many others, produced general overviews on the business model 

and generic definitions but lacked depth on business model components.  

 

Some researchers went further, to conduct more detailed studies on BMs, with notable ones being 

those of Chesbrough & Rosenbloom (2002), Osterwalder et al. (2005) and Shafer et al. (2005). 

Chesbrough & Rosenbloom provide a detailed, simplified and operational definition of a BM as 

the enunciation of value proposition, the detection and classification of market segments, the 

characterisation of value chain and the appraisal of cost model and profit-making capability for a 

company. Osterwalder et al. conducted a detailed study of business models from theoretical 

literature and evolved four pillars and nine building blocks of a business model, which are outlined 

in Table 2.4. These building blocks support and elaborate the earlier findings of Chesbrough & 

Rosenbloom (2002). Similarly, Shafer et al caried out extensive reviews on the extant literature, 

synthesised business model components and identified a new definition that integrates the works 

of Osterwalder and other prominent researchers. While these are detailed studies, none of them is 

specific to the retail sector, the focus of this research work. 

 

Recent studies, such as those carried out by Costa Climent & Haftor (2021), Schaffer et al.(2020) 

and Wirtz et al. (2016), are comparable in detail and analytical in depth to that carried out by 

Osterwalder (2005) and Shafer et al. (2005). The authors viewed BM as a simplified and combined 

depiction of the pertinent activities of a company, its interaction with customers, and engagement 

with other external parties like manufacturers and suppliers. They went on to describe BM as a 

congregation of a company’s value adding mechanisms such as the generation of marketable 

information, products and services, its value creation architecture, the customer and marketing 

constituents, for achieving a competitive advantage. Therefore, based on the review of this relevant 

literature, the researcher puts forward a definition of a business model in the context of this study 

as: 

 

the ethos and ‘foundational ‘block’ of a company, detailing how value is created and delivered, 

customers and markets are segmented, income is generated, management is organised, and all 



 

 

65 

business areas are interwoven to put the company ahead of competitors and increase its value 

and market share. 

 

Consequently, the researcher’s standpoint is that a business model should include at least five vital 

value-based premises, as shown in Table 2.5. 

Table 2.5: Five value-based business model premises derived from Costa Climent & Haftor 

(2021) and Schaffer et al. (2020)) 

Value-based 

Premise 

Brief description 

Value creation This includes value chain configuration entailing how value is created for customers 

and the delivery mechanisms 

Value proposition This involves product mix, service mix, market segmentation and identification of 

customers 

Value 

appropriation 

Outlines how the acquired market share, value and profit will be sustained 

Value driven 

revenue 

generation 

Describes the revenue model and cost structure of the company, including their 

execution strategy for delivering value to the shareholders 

Value driven 

governance 

Outlines how activities, resources and other capabilities such as technologies are 

organised to deliver value for the company 

 

 

While extensive research work has been carried out in the studies reviewed and highlighted in the 

preceding paragraphs, there has been no mention of the roles played by external factors like 

Information Technologies (IT) such as BDAS in shaping business models or influencing the agile 

nature of today’s BMs. The researcher agrees on the significance of the BM concept in today’s 

businesses, but believes that the advancement in IT, BD and BDAS has disrupted traditional BM 

concepts and should be given attention. However, current researchers such as Mostaghel et al. 

(2022) and Ranta et al. (2021) have started exploring the role played by IT, especially digitalization, 

in BM innovation. The authors highlight the complexities of BMs and disruption brought about by 

digitalization but fail to mention the impact on the BM components and significance of BDAS in 

shaping them. This understanding forms part of the foundation for embarking on this study. 

Interestingly, IT solutions, especially BDAS, are becoming the ‘engines’ behind today’s BM 

innovation. The next section provides further insight into BM concepts as related to retail business. 
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2.4.2 Retail Business Model and Components 

The preceding review provides the background on the business model from extant literature, thus 

laying part of the foundation for this study. In this section the researcher attempts to extend this 

conceptualisation of business model (BM) to the perspective of retailing or retail companies. 

 

2.4.2.1 Retail Business Model Definition 

Retailing is undergoing some profound developments in both the developing and developed 

economies. The advancement in internet, information and communication technologies (ICT) has 

powered cataclysms in the retail industry (Silva et al., 2019; Şimşek et al., 2022; Vaska et al., 

2021). Some companies like Amazon and Apple have conceived and established new markets, such 

as Amazon.com ecommerce and Apple’s product mix including the likes of iTunes based on 

modern ICT capabilities (Cao, 2014). Facebook has evolved from being a social media platform to 

an online retail marketplace (Kraus et al., 2022). Today, many big retailers have metamorphosed 

into multichannel companies, where customers are offered a choice of channels for different value 

acquisition purposes (for instance: making purchases online; obtaining information through online 

chats and telephone conversations; store purchases; fast track services). Most of these retailers have 

also increased their focus from just selling products to retaining the customers via these channels.  

 

Consequently, retail operations are progressively incorporating a wider range of activities as retail 

companies enlarge the borders of their target markets and advance new and innovative ways of 

engaging with customers and their partners along the supply chain. In order to effectively innovate, 

keep up with the trend and remain competitive, retailers need to reconfigure and optimise their 

business activities and processes (Bilińska-Reformat et al., 2018; Jin & Shin, 2020; Sorescu et al., 

2011a). To be able to keep up with changes in the BM vis-à-vis the capabilities offered by new 

technologies, the retailer needs to have a thorough understanding of the BM (Youssef et al., 2022; 

Zott & Amit, 2010) and new technologies (Bradlow et al., 2017). Studies on BM specific to retail 

such as Youssef et al. (2022), Bilińska-Reformat et al. (2018) and Sorescu et al. (2011) view the 

retail business model (RBM) as distinctive and having two fundamental characteristics:  
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1. The sale of products manufactured by others and the subsequent lack of exclusivity of those 

products 

2. The direct engagement with customers, unlike manufacturers and technology companies  

 

The authors infer that these characteristics distinguishes the RBM from other business models 

although this does not necessarily mean that they are more innovative. Therefore, today’s retail 

businesses are different from manufacturing, mining, healthcare, etc and are regarded as 

orchestrators who serve as ecosystems for the creation and delivery of value to customers. The 

authors went on to assert that a RBM is the retail organisation’s logic for value creation and 

appropriation with three interrelated principal elements: the retailing format (the setup in which 

retail operations will be planned and delivered), diverse activities (set of activities for the design, 

management and motivation of the customer to deliver enhanced experience), and governance (the 

resources involved, organisation structure and culture). Thus, the RBM comprises the offering of 

choices to customers, configuration of value proposition and value chain, and the evolution of a 

revenue and profit formula. 

 

Drawing from these studies and main concepts, in the context of this research, the researcher 

proposes a working definition of RBM:  

 

A retail business model is a well-defined business ecosystem, involving a distinctive set of 

principles and interconnected processes, systems, structures and activities that function as a retail 

company’s operational setup for creating value for customers, maintaining market share and 

generating profit for itself, its partners and investors.  

 

The next section explores the constituent parts of the RBM in the context of this study. 

 

2.4.2.2 Retail Business Model Components 

There is no commonly accepted list of RBM components in the literature. Nevertheless, three 

components – value creation, value proposition and value appropriation – feature prominently in 

the studies of many researchers, and hence may be regarded as the fundamental components (Cao, 

2014; Filser et al., 2021; Kraus et al., 2022; Osterwalder & Pigneur, 2010; Sorescu et al., 2011). 
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While the authors call out the uniqueness of the RBM and these components, the main flaw with 

this concept is that it is delivery and value creation focused, thus making the remaining vital 

business model components seem insignificant.  

 

Cao (2014), Hultberg (2021), Magretta (2002) and Osterwalder & Pigneur (2010:16) all affirm the 

significance of the finance in the business model but fell short of describing it as one of the 

components. Cao and Hultberg referred o this component as sources of revenue, while Magretta 

argues that revenue model and cost structure must be integral parts of a business model. Also, 

Osterwalder &  Pigneur point out cost structure as one of the nine building blocks of a business 

model. Relating to this is the profit formula described by Kraus et al. (2022) as the framework 

consisting of cost structure, revenue model and profit or margin model. Kraus et al. outline how 

value is created for the company’s stakeholders and shareholders while delivering value to the 

customer. 

 

Similarly, researchers like Jiwat and Zhang (2022), Ram and Zhang (2021) and Zott and Amit 

(2010) identified key resources and activities including company assets, people and structures as 

dimensions or building blocks of business models. Hultberg & Pal (2021) and Porter (1985) 

identified the value chain as one of the formations of a company’s activity-set for delivering goods 

and services efficiently. A number of other researchers have highlighted other activities such as 

processes, store formats, human resources (HR), store locations and supplier management as part 

of the retail value chain (Mostaghel et al., 2022; Silva et al., 2019; Swoboda et al., 2008; Youssef 

et al., 2022). Consequently, drawing from these core concepts, the researcher proposes six 

components of an RBM (of which three are derived from this study) and the associated working 

definitions shown in Figure 2.8 and Table 2.5. The three new RBM components derived from this 

study are value chain, value driven finance and value driven governance.  
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Figure 2.8: Retail Business Model (RBM) components 

Table 2.6: Retail Business Model Components 

Value-based 

Premise 
Brief description 

Value Creation The essence of economic exchange is the creation of value, through a company’s 

output and price. Customer value relates to the impact the retail company’s product 

or services has on the shopper/customer, often leading to a hedonistic and utilitarian 

value (Olabode et al., 2022b; Şimşek et al., 2022). This component involves the 

creation of this value, the mechanisms for the creation, sustenance and delivery 

(Cao, 2014). This also includes enhancing customer experience and optimising 

assortment for customers (Sorescu et al., 2011b). 

Value Proposition This covers the identification of target customers and compelling information on 

the benefit that will be stemmed from the product or service. This extends to 

product development and mix, service mix and market segmentation (Cao, 2014; 

Jin & Shin, 2020; Sorescu et al., 2011b).  

Value 

Appropriation 

This involves how the acquired market share, value and profit will be sustained for 

itself and partners. Some key operational themes under this component include 

customer lock-in or retention schemes, operational effectiveness and efficiency 

(Chesbrough & Rosenbloom, 2002b; Olabode et al., 2022a; Sorescu et al., 2011b).  

Value 
Creation

Value 
Proposition

Value 
Appropriation

Value driven 
Governance 

Value Chain
Value driven 

Finance
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Value driven 

Finance  

Describes the revenue streams and model and cost structure of the company, 

including their execution strategy for delivering renumeration to staff and value to 

the shareholders (Kraus et al., 2022; Osterwalder & Pigneur, 2010; Zott & Amit, 

2010). Pricing strategy including markdowns in retail fall under this component. It 

also includes how funds are raised for business expansion and major operational 

improvements in the retail company (Cao, 2014). 

Value driven 

Governance 

This includes how human resources, organisational asset and structure, culture and 

other capabilities like technologies are organised to deliver value for the company 

(Climent & Haftor, 2021; Osterwalder & Pigneur, 2010; Ranta et al., 2021). 

Governance, retailing format and activities (executed to create, manage and 

motivate excellent customer service and experience) are three interconnected RBM 

core elements for value creation and appropriation. 

Value Chain The definition of value chain varies widely in academic and industry circles, hence, 

for the purpose of this study, it is described as the structure of the retail company’s 

activities to efficiently produce and deliver products and services to end users. It 

includes product development from design, raw materials procurement, production, 

storage and distribution to end customers/consumers (Cao, 2014; Hultberg & Pal, 

2021; Porter, 1985). Thus, this component involves the supply chain processes, 

store formats, store locations, procurement, logistics and supplier management.  

This component is sometimes referred to as channels by some researchers like 

Osterwalder & Pigneur (2010).  

 

The aforementioned authors and researchers, while delving deep into RBM studies, did not explore 

the impact of emerging technologies like BDAS on RBM. In recent years, there has been a need in 

the industry to understand how these RBM components are influenced by technology. Also, there 

is a scarcity of peer reviewed studies on the adoption of BDAS, to influence the RBM for improved 

operational efficiencies, sales and profit. Some researchers like Bradlow et al. (2017), Chen et al. 

(2012) and Ranjan & Foropon (2021) began to focus on this area of study, and researched the 

impact of technology on retail business models. A few studies such as those by Mostaghel et al. 

(2022) and Ranta et al. (2021). have emerged on the relevance of digitalisation in retail business 

operations. However, these researchers’ studies lacked depth and failed to touch on BDAS 

implementations and associated challenges and the impact of the solution on RBM components. In 

a bid to fill this gap and contribute to the body of knowledge, this study aims to explore the 

relationship between the RBM and BDAS, and discover the challenges and opportunities 

associated with the BDAS implementation.  
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2.4.3 Retail Business Model Innovation 

In attempting to describe BM innovations, the drivers of the innovations, and  the likely results of 

such innovations, it is widely acknowledged that information technology has played a key role in 

the past three decades (Mostaghel et al., 2022; Ranta et al., 2021; Sorescu et al., 2011; Vaska et al., 

2021). Of these technologies, Enterprise Resource Planning (ERP) systems, supply chain systems, 

internet technologies including ecommerce and digital technologies (loyalty schemes, customer 

insight and the like) have been well researched. The studies conducted by these authors describe 

the drivers for innovations, the potential consequences and some examples from retail practices to 

support their argument. The studies also found that innovations in business models are 

progressively crucial for building viable advantages in a marketplace and defined by unrelenting 

changes, escalating customer expectations, and intense competition. The innovation triggers and 

strategies discussed focused more on operational components and areas of the business, but lacked 

depth on the role played by BD and BDAS in RBM innovation. 

 

Additionally, while the findings of Ranta et al. (2021) and Sorescu et al. (2011) were well 

presented, the use of diagrams and charts would have made them clearer and easier to comprehend. 

The authors focused on the impact of emerging technologies on value creation, inventory 

management and supplier interfaces, but the impact on the other RBM components was missing. 

Similar studies by  Mostaghel et al. (2022) and Schneckenberg et al. (2017) lacked depth in their 

quantitative analysis to support the argument that RBM innovations are driven by technology. It 

might have been helpful if more details had been provided on how the RBM innovations can be 

achieved or implemented, a gap identified by the researcher. Thus, in discussing technology as a 

driver for RBM innovation, details of how this links to and influences the business model 

components are lacking in all the studies reviewed. Therefore, more theoretical and empirical work 

is needed to highlight the key RBM components and their interdependencies with these technology 

driven innovation triggers. By and large, more research is needed to validate the concepts 

propounded in these studies and to provide empirical results and/or measurements. 

 

Other than technology triggers, some other researchers on RBM innovation such as Cao (2014), 

Schaffer et al. (2020) and Wirtz et al. (2016) reveal that some internal and external factors may 

influence or instigate changes to the RBM. The internal factors include customer centred 
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inclinations like the optimisation of service delivery processes and changes in store format, while 

the external factors include shifting customer values and technological advances such as self-

service and digitalisation, which have given rise to new business models like omni channels or 

cross-channels. The results of these studies are consistent with the aims of the research, with the 

studies linking the RBM components and design themes to changes and innovative ways of 

execution.  

 

Finally, all the studies reviewed in this area, especially those of  Mostaghel et al. (2022), Schaffer 

et al. (2020) and Wirtz et al. (2016), agree that RBM should be kept current through continuous 

innovation. It is believed that this perception will help companies stay ahead of the competition, as 

exemplified by Wal Mart, which has a constantly evolving RBM, from its strategy in the choice of 

store locations to the innovative inventory and supplier management processes, and the embracing 

of organic merchandise and sustainability as well as a strong online presence (He et al., 2017; 

Şimşek et al., 2022). However, studies on the role of BDAS in RBM innovation remain scarce. 

Therefore, in embarking on this study, the researcher aims to provide a preliminary thrust for 

academic research in a domain that is lacking in theoretical and experiential research and to offer 

retail professionals and stakeholders a framework for driving RBM innovations for viable growth, 

competitive advantage and profitability. 

 

2.5  Big Data Analytics Solution, Retailing and Business Model 

In the previous sections, BDAS has been discussed in detail, as well as the origin of BM, the RBM 

and its components, with the role of emerging technologies in retailing briefly highlighted. In this 

section, an attempt is made to explore in detail the extant literature on the impact of BDAS on BM, 

with a particular focus on retail business.  

 

2.5.1 Impact on business 

Whether it is a retail business, manufacturing, healthcare, haulage or banking, the application of 

BDAS has become a game changer in today’s business (Iansiti & Lakhani, 2020; Shah, 2022). An 

increasing reliance on technology as a tool for competitive advantage and agility has led to 
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increased need for BDAS by different businesses, as illustrated in Figure 2.9, and aroused more 

interest for detailed studies in this area. One of the recent studies in this domain is that of Olabode 

et al. (2022) that focuses on the role of BDAS in disrupting the BM of businesses and its impact 

on competitive intensity. The authors used a series of interviews across 15 firms and questionnaires 

across 1,450 firms in the UK to study the effect of BDAS on business performance and 

competitiveness. The authors found that BDAS – when adopted properly by businesses – leads to 

innovation in BM, increase in financial performance, growth in market share, increased ability to 

withstand market turbulence and increase in competitive intensity. The result of their study also 

shows a correlation between changes in BM and the positive effects on market share, financial 

performance and the aforementioned business values.  

 

Similar studies carried out in recent times also produced similar results: for example, Gupta et al. 

(2020) used a resource based capabilities approach and online questionnaire, and found that BDAS 

leads to higher financial and operational performance in businesses. Behl (2020) carried out similar 

studies on technology start-ups in China and India, and found that BDAS had a positive and 

substantial impact on their business performance and the delivery of competitive advantage. Li et 

al. (2015) and Li et al. (2022) both found that BDAS enhances decision support and drives 

operational improvements in businesses. These studies, however, while contributing to the body of 

knowledge and management practice, lacked depth in investigating the impact of BDAS on BM 

components and the implementation challenges. 
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Figure 2.9: BDAS impact on businesses 

Additionally, similar studies were also carried out by Ranta et al. (2022), who studied the impact 

of BDAS on businesses with circular economies business models. The authors carried out multiple 

case studies including interviews with four northern European companies and found three top areas 

impacted most by BDAS: business strategies, managerial practices and product-service systems. 

The authors also determined that the changes brought about by BDAS instigated the following: 

changes to business strategies, driving positive changes to patterns and different business 

processes; the implementation of new managerial and operational processes; the availability of 

customer and product information previously unavailable, leading to improved product and service 

offering. What are missing are detailed studies of the impact on BM components and how the 

findings are linked to the components. Also, the study did not highlight the significance of the 

success enablers to successful BDAS implementation and adoption, which are predicators to the 

outcomes of the study.   
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2.5.2 Impact on retail 

Given the growing competition in the retail industry because of factors such as reduced margins, 

customer intelligence, unreliable supply chains and labour shortages, businesses are dynamically 

exploring inventive ways to reduce operational cost and waste, improve the analysis of increasing 

customer and company data, and distinguish themselves from their competitors. BDAS has become 

that innovative ‘hub’ that is at the centre of building competitive advantage in retail businesses – 

see Figure 2.10.  A study by Silva et al. (2019) affirms that BDAS offers retail organisations a 

platform to build the much-needed competitive edge for survival and improve profitability amidst 

high economic volatility and stiff competition. The study found that BDAS is used by fashion 

retailers in so many areas, some of which are market identification, pricing strategy, trend analysis, 

customer insight, boosting online sales, creating new designs, measuring impact of influencers, 

enhancing the supply chain and improving cross-selling. The authors went on to discover some 

remarkable impacts of BDAS in fashion retail, which are the availability of insight from trend 

analysis, customer buying patterns, and new clothing designs driven by social media and sentiment 

analytics, making it possible for retailers like Zara and H&M to produce up to 100,000 new items 

per year. A decade ago, these companies were only able to produce about 15,000 items per year. 

Another area of remarkable impact is brand communications: BDAS has provided greater insight 

into how consumers interact with fashion brands, helping to streamline marketing and 

communications investment for increased ROI. 

 

A similar study by Jin & Shin (2020) in the United States of America focused on specific 

innovations in the fashion retail industry disrupting the BM produced similar results. The case 

study focused on the impact of Artificial Intelligence (AI) enabled demand forecasting on Stitch 

Fix and Amazon. The study found that AI-enabled demand forecasting increases the retailer’s 

forecasting accuracy, minimises excess inventory and missed sales, enhances product design and 

reduces supply chain lead time. The study also found that the retailers’ operating models are 

continually altered to achieve the enhancements as well as higher sales, reduced returns and 

increased profits. While Jin & Shin’s study focused on one application area of BDAS, that is, 

demand forecasting, the study by Silva et al. (2019) covered all application areas. However, 

missing in both studies are the impact of BDAS on all the major components of RBM, and the 

success enablers for a successful BDAS implementation in retail companies. A study touching on 
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the components of RBM will help organisations alter their BMs and operating models to better 

exploit the benefits of BDAS and reduce disruptions to business operations. 

 

 

Figure 2.10: BDAS impact on RBM 

 

Another similar study replicated in Singapore by Ying et al. (2020) examined the impact of BDAS 

on customer satisfaction and organisational performance in the retail industry. Although a 

quantitative research approach involving 500 participants was adopted, the authors decried the lack 

of similar studies in the region and across the globe and called for more research work on the topic. 

The study found that customers were significantly more satisfied with products and services 

following the implementation and adoption of BDAS by retail companies. These increased 

satisfaction scores were driven by improved overall business strategy and operational efficiency, 

reduced operating cost, improved customer insights and fulfilment of customer preferences. All 

these were prompted by the application of BDAS in the retail companies studied. While this was 
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an in-depth study on BDAS impact, involving numerous participants, it neither touched on how 

BDAS is successfully implemented nor the challenges faced in the implementation and adoption.  

 

Other recent researchers studied the impact of BDAS on retail businesses and came up with similar 

results: for example, Iftikhar & Khan (2020) studied the impact of social media analytics, a 

functionality in BDAS used for detecting customer preferences and in demand forecasting; 

Brandtner et al. (2021) researched the impact of BDAS in enhancing customer satisfaction in 

COVID era retailing, and Dekimpe (2020b), while exploring BDAS opportunities and challenges, 

discovered that BDAS influences many organisational policies. Nevertheless, while theoretical and 

empirical studies have shown the impact of BDAS on retail businesses and RBM, studies relating 

these impacts to RBM could not be found. Additionally, studies on the success enablers and 

challenges encountered in BDAS implementation are few. The next section discusses the extant 

literature on BDAS implementations, reviewing existing implementation methodologies and 

challenges. 

 

2.6  Big Data Analytics Solution implementations 

The BD concept has begun to attract noteworthy attention from both academicians and 

practitioners, having been shown to deliver several business values such as improving overall 

performance, market share and return on investment. However, the implementation of BDAS in 

small, medium and large companies has not been well researched. This could be because many 

practitioners and researchers view BDAS as a typical IT solution, a notion debunked by this study, 

or because many are just beginning to understand the significance of BDAS. This section discusses 

the scant literature on BDAS implementation and attempts to draw out existing implementation 

approaches and challenges.  

 

2.6.1 Implementation Methodologies 

The implementation of BDAS has been researched by few scholars. Raut et al. (2021) and Kusi-

Sarpong et al. (2021) studied the opportunities and issues with the implementation of BDAS in 

manufacturing supply chains. Kusi-Sarpong et al. examined the risk involved in BDAS 

implementation within sustainable supply chains and proposed strategies for mitigating the risks, 
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while Raut et al.’s study focused on India’s manufacturing supply chain. The results of their studies 

shows three major risks to BDAS implementation: technological, human and organisational, as 

illustrated in Figure 2.11. The technological risks were found to have the highest severity, followed 

by human risks, with the organisational risks having the lowest severity. The studies also found 

provisioning relevant IT infrastructure with huge processing power and storage capacity, and the 

upskilling of relevant staff, to be the most significant risk mitigation strategies. While the studies 

provided a better understanding of the BDAS implementation risks, the risk mitigation approach 

lacks depth and may not be suitable for all organisations. Also, the risk mitigation strategies do not 

address many technical issues such as interfaces and integrations with legacy systems, solution 

architecture and scalability.  

 

 

Figure 2.11: BDAS implementation risks, adapted from Kusi-Sarpong et al. (2021) 

 Attaran et al. (2018) carried out a similar study in the USA, focusing on BDAS implementation in 

the education sector and recommending that the outcome of the study be tested in other industries 

and geographical areas. The research found that BDAS can provide insight that helps with 

admission decisions, enables the institutions to identify students who need certain services, support 

and campus resources, and aids universities to secure more funding. The authors proposed a 

conceptual implementation framework that starts with creation of the vision for the solution, 

building a scalable platform, developing interfaces with other existing systems, considering cyber 

security and real time data provisioning, and installation of the series of software that make up part 

of the BDAS. The framework proposed a real time data provisioning which is complex to achieve, 
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expensive and may not be required for every use case. Also, the framework was highly simplified, 

failed to address the project management methodologies and governance, and provided few details 

on building the BDAS solution and data quality. Thus although the conceptual implementation 

framework may be applicable to the education sector in the USA, it may be difficult for the retail 

industry in the UK to adopt.  

 

Hajiheydari et al. (2021) used a combination of Delphi study, interpretive structural modelling 

(ISM) and fuzzy MICMAC approach to study the path to successful BDAS implementation in the 

banking and financial sector (BFS). The authors presented a hierarchical model of contributory 

enablers to BDAS implementation in the BFS comprising the availability of skilled resource, 

funding, IT infrastructure readiness and selecting the right BDAS as the most significant enablers. 

The authors emphasised the need for the availability of these enablers before the organisation 

embarks on BDAS implementation project. While the findings aligned with those of earlier 

researchers like Shukla & Mattar (2019) and Vidgen et al. (2017), the study was based on 

theoretical literature and is yet to be validated by practitioners. However, this provides 

opportunities for further studies, and the testing of the findings in the industry may give 

practitioners more confidence to apply the model in their organisations. 

 

Deviating from industry-specific studies, Cervone (2016) and Halaweh & Massry (2015) 

conducted theoretical studies on general BDAS implementation across all organisations and 

industrial sectors. The authors evolved a conceptual model of indicators that can enhance BDAS 

implementation that are not focused on any articular industry, and recommended the testing of the 

model in industry and further research that is industry-specific. These indicators (as shown in 

Figure 2.12) are: top management support, organisational change management, data quality, 

requisite infrastructure, qualified resources and cybersecurity with data privacy. The study is only 

based on theoretical literature and a case study approach involving organisations that have 

implemented BDAS would have produced better results. Also, the conceptual model of enabling 

factors seem to be an adaptation of general enterprise IT project implementation success enablers, 

which do not take into cognizance the peculiarities of the complexity of BDAS components and 

uniqueness of the retail sector.  
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Figure 2.12: BDAS implementation indicators, adapted from Halaweh & El Massry (2015) 

In summary, the majority of the current literature on BD and BDAS focus on the general BD 

technology, the underlying IT infrastructure and data provisioning. Consequently, a number of 

research gaps have been identified: no extensive study has been carried out on the BDAS 

implementation challenges and success enablers in the retail sector, there is not a well-established 

BDAS implementation model or framework for the retail sector, and there is a lack of research to 

identify and assess the impact of BDAS in retail business models. 

 

2.6.2 Implementation Issues 

Despite improvements in cloud computing and processing technologies that have aided the 

advancement of BD, BDAS remain complex (Hinojosa-Palafox et al., 2021; Shah et al., 2021a; Yu 

et al., 2022) and challenges to its implementation are beginning to attract researchers’ interest. In 

their study, Raut et al. (2021), applying the Interpretive Structural Modelling (ISM) and Decision-

Making Trial and Evaluation Laboratory (DEMATEL) approaches, identified twelve barriers to 
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successful BDAS implementation in the setting of Indian manufacturing Supply Chains (SC), with 

four of these – lack of executive support, lack of funding, lack of experienced professionals and 

lack of relevant methods and systems – being the most significant ones. While the study is detailed 

and the findings may aid policies and strategies on the BDAS implementation in manufacturing 

SC, it may not be applicable to the retail industry in the UK. The identification of barriers or 

challenges as shown by the study is good, but it does not offer practitioners a framework for 

successful implementation, which is one of the objectives of this research work.  

 

Youssef et al. (2022) used a quantitative methods approach to investigate the factors affecting the 

adoption of BDAS in the retail sector across three countries – UK, UAE and Egypt. The findings 

in the study were grouped into four categories, namely: technological factors, environmental 

factors, organisational factors and human factors, as shown in Figure 2.13. The findings indicate 

that cybersecurity concerns, external support, competitive environment and intensity, executive 

support, company size, qualified resources/staff, balanced decision-making culture and general IT 

knowledge all play substantial roles in BDAS adoption. While these findings are not challenges, 

both implementation challenges and enablers can easily be derived from them. However, the 

authors fell short in evolving an implementation model for BDAS implementation and in providing 

clarity on success enablers.  

 

Aversa et al. (2021), adopting a case study approach, explored the opportunities and challenges 

associated with BDAS decision support systems in retail companies in Canada. The study found 

that lack of skillsets, unavailability of data, complexity of data warehouse technologies and poor 

executive support are the major challenges in that region. While the findings are similar to those 

of Youssef et al. (2022), the focus of the study is narrow and did not uncover challenges 

encountered in applying BDAS to other aspects of retail operations. Furthermore, the paper focused 

mainly on data integration and data technologies whilst paying little attention to non-technology- 

related implementation challenges. Ikegwu et al. (2022) conducted a similar study that produced 

similar results. However, Ikegwu et al.’s study produced an additional list of challenges, such as 

cultural fit, scalability of technology platforms, data privacy and intellectual property violation 

(shown in Figure 2.14). Although Ikegwu et al.’s study seems in-depth, it did not consider the 
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peculiarities of the retail industry and BDAS implementation but focused more on the challenges 

on the BDAS underlying technologies.   

 

 

Figure 2.13: Factors influencing BDAS adoption in retail (Youssef et al., 2022)   

A few other studies, such as that by Silva et al. (2019), focused on BDAS implementation in retail. 

The authors, while examining the opportunities offered by BDAS, present four major challenges 

to BDAS implementation in fashion retail. The challenges – data privacy, lack of technical 

competent resources, lack of fashion retail domain data experts and data availability – are 

synonymous with the findings of Aversa et al. (2021) and Ikegwu et al. (2022). Although the study 

is based on empirical data, it fails to offer an implementation process or model that can be adopted 

to overcome the challenges that are presented.  

 

Lack of qualified and experienced resources, unavailability of data, data privacy issues and 

technology complexity are themes that are consistent across the literature reviewed, among which 

a few have been discussed. Literature on BDAS that has evolved implementation methodologies 

from discovered challenges is limited, and hence practitioners are still struggling with successfully 
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implementing BDAS (Hoozemans et al., 2021; Ikegwu et al., 2022). The next section summarises 

the theoretical underpinnings for this study.  

 

Figure 2.14: Challenges to BDAS implementation, adapted from Aversa et al. (2021) and Ikegwu et al. (2022)   

 

2.7 Research Gap 

The review of literature on the four knowledge domains of this study – Big Data, Business 

Operations, Project Management and Retailing – reveals the following research gaps that this study 

seeks to fill.  

 

First, there is no well-established implementation framework for BDAS implementation in the 

retail industry. A number of extant studies reported the opportunities and capabilities of BDAS but 

failed to explain how the solution may be implemented to harness the opportunities (Chen et al., 

2022; Shah, 2022; Wei et al., 2022; Wu et al., 2022b). Some researchers, such as Halaweh & El 

Massry (2015), Ikegwu et al. (2022) and Youssef et al. (2022), studied BDAS implementation 

processes and factors affecting BDAS adoption, but did not provide coherent models for successful 

implementation. Others focused on industry-specific implementation processes that may not work 

for the retail sector. For example, Kusi-Sarpong et al. (2021) and Raut et al. (2021) evolved 

implementation frameworks for BDAS supply chain use cases, while Hajiheydari et al. (2021) 

studied BDAS implementation in the finance and banking sector. In this study, the researcher builds 
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on these authors’ research works to evolve a BDAS implementation model for the retail industry 

in the UK. 

 

Second, there is no extensive work on the challenges of BDAS implementation in the retail 

industry. While some studies are focused on BDAS issues in retail, the focus has not been on issues 

or challenges relating to the implementation. The studies of Youssef et al. (2022), Aversa et al. 

(2021) and Silva et al. (2019) came close to closing this gap but did not do so. Youssef et al. focused 

on issues associated with the adoption of BDAS; in other words, the challenges faced by the retail 

companies in getting their staff to use the solution post implementation. Similarly, Silva et al. 

explored challenges in the BDAS adoption specific to fashion retail, uncovering only three 

challenges. Aversa et al.’s study on BDAS issue was based on the Canadian retail sector and more 

narrowly focused: exploring the issues specific to the adoption of BDAS for decision support. 

Many other existing studies, such as those by Anwar et al. (2021), Hoozemans et al. (2021), Ikegwu 

et al. (2022), Martinez et al. (202) and Naeem et al.(2022) highlighted the challenges with the use 

or adoption of BDAS but not on those of implementation. Other authors, like Chen et al. (2022), 

Elgendy & Elragal (2016), Li et al. (2022) and Weerasinghe et al. (2022) all discussed the 

application of BDAS in organisational decision-making and agreed that BDAS implementation is 

complex, but fell short in exploring the challenges relating to the implementation of BDAS. 

 

Third, there is a lack of research to identify and assess the impact of BDAS on RBM. It seems 

BDAS has an impact on all components of an organisation’s business model (BM), but the 

researcher hardly found literature that specifically highlighted this impact. Ranjan & Foropon 

(2021) and Shah (2022) studied how organisations can apply BDAS in creating a competitive 

advantage but failed to provide the details of how this will be achieved through the impact of BDAS 

on the different components of the RBM and/or from the overall business operations point of view. 

Similarly, Arias-Pérez et al. (2021), Gupta et al. (2020) and Brands (2014) studied the application 

of BDAS for performance improvement and strategic transformational changes. None of the 

studies focused on specific organisations’ operational areas influenced by BDAS or the impact on 

RBM, thus giving rise to this gap which this research intends to fill. Also, studies specific to the 

impact of BDAS on retail business models (RBM) are scant. Some researchers, like Bradlow et al. 

(2017), Chen et al. (2012) and Ranjan & Foropon (2021), studied  the impact of technology on 
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RBM, while a few others, such as Mostaghel et al. (2022) and Ranta et al. (2021), explored the 

impact of digitalisation on retail business operations. However, these studies failed to touch on the 

impact of BDAS on RBM components.  

 

 

Figure 2.15: Research gaps   

Fourth, the successful implementation of complex BDAS in companies, especially the fast 

evolving and highly competitive retail industry, remains a challenge for both practitioners and 

scholars. The linkage between a robust BDAS implementation model or framework to RBM and 

associated benefits realisation for a quick ROI also remains a challenge. A core element of this 

study is not just to explore the BDAS implementation challenges and success enablers and evolve 

an implementation model, but also to link the BDAS to RBM while exploring an implementation 

model that offers retailers a quick ROI.  
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2.8   Summary 

In this chapter, the literature on BD, being the foundation of BDA and BDAS, is first discussed,  

to provide the context of BDAS building blocks and applications. The review of literature on BM 

in general and RBM has also been discussed, alongside how BDAS influences RBM.  

 

The BD concept, which originated in the 1990s (Diebold, 2021), is evolving and has given rise to 

technologies and solutions that have become tools for organisations’ operational improvements 

(Wu et al., 2022c) and the creation of competitive advantage (Behl, 2020; Dahiya et al., 2021; 

Olabode et al., 2022a). The evolved BDAS remains complex, expensive and challenging to 

implement (Demchenko et al., 2014; Hajiheydari et al., 2021; Ikegwu et al., 2022). Although the 

benefits and value delivered by BDAS have been widely reported, in-depth and coherent studies 

linking these delivered benefits to RBM remain scarce. For consistency in the implementation of 

BDAS across industries, an implementation model is required (Kusi-Sarpong et al., 2021; National 

Aviation University et al., 2021; Raut et al., 2021a). Developing a robust implementation model 

requires an understanding of the BDAS implementation success enablers and challenges, leading 

to review and discussions of literature in these areas.  

 

Furthermore, one of the sectors at the forefront of the adoption of BDAS is retail, an adoption 

driven by the highly competitive nature of the industry and the search for tools that will deliver 

competitive advantage (Youssef et al., 2022). This study focuses on the UK retail industry, hence 

literature on retailing and BDAS implementation and adoption in retail are also reviewed and 

discussed. Bringing together the different domains of this research and associated literature, a 

number of gaps were uncovered. The absence of studies on BDAS implementation framework or 

model in retail, lack of research work on implementation challenges peculiar to retail, and non- 

availability of studies exploring the impact of BDAS on RBM are the gaps found in the literature. 

This study attempts to fill these gaps and provide a model for BDAS practitioners to follow in the 

implementation. The next chapter discusses the methodology adopted for this research work.  
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3 RESEARCH METHODOLOGY 

3.1   Introduction  

This study set out to address how a Big Data Analytics Solutions (BDAS) may be implemented to 

impact the retail business model through a better understanding of implementation issues and 

success enablers. The study aims to identify and assess the success enablers and challenges in the 

implementation of BDAS in retail companies, and to explore the impact of BDAS on a business 

model of retail companies to deliver value to the business and customer. Thus, the study seeks an 

enhanced understanding of the social processes through which BDAS are successfully 

implemented in a retail business, such that the business model is impacted positively to deliver 

increased value. The benefits concept (Bradley, 2016:18) is embraced to ensure that factors 

(positive and negative) impacting implementation of BDAS projects are evaluated from the 

perspectives of the researcher and company, whilst the end objective comprises an intention to 

develop a model for successful implementation. 

 

The study involves social interaction where the actions of one actor follow the understanding and 

meaning attributed to the action and expressions of other actors (Fischer & Guzel, 2022; Kubota et 

al., 2021). In contrast to natural sciences – for which an objective reality is easily proven to be 

present, without recourse to human observations of such a reality – research in social sciences is 

created by, and given meaning to, by human actors. The fundamental ontology of interpretivism 

(also known as constructionism) is where social reality is an elucidation of the meanings of actors 

(House, 2002; Tashakkori et al., 2003; Turner & Astin, 2021). The main difference between an 

interpretivist philosophy and a positivist philosophy related to social sciences is summarised in the 

German terms verstehen and erklȁren (Bryman and Bell 2011; Johnson and Duberley 2015). 

Verstehen characterises subjective, empathetic understanding related to interpretivism, whilst 

erklȁren signifies the procedures and truths associated with scientific objectivity.  

 

Consequently, this study adopts a constructivist research paradigm, coherent with research 

objectives linked to understanding instead of causality and established rules or truths, in which 

knowledge is complex, constructed and not ‘cast in stone’ (Guba & Lincoln, 1994; Tashakkori et 
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al., 2003). This choice of constructivist paradigm also stems from the fact that the results and 

analysis of the primary data collected from semi-structured interviews that have been adopted will 

be regarded as knowledge. Facts from machines and substantiated theories will not be accessible 

and hence not utilised directly in this research. Therefore, epistemology relating to realism and 

positivism will be difficult to apply in the study. Grounded Theory (GT) was carefully chosen from 

the potential array of interpretivist methods; the reasons will be discussed in detail in Section 3.3. 

The constructivist epistemological standpoint influences how a GT study is conducted, particularly 

regarding the way in which the field is involved. Consequently, the method variants are considered 

in Section 3.3, to bring to light the differences whilst portraying their practical significance.  

 

The remainder of the chapter is split into six major sections as follows: research philosophy and 

design, Grounded Theory (GT), the design of this study, research phases, sampling method, and a 

summary of ethics and risk assessment, and it concludes with the chapter summary. The philosophy 

and design section starts with the researcher’s rumination on his own beliefs and values to establish 

an alignment with the ideology adopted for this study. Following that is a brief presentation of a 

variety of interpretive approaches from where the choice of GT ensued. The subsequent section is 

on GT, where justification is offered for the use of the contemporary GT variant, preceded by a 

detailed review of some of the debated issues around the method. Part of this discussion is the 

alignment of the chosen method to the research philosophical stance already discussed in the 

introductory section of this chapter. 

 

In the third section, the design of the study is discussed, providing reasons for the choice of 

industry, case companies and respondents. This is followed by the section on research phases, 

detailing how the study is phased, especially regarding data collection. The section on sampling 

methods discusses the choice of method, sample size and strategy adopted in the study. The chapter 

ends with a summary of initial ethics considerations and risk assessment. A full discussion on the 

ethical principles adopted is provided in Chapter 4. 
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3.2 Research Design and Philosophy 

Research philosophy is concerned with the origin, main characteristics and advancement of 

knowledge: in essence, how the data regarding a phenomenon should be managed – put together, 

analysed, presented and utilised (Bajpai, 2011). This research work aims to add to the body of 

knowledge on BDA solution implementation and its influence on RBM and involves the collection 

of primary and secondary data including data analysis in the bid to realise answers to the designated 

research questions and accomplish the research objectives. It is therefore pertinent to highlight the 

fundamental principles and assumptions that underpin the study.   

 

Further, it is established that researchers often commence their work with beliefs and philosophical 

assumptions influenced by their backgrounds, that can sway their choice of research method 

(Creswell, 2001; Creswell & Plano Clark, 2018; Fischer & Guzel, 2022). The method selected for 

the study must align with the objectives of the studies and fundamental research philosophies. 

Consequently, this section discusses the research strategy and the underpinning philosophical 

stance for this study. It then extends into ensuring that the paradigmatic position in the whole 

research strategy is such that the selected approach is highly likely to accomplish the research aims 

and objectives. Also, with reference to Saunders et al.'s (2012) popular research onion, each stage 

of the research process is based on the sources and nature of knowledge. Hence, the assumptions 

and principles detailed in this section also serve as the foundation of this study. The section starts 

with the considerations of the researcher’s presumptions and epistemological stance, followed by 

a review of the research strategies, an approach adopted from the three phases of the research 

methodology proposed by Denzin (2012) and Denzin & Lincoln (2011). 

 

According to Charmaz (2014) and Johnson & Duberley (2015), reflection is an important part of 

qualitative research often documented in memos. It helps to ensure that steps taken and decisions 

made during the study are continually evaluated to ensure that the selected research methodology, 

method and application are consistent with the adopted research philosophy. The excerpt below 

shows the researcher’s description of a measured ontological shift towards interpretivism and an 

epistemological inclination: 
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As the backdrop of this research, I take on board an interpretivist ontological standpoint and a 

constructivist epistemology. Nevertheless, I am constrained from blindly committing to an 

interpretivist position, with the study of an engineering degree at undergraduate level, and pursuit 

of my initial profession in Information Technology (IT) specialising in systems engineering and 

networking. Later, I undertook a Master of Science degree in Logistics and Supply Chain 

Management, adopting a positivist stance in my MSc thesis, and hence recognizing the significance 

of a positivist approach in applicable settings. As I progressed in my profession and the assigned 

roles developed into those of strategy formulation and enterprise planning, I became increasingly 

conscious of the crossroads between socially constructed realities and human behaviour, and their 

impact on business and technology, especially in transformational change programmes and projects. 

Human behaviour is overtly complex, diverse and unpredictable, but also evolves by way of 

socialisation, as castes collaborate on reaching mutual perceptions of phenomena (developments 

and realities). By and large, this broader recognition is not considered an adaptation from positivism 

to interpretivism, but instead a widened standpoint connected to individual and group elucidations 

of phenomena with an ampler tolerant mindset. This predisposition implies an underlying ontology 

that is not far from Bhaskar & Hartwig's (2010:74) critical realism. 

 

Additionally, the researcher goes into the field as an experienced IT, Project Management and 

Business Management consultancy practitioner. These experiences are of benefit due to familiarity 

with trends, terminologies and prevalent problems which allow for more profound and expressive 

discussions being instituted with actors rapidly. On the other hand, this could be a limitation 

because preconceptions could creep in and inhibit insights from the interpretivist research. While 

the factor of background knowledge and experience are identified presently, it is discussed in detail 

in the methodical design section, being considered one of the contributing influences in the 

selection of the constructivist epistemology. This philosophical posture alongside the methodical 

choice illustrated in subsequent sections of this chapter, is coherent with the constructivist research 

paradigm (Burns et al., 2022; Glaser, 2007), as shown in Section 3.3. It is widely accepted that the 

constructivist philosophy analogous to theory generating studies is suitable for qualitative 

approaches and methods, in contrast with theory analysis, testing and validation quantitative 

methods (Bryman, 2016; Charmaz, 2014; Guba & Lincoln, 1994). Qualitative techniques help 

researchers to understand and extract valuable insights from people’s experiences, impressions, 

beliefs, actions and behaviours through the collection, analysis and validation of human social 
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interactions (Guba & Lincoln, 1994; Patton, 2002). The next section delivers a brief review of the 

major qualitative methods and discusses the choice of method for this study.  

 

3.2.1 Qualitative research methods  

A qualitative research may be referred to as “an inquiry process of understanding a social or human 

problem, based on building a complex, holistic picture, formed with words, reporting detailed 

views of informants, and conducted in a natural setting” (Creswell, 2001, online). Creswell in his 

study found that the main attributes of a qualitative research method are induction, discovery, 

survey, theory and hypothesis creation, with the researcher being the principal “medium” of data 

collection and analysis. The author views this research method as simple to adapt, but good for 

theory generation. On the other hand, Saunders et al. (2012) and Johnson & Onwuegbuzie (2004) 

point out that although qualitative research seems easy to conduct, it has some flaws. The 

hypotheses and theories focused on are more difficult to test than in quantitative research, and the 

method has lower credibility in some academic and professional circles. Also, the collection of 

qualitative data takes more time than in quantitative research and the data analysis is generally 

more time-consuming. It is also challenging to make significant measurable predictions and results 

when these may be prejudiced by the researcher’s individual predispositions and eccentricities. 

 

Nonetheless, despite these flaws, qualitative research is frequently conducted and published around 

the world. Several researchers (Bowen, 2009; Creswell, 2001; Harrison et al., 2017) have examined 

the strengths of this method. Among its key features are that it makes room for conducting cross-

case comparisons and analysis and is valuable in the explanation of complex phenomena. Another 

vital feature of this method is that, unlike the quantitative one, it facilitates responsiveness to 

specific settings, circumstances and stakeholders’ needs, and enables researchers to be responsive 

to changes that happen when a study is being carried out which may change or modify the focus 

and motivation of the research as a result. Furthermore, this method aids the description of 

phenomena that are rooted in local contexts and personal experiences, including those of 

organisations.  Consequently, the qualitative method is better suited to studies where a large amount 

of data regarding the phenomena exists, and real-life experiences and situations need to be 

examined with associated behaviours and patterns analysed. 
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In social sciences, various methods and methodologies of qualitative research practice exist and 

have been tested by scholars over the years. Wertz et al. (2011) advocate five major methods, which 

attained eminence four decades ago (1970s), are still in popular use among scholars and have 

remained generally independent of one another. These approaches are discourse analysis, grounded 

theory, intuitive inquiry, narrative analysis and phenomenological psychology.  Although Wertz et 

al.’s (2011) set of approaches is focused on psychology, it is largely appropriate for use in social 

sciences. Typologies from the studies of some other authors such as Denzin and Lincoln (2011) 

and Creswell (2013) ended up with similar themes. Creswell (2013), for instance, evolved an 

analogous list of methods to those of Wertz et al., including case study, phenomenology, 

ethnography, grounded theory and narrative analysis. The quality, benefits and opportunities of the 

methods evolved by Creswell were evaluated in the context of the aims and objectives of this study, 

and the results played a major role in the selection of the right method for this study.  

 

3.2.1.1 Ethnography 

Ethnography is a research approach that involves the researcher (called an ethnographer in this 

instance) seeking to identify common threads of a group or cross-section, in terms of their social 

relationships (Ellis & Bochner, 1996; Goulding, 2005:28). They may be categorised based on 

topographical dimensions, by language, by shared belief, or in any number of different ways. The 

term ‘ethnography’ is often applied in describing the approach as well as the resulting descriptive 

output. The research process is labour intensive, involving prolonged contact with group members 

and/or respondents in the bid to acquire a holistic account of the group and explanations (Creswell 

& Poth, 2016; Goulding, 2005). 

 

The core feature of ethnography is fieldwork: working with groups or a cross-section of multiple 

groups in their environment or natural settings (Goulding, 2005). The voices and opinions of the 

participants are vital sources of research data and should be reflected in the written end-product, 

which should be a coherent, fluent and readable narrative (Morse, 1994). Other attributes of 

ethnography include the interpreter not taking acquired data at face value, but rather considering it 

as a collection of inferences from where a theory can be derived and validated. The concept of 
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insider (emic) and outsider (etic) perspectives combining to provide a third dimension, deeper 

insights and richer theoretical explanation of the phenomenon under study is another attribute 

(Goulding, 2005)  

 

Although these features of ethnography tend to lead to an output with a higher level of abstraction, 

ethnographical exploration never usually progresses past the detailed analysis and pattern 

derivation stage exhibited as informants’ stories and case studies (Goulding, 2005; Morse, 1994). 

In addition, the analytical phase of theorising is rarely detached from the descriptive discourse and 

regarded as a distinct level with a separate and definite purpose (Goulding, 2005; Morse, 1994).  

 

3.2.1.2 Narrative research  

In the narrative research approach, the researcher sets out to examine and understand how people’s 

actions and experiences are related to social context through their stories and settings (Creswell & 

Poth, 2016; Moen, 2006). These experiences are structured into meaningful units called stories. 

These stories are applied in deriving insights from individualities of actors, often recounted during 

case study and other research discussions, and may also be gathered from articles and available 

records.  

 

The narrative research approach has three basic underpinnings: firstly, people arrange their 

experiences of social contexts into narratives. Secondly, narrative researchers often maintain that 

stories told are dependent on the individual’s experiences, values, the audience and the settings. 

The third underpinning is the multivoicedness that transpires in the narratives (Moen, 2006). 

Researchers adopting this approach apply theoretical perspectives to enable a deeper understanding 

of and insight into phenomenon. The constant interaction between theory and empirical data makes 

the case for better quality results in using this research approach (Gudmundsdottir, 1996). 

Nevertheless, the approach requires considerable time, due to the different phases involved, 

constant interactions with social actors, interruptions, pauses and efforts required to build trust 

between actors and researcher (Creswell & Poth, 2016). Also, the approach is found to be better 

suited for researchers in education involving teachers rather than in management sciences (Moser 

& Korstjens, 2018).  
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3.2.1.3 Phenomenology  

Phenomenology is an approach to qualitative research centres on the commonality of lived 

experience in a particular environment. It hinges on the understanding of the researcher’s  personal 

experiences, preferences and decisions, and how those elements influence one’s perception of 

knowledge (Creswell & Poth, 2016; Frechette et al., 2020). This method’s central purpose focuses 

on achieving a description of the nature of a specific phenomenon (Creswell & Poth, 2016). Data 

collection is typically through interviews with a group of individuals that have direct knowledge 

of an event, the context, condition or experience. Interviews often attempt to derive answers to two 

broad questions: ‘What have you (interviewee or respondent) witnessed or experienced with 

regards to the phenomenon?’ and ‘What environment or situation have naturally influenced that 

interviewee’s or respondent’s experiences of the phenomenon?’ (Creswell & Poth, 2016; 

Moustakas, 1994). Documents on case organisations, groups, environment and observations can 

also be admitted as relevant data for the investigation.  

 

Analysis in phenomenology sees the researcher extracting significant statements to support 

emerging codes that are further grouped by themes, subcategories and categories. Elaborate 

sampling is often not a consideration but enough sampling that is of high quality leading to a 

derivation of deep understanding of phenomena suffice (Holloway & Galvin, 2016:226). Emerging 

themes form part of the description of the observed phenomena as more analysis progresses leading 

to the connection of the themes (thematic analysis) that delivers an exhaustive description of the 

event (Goulding, 2005; Nikitas et al., 2018; Smith & Shinebourne, 2012). The output of this 

research process is the construction of the universal meaning of the event, experience or situation, 

and derivation of an in-depth knowledge of and insight into the phenomenon.   

 

Table 3.1: Qualitative research methods considered 
S/N Research Method Definition 

 

1 Ethnography Ethnography is a research approach that involves the researcher 

seeking to identify common threads of a group or cross-section, 

in terms of their social relationships. 

2 Narrative In the narrative research approach, the researcher is set out to 

examine and understand how people’s actions and experiences 

are related to social context through their stories and settings. 

3 Phenomenology Phenomenology, an approach to qualitative research centres on 

the commonality of lived experience in a particular environment. 
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4 Case Study  A Case study approach in qualitative study enables the 

investigation of a phenomenon within its scope and setting, 

applying data from different originations. 

5 Grounded Theory GT is described as the identification of theory originating from 

primary and/or secondary data methodically acquired from 

ethnological explorations. 

3.2.1.4 Case Study  

A case study approach in a qualitative study enables the investigation of a phenomenon within a 

set background or conditions and a defined scope, deriving data from multiple sources. The 

approach steers the researcher into an exploration from multiple viewpoints rather than a single 

one, thus offering the opportunity for the discovery of multiple aspects of the phenomenon under 

investigation (Baxter & Jack, 2015; Rashid et al., 2019; Yin, 2009, 2014). Stake (1995) and Yin 

(2003), two prominent proponents of the case study approach based their philosophical 

underpinnings on a constructivist paradigm. Constructivists recognise truth as being comparative 

and contingent on the researcher’s background and viewpoint, thus recognising the significance of 

man’s idiosyncratic creation of interpretations, and aware of the concept of neutrality.  

 

Yin (2014) advocates the application of the case study approach in studies where the established 

key aims are to explore and comprehend the “how” and “why” enquiries. This method is widely 

established as descriptive, interpretative and explanatory, with a number of associated processes 

allowing researchers to access the field, acquire  and analyse data (Harrison et al., 2017; Yin, 2009, 

2014). In elaborating on these processes, Yin (2014) regards them as: application of research 

questions, interviews and transcription of interview notes, concepts mapping, and detailed 

descriptions of the phenomena. Similarly, Runfola et al. (2017a)  depicts a case study approach as 

an iterant procedure through which the investigator or scholar commences the study with a 

literature review and constantly refers to the literature throughout the data gathering, analysis and 

theory formulations stages of the research work. Runfola describes the approach as a three-stage 

process which includes the description of the participants’ experience, the derivation of meanings 

from the described experience and analysis of the derived meaning. Similar to the fundamental data 

analyses  steps in ethnography, phenomenology and grounded theory, case study data analysis steps 

include: coding, categorisation of codes, and derivation of a central theme or category from which 

the theory is derived (Baxter & Jack, 2015; Harrison et al., 2017; Rashid et al., 2019; Şimşek et al., 

2022).  
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Some case studies involve multiple cases, given rise to the term ‘multiple case study’. This type of  

study, which is also referred to as comparative or cross-case studies, entails the involvement of 

more than one entity, context or setting in the case study research, beneficial in the study of 

phenomena leading to the prediction of comparable outcomes or the prediction of contradictory 

outcomes (Stake, 1995; Yin, 2014). Also, a multiple case study helps in validating the quality of 

the research via the principle of transferability (Ranta et al., 2021; Stake, 1995). 

 

The main benefit of this approach is the researcher’s close association with the actors or 

participants, encouraging the participants to narrate their experiences and stories (Crabtree & 

Miller, 1999). Consequently, the participants involved in the study easily and explicitly discuss  

their interpretations of truth, which enables the subject to have an enhanced view of the 

participants’ activities (Crabtree & Miller, 1999; Creswell, 2001; Creswell & Plano Clark, 2018). 

Also, multiple contexts or settings can be examined, and transferability easily established. The case 

study approach can also be combined with the grounded theory approach; a concept explored in 

subsequent sections.  

 

3.2.1.5 Grounded Theory  

Traditionally, the grounded theory (GT) approach was only associated with sociology ( Glaser, 

1978, 1992; Sebeelo, 2022; Strauss & Corbin, 1997), organisational researches (Bryman & 

Beynon, 2013; Parry, 1998) and health care (Ghamdi et al., 2016; Levitt et al., 2017; Penney, 2014). 

Grounded theory has in recent years, started to enter the repertoire of management science and 

technology studies (Goulding, 2005; Pinnington et al., 2016). Glaser (1998) explains GT as the 

unveiling and establishment of theory from primary or secondary data methodically acquired from 

social studies and experiments. Glaser went on to depict GT as an inductive methodology that 

differs from the deductive research that investigates and validates an existing or a priori derived 

theory. Charmaz (2014), another prominent proponent of GT, explains GT as “a set of flexible 

analytical guidelines that build inductive middle range theories”. In Charmaz’s view, data is 

normally collected simultaneously through interviews of participants and respondents purposively 

selected for their experience on the research context and settings. This interview data is often  

supplemented by data from by other sources like company reports and existing literature. The 
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theory could be created to either a functional level or to a widespread formal theory level (Burns 

et al., 2022; Glaser & Strauss, 2017:238).  

 

GT can be applied to studies on human and organisational conducts that involves interrelationships 

and social components (Clarke, 2007:426; Deepa et al., 2022). Over the years, GT has witnessed 

the evolution of different versions which are distinguished by their characteristic coding, data 

analysis and interpretation processes. However, all variations of GT maintain the general principles 

underpinning the derivation of theory from primary and secondary data. Furthermore, substantial 

advancement that characterises the latest variants of GT is an entomological realignment out of the 

positivist origins of the founding scholars, Guba & Lincoln (1994) to those of a constructivist 

positioning advocated by the recent champions of GT, Birks & Mills (2015). Consequently, based 

on the aforementioned change to a constructivist position, the researcher becomes established as 

an actor that is committedly involved in the entire research operation. 

 

3.2.2 Selected approach and justification 

A succinct evaluation of qualitative approaches in the previous section shows that there are some 

commonalities across the approaches. These commonalities include data gathering, coding and 

analysis. In Wertz (2011) on reasonable comparison of approaches on a set of research data, the 

paper reports the early outcomes as showing various similarities in results and derived insights, 

although some substantial differences were noticed at later stages. The early stages of 

phenomenology approach are similar to other approaches including GT; nonetheless, 

phenomenology is basically explanatory and views involvement as being inherently 

comprehensible, devoid of any form of hypothetical origination, while GT progresses from 

descriptive reflection to advanced levels of abstractions when descriptive models are constructed.  

Some types of narrative research approaches were considered for this study: they are characterised 

by traditional evaluation of experiences and realities combined with major occurrences and 

milestones leading to significant outcomes. However, following careful reviews, the GT emphasis 

on rudimentary social processes turned out as better suited for this research, focused on the active 

and continuing organisational behaviours and processes relating to the implementation of BDAS, 

rather than approaches concentrating on and aiming to examine key events or occurrences. 
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Consequently, GT with a multiple case study design evolved as the preferred approach or 

methodology for fulfilling the research aims and objectives. The disposition of these approaches 

to a constructivist view, focus on process and participants, a sampling approach and theory 

generation capability are the foundational reasons for this choice. This nature of adaptation of GT 

has been applied in past studies: Bowyer and Davis (2012) applied it in an industrial engineering 

study, Deepa et al. (2022) in education, Pinnington et al. (2016) and Pinnington (2017) in supply 

chain collaboration. In the healthcare sector, GT has been applied in extended physiotherapist 

examination and analysis of back pain (Langridge, 2013) and in clinical decision-making 

(Weerasinghe et al., 2022). 

 

Many researchers view the case study approach as a methodology requiring a clear definition 

through distinct scope and sampling, including unambiguity whether the study involves a single 

case or multiple cases (Baxter & Jack, 2015; Buh et al., 2015; Runfola et al., 2017b). Combining 

the GT and case study methodologies, therefore, offers a better research approach through the 

synergies derived from the combination of their practices, which mitigate some of the challenges 

encountered in the delivery of an absolute GT study. An absolute or a singular ‘pure’ GT research 

can take some years to complete (Glaser et al., 2013) because of the testing that is preceded by 

theory formulation in order to confirm the transferability of the research. Therefore, considering 

the ideal length that an ideal or pure GT study should take, it is highly unlikely that the researcher 

would be able to confidently undertake a substantive GT study in full and complete it in the 

permitted time. The discovery of the phenomena, application of literature, study sampling, data 

collection, coding procedures and consequent theoretical formulation are common processes that 

cut across four (ethnography, phenomenology, case study, GT) of the five methodologies 

discussed, and the case study is best suited and gives room for scope in the use of particular 

elements of GT. 

 

Therefore, the researcher strongly believes that the combination of GT and case study approaches 

supports the current research aims which are ‘to identify and assess the success enablers and 

challenges in the implementation of BDAS in retail companies’ and ‘to explore the impact of 

BDAS on the business model of retail companies to deliver value to the business and customer’. 
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Consequently, this mix of approaches, whilst harnessing the strengths of a GT methodology, steers 

the researcher away from a pure GT methodology that is not suited for the study and timeline 

permitted by the university. The sampling strategy of convenience and purposive sampling adopted 

in this study is applicable to a case study design underpinned by GT to steer some aspects of the 

theory formulation (a core GT output), although convenience and purposive sampling are also 

widely accepted sampling methods in GT studies (Burns et al., 2022; Creswell & Plano Clark, 

2018:45). This entails the inclusion of locations or potential participants with suitable experience 

for the sample size, as the understanding of the phenomena grows. In this study the decision to 

include participants outside of IT functions – such as the Director of Central Operations in 

Company A, Merchandise Planning Manager in Company B and Director, General Merchandise, 

Trade and Operations in Company C – was informed by the theoretical understanding that their 

experiences help to provide a better perception of the influence of BDAS on the retail business 

model, and success enablers of BDAS implementation from non-IT senior stakeholders’ 

perspectives. Similarly, the decision also to vigorously pursue the inclusion of Company C, a food 

and non-food retailer, in the case mix was informed by theoretical understanding. Therefore, the 

mix of convenience and purposive sampling together with theory formulation occurred at different 

stages in the research process. 

 

Furthermore, an emphasis on actions and processes, which is a typical GT approach, bolsters the 

focus on BDAS implementation challenges and success enablers-as-actions as the subject matter, 

prioritised over participants, situations or concerns which are shown to be the foundation of the 

alternative research approaches. The evolving concepts in the data generated from the study pilot 

carried out by the researcher at the start of the study, and the initial interviews, served to steer the 

researcher to update the interview prompts as more data were collected and progressively redefine 

the participants at each stage (Bryant & Charmaz, 2010:87; Richards & Morse, 2013:205), part of 

the convenience and purposeful sampling adopted. Variants of the narrative research approach 

could also be applied to realise these objectives; however, their strength lies in the analysis of 

phenomena interspersed by major occurrences and significant discoveries that typify fundamental 

decisions. Thus, the narrative research approach will not aid the accomplishment of the research 

aims and objectives.   
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The coding of research data in GT allows for the description of actions and transactions that have 

occurred, and the systematic development of theory. The analysis regime in GT hinges on the 

constant comparative method, simply described as the constant analysis, correlating and 

contrasting of codes at different levels. This is synonymous to the type of analysis required for 

multiple case studies (Bryant & Charmaz, 2010; Cao, 2014; Yin, 2009, 2014); the systematic 

unambiguous data driven coding, linking codes to create major codes, sub categories and categories 

(Bowyer & Davis, 2012) with associated memos, annotations and the constant comparison method 

applied within the case study approach. Consequently, a GT with multiple case study design is 

suitable for achieving the research objectives of this study.  

 

During the study, memos were used to provide theoretical sensitivity, typical of studies with a case 

study approach informed by GT.  Glaser et al. (2013) support neutral questioning without prejudice 

and the evolution of developing themes through constant comparison, whereas Corbin & Strauss 

(2014) advocate the utilisation of more analytical questions to aid the establishment of the 

researcher’s perspectives. In the design of this study, it was considered more suitable to adopt 

analytical questioning, due to the researcher’s background in the areas of interest (Big Data, 

Business Operations, Project Management and Retailing), recognising the literature, yet 

guaranteeing memos are utilised all through, to keep an audit trail as well as promote reflexic 

thinking. As a result, the conclusion can be drawn that this GT with a multiple case study design is 

systematic, rigorous and incorporates numerous GT techniques in a constructivist approach. 

 

In summary, Grounded Theory with a multiple case study design focuses on processes, and aids 

with research objectives to ascertain the success factors and implementation challenges of BDAS 

– all within the processes. The research question on the impact of the applied BDAS can also be 

properly examined through the case study approach with the associated sampling method. The 

theory generation capability of this selected approach surpasses those of the other methods 

examined in this section.  

 

The next section discusses GT, the controversies around it and further details on the variant selected 

for this study.  
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3.3 Grounded Theory Discussion 

The controversy surrounding Grounded Theory and the perceived complexities with the numerous 

variants that have evolved over the years necessitates a discussion on the method to provide the 

confidence that the right variant and methodology has been selected for this study. Although 

Grounded Theory has been popular among researchers in health and social sciences for decades, 

its application in management research is still comparatively low. Reasons for this could be the 

existence of different variants and the perceived complexity of the method. This section provides 

an extensive discussion on the variants and suggests that the constructivist variant combined with  

the multiple case study approach is appropriate for this study of socially complicated IT and 

management phenomena, and additionally, assists in tackling the significant controversial 

methodological issues related to the conventional variants of GT.  

 

Further, specific consideration is given to the consequences of the epistemological shift to 

constructivism due to its impact on the way the researcher conducts the study and the perceptions 

on data during the analysis. The adopted constructivist version rejects the traditional controversial 

GT positions in which the researcher is expected to commence the study without any theoretical 

background in the field – in other words, a blank slate – and to maintain a dualist detachment from 

the participants. The benefits of this philosophical change compared to the risks are also explored 

in this section. 

 

3.3.1 Grounded Theory Variants  

Four major grounded theory variants have been identified and widely discussed in the literature 

(Fernandez, 2012; Walker & Myrick, 2006). The four models include: the Classic Grounded 

Theory (CGT) (Glaser, 2007; Glaser & Strauss, 1980:45), the Qualitative Data Analysis (QDA) 

popularly called the Straussian grounded theory (Strauss & Corbin, 1997:27), the Constructivist 

Grounded Theory (Burns et al., 2022; Charmaz, 2014:109), and the Feminist Grounded Theory 

(Plummer & Young, 2010; Wuest, 1995). Although, there are additional unfamiliar variants, these 

four are deemed to be the main grounded theory methodologies commonly used in academic 

research today. 
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While some similarities in features exist among the four variants, there are remarkable differences, 

mostly originating from the different viewpoints of the GT founding ‘fathers’, Glaser and Strauss 

(Walker & Myrick, 2006; Evans 2013). In addition to possibly constraining the wider acceptance 

of the method in behavioural science and social research, the disparities could have added to 

meagre and wrong applications of GT (Birks & Mills, 2015:103; Burns et al., 2022; Tashakkori et 

al., 2003:56). Therefore, due to the emergence of more than one method to developing grounded 

theory, it is vital to establish at the beginning which variant is being adopted, as well as the  

epistemological and the ontological stance which underpinned the choice (Fendt & Sachs, 2008). 

The four variants are therefore briefly described in the subsequent subsections. 

3.3.1.1 Feminist Grounded Theory 

The Feminist GT evolved from healthcare, particularly used by nurses to counter androcentrism 

(Wuest, 1995) in the research world. In this version, Wuest superimposes the feminist theory on 

the Classic GT, the Constructivist GT, and the Straussian, championing the view that “GT is 

consistent with the postmodern feminist epistemology in the recognition of multiple explanations 

of reality” (Wuest, 1995). Methodological components are selected from the three GT versions to 

advance the significance of unifying them with the feminist theory; no preference is made on the 

selection of all three versions. The feminist grounded theory is broadly received as an approach of 

research well fit for the nursing profession and studies based on women (Plummer & Young, 2010). 

 

Table 3.2: Grounded Theory (GT) variants and attributes 
S/N Versions & 

Proponent 

Methodology Characteristics Risks Mitigations 

1 Classic 

Grounded 

Theory 

Methodology 

(CGT) 

 

(Glaser, 

1978) 

This variant’s foundation is from the earliest 

studies of Glaser and Strauss (1965, 1967) - 

depicted by two forms of coding – the substantive 

coding and the theoretical coding which occurs at 

the last stage of the research process. 

 

“More focused reading only occurs when 

emergent theory is sufficiently developed to allow 

the literature to be used as additional data” (Heath 

& Cowley, 2004:143; Heath, 2006).  

 

An inductive-deductive mix process, placing 

induction as the core process with deduction 

applied with developing questions and patterns.  

 

A usual issue with 

CGT is that 

researchers often 

document 

descriptions 

against abstract, 

usually resulting 

in data over load 

during the write-

up stage (Glaser 

et al., 2013). 

A key means of 

resolving this 

issue is 

inculcating 

memo sorting 

into the writing 

process; a memo 

may include a 

trigger word, 

phrase ,  

paragraph, and 

multiple pages 

of writing 

(Glaser et al., 

2013). 

2 Qualitative 

Data 

QDA is very the very prescriptive variant of GT; 

characterised by a structured eleven stage coding 

The Straussian 

approach has 
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Analysis 

(QDA) also 

called the 

Straussian 

grounded 

theory 

 

(Strauss & 

Corbin, 

1990) 

process, summarised by a two-step coding process 

– the axial and selective coding. 

 

Utilises literature at the beginning stages of the 

study for building theoretical sensitivity and the 

development of hypotheses (Thai et al., 2015). 

 

The emphasis on deduction and verification is one 

of the pronounced uniqueness of this approach. 

(Heath &Cowley 2004; Rennie 1998). 

 

 

shown to be very 

difficult for most 

researchers to 

follow resulting in 

many reverting to 

the less 

prescriptive CGT 

methodology 

(Partington 2000) 

 

Theory and 

Hypothesis 

generation is 

equally more 

complex in 

comparison to 

CGT and the 

constructivist 

approaches.  

3 The 

constructivist 

grounded 

theory 

 

(Charmaz, 

2000) 

Depicted by the viewpoint that theories are 

constructed and not discovered (Glaser, 2002). The 

researcher begins with definite questions on a 

specific substantive area (Hernandez & Andrews, 

2012; Charmaz, 2000) and builds concepts from 

the interpretations of participants answers to the 

questions.  

 

The review of literature at the start of the study to 

ascertain existing findings and knowledge in the 

substantive area of study. 

 

The open, focused, and theoretical coding are the 

three types of coding that go with constructivist 

GT.  

 

CGT creates an explanatory theory whereas the 

constructivist grounded theory produces a 

descriptive theory Hernandez and Andrews (2012) 

allude. 

The application of 

reflexivity and 

relationality may 

be misused. 

 

 

The use of 

triangulation to 

validate 

interview 

response where 

possible. 

 

Interview 

questions 

provided to 

participants 

ahead of 

interviews. 

 

Reponses to be 

recorded and 

reviewed more 

than once. 

4 The feminist 

grounded 

theory 

 

(Wuest, 

1995)   

The evolved in healthcare and originally 

developed for nurses (Wuest, 1995) and now used 

by other health professionals.  

 

Depicted by the superimposition of feminist 

theory on Classic GT, the Straussian, or the 

Constructivist GT (Wuest, 1995), adapting the 

methodological components of the three GT 

variants.  

 

Well fit for the nursing profession and studies 

based on women (Plummer & Young 2010; Wuest 

1995). 

It is not widely 

applied outside of 

the healthcare 

community 
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3.3.1.2 Classical Grounded Theory 

The Classical grounded theory (CGT) variant originated from the early studies of Glaser and 

Strauss (1965, 1967) who became renowned for their work on GT. The substantive coding and the 

theoretical coding, both of which are executed at the final stage of  a typical CGT study, are the 

two types of coding found in this GT variant (Glaser et al., 2009). In CGT, theoretical saturation is 

normally accomplished by the systematic evaluation and contrasting of incidents and meanings 

uncovered in the data to produce the properties and dimensions of derived themes and/or 

categories. The application of field notes and non-prescriptive coding formats are the other 

significant features of this GT version. Field notes “form the basis for the construction of memos, 

memos play a key role in the development of the theory” (Montgomery & Bailey 2007:76) 

 

Additionally, in the CGT version, “More focused reading only occurs when emergent theory is 

sufficiently developed to allow the literature to be used as additional data” (Heath &Cowley 

2004:143; Heath 2006). There are some crossovers in processes when comparing the different GT 

variants. However, with CGT, its characteristic literature review process (see Table 3.2) is what 

unambiguously sets it apart from the rest.  Thus, the CGT method lets the researcher utilise the 

existent theory to “challenge emergent theory and locate the emergent theory within the current 

body of knowledge” (Heath 2006:527). Heath (2006) discovered that delaying the literature was 

an efficient and valuable way of allowing her to use historical literature in challenging and backing 

her developing theory. Nevertheless, the researcher must have some knowledge of the study topic 

or domain to be able to relate to participants’ need to use language and terminologies that are 

familiar (Ehigie & Ehigie, 2005; Fischer & Guzel, 2022). 

 

The CGT approach is also described as a mix of inductive and deductive processes (Glaser et al., 

2009). While induction is the core process, deduction is applied as questions develop and structured 

insight emerge, thus aiding the advancement from generalisation to theory. Thus CGT is insistence 

only on the inductive approach leading to theory generation and not verification, while Straussian 

GT is regarded as initiating hypothetic deductivism to GT (Rennie, 1998) centred on 

instrumentalism. Glaser et al. postulate that CGT makes room for the origination of a hypothesis 

that can be verified at later stages through quantitative or qualitative measures, with an emphasis 

on the non-creation of a hypothesis ahead of the study. Many proponents of CGT believe that it 
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presents the utmost level of freedom in the creation of substantive theory among all four major 

versions of GT (Burns et al., 2022; Giske & Artinian, 2007). Both the CGT and Straussian GT 

support sampling based on theoretical grounds but with some differences. For instance, CGT insists 

that the idea of the phenomenon to be studied should originate from data and not from the 

researcher, while Straussian GT  advocates that the researcher originates the idea of the 

phenomenon (Corbin & Strauss, 1990). 

 

Another unique attribute of the CGT is the concept of tabula rasa, the blank slate. This approach 

supports the application of both literature and ideas from other theories, but must be driven by 

research data: in other words, only after data has been gathered and fully or partly analysed, thus 

directing the researcher (Burns et al., 2022; Giske & Artinian, 2007; Glaser, 2007b). This is at 

variance with the Constructivist version, where both literature and ideas from other theories are 

engaged before data collection (Charmaz, 2000). Finally, the definitive difference in the outcomes 

is that CGT creates an explanatory theory, while Constructivist GT produces a descriptive theory 

(Glaser et al., 2013; Glaser & Strauss, 2017:82).  

 

3.3.1.3 Qualitative Data Analysis (QDA) 

Qualitative Data Analysis (QDA) also called the Straussian grounded theory, has a specific 

descriptive structure, and a coding process that is different from those of the other GT variants. 

The proponents of this variant, Strauss and Corbin (1990), in taking a prescriptive stance on GT, 

made some changes to the coding process by adding more steps to the coding activity-set and the 

organisation of data, resulting in an eleven-stage process.  The authors argued that the enhanced 

coding approach would help to enhance the quality of the research, steering the researcher away 

from an excessive focus on induction, towards a more balanced approach that incorporates 

deduction, induction and validation. 

 

Similar to the Constructivist version discussed later, the Straussian approach utilises literature at 

the beginning stages of the study for the building of theoretical sensitivity (Heath & Cowley, 2004; 

Thai et al., 2015) and the generation of hypotheses. This is the remarkable difference between the 

CGT, Straussian and Constructivist approaches. Additionally, the Straussian approach “argues that 

an empirically grounded theory is both generated and verified in the data” (Hallberg, 2006:143). 
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Thus, the emphasis on deduction and validation or verification is one of the pronounced unique 

features of this approach. Researchers adopting this approach are frequently diverted from the 

collected data into going after preceding studies and findings (Heath & Cowley, 2004; Rennie, 

1998) which diminishes the efficacy of the study and hypotheses that ensue. While both CGT and 

Straussian GT support sampling based on theoretical grounds, the latter reinforces the idea that the 

researcher generates the phenomenon to be investigated.  

 

The Straussian approach proposes a two-step coding process – the axial and selective coding. The 

axial coding is distinctive to the Straussian approach and described as “a set of procedures whereby 

data are put back together in new ways after open coding, by making connections between 

categories” (Strauss & Corbin, 1990:96). While this can be achieved through the application of a 

coding paradigm underpinned by set conditions and engagement strategies, it introduces the 

concept of open coding. Kendall (1999) explored the differences between the GT approaches and 

reviewed the concept of open coding alongside the other coding types already identified in this 

section. Kendall highlights the dissimilarities between open coding and the other coding processes 

– axial and selective – and maintains that axial coding is the key differentiator between CGT and 

Straussian GT. The author goes on to agree with Glaser’s (1992) finding that the application of the 

coding paradigm and axial coding to GT research is not stringent, thus making the Straussian 

approach attractive to researchers wary of the stereotyped conceptual problems of CGT. 

 

Additionally, the concepts of reflexivity and relationality are part of the attributes of the Straussian 

GT not found in the CGT variant. Although these concepts are vital parts of the validation and 

thoroughness of the Straussian GT approach (Hall & Callery, 2001) that make it appealing to some 

researchers, the ambiguity of the coding process makes its application to this study challenging.  

 

3.3.1.4 The Constructivist Grounded Theory 

The belief that concepts are constructed and not discovered is the foundation of the constructivist 

theory (Glaser, 2002). In this version of GT, the researcher begins the study with definite inquiries, 

and with a well-defined scope and substantive area, compared to the CGT approach that begins 

with the aim of having a deeper understanding of the substantive area without any set of 

predetermined inquiries preceding the study (Charmaz, 2000). Another unique feature of the 
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Constructivist GT is the literature review that occurs at the point when the study begins, to establish 

the learnings derived from previous studies on the substantive area of focus; a process similar to 

the Straussian GT but different from CGT.  

 

Open, focused and theoretical coding are the three types of coding that go with Constructivist GT. 

Thus, comparing the coding processes of the three GT approaches: the CGT has two stages 

(substantive and theoretical), the Straussian GT has two (axial and selective coding), and the 

Constructivist GT is characterised by three stages (open, focused and theoretical). Although the 

term ‘theoretical’ in the CGT and Constructivist GT approaches may seem similar, they have 

different meanings. In Constructivist GT, the theoretical coding involves the combination of 

emerging concepts into clusters or groups, an activity set that occurs through the coding process 

life cycle, unlike the theoretical coding of CGT which is part of the selective process applied in the 

integration of GT to the study (Deepa et al., 2022; Giske & Artinian, 2007). Hernandez & Andrews 

(2012), in their application of GT to their study on students with emotional disturbance 

identification, believe that the definitive difference in the outcome of theoretical coding in CGT 

versus Constructivist GT is that the CGT evolves an explanatory theory while the constructivist 

GT produces a descriptive theory. 

 

Furthermore, with reference to the research paradigm, the Constructivist version is a more radical 

departure from the other versions’ objectivist roots, towards one in which insight and emotional 

states, and associated situational foundations, take priority over the establishment of facts that 

previous variants recommend exist (Deepa et al., 2022). The acknowledgement that the outcome 

of a researcher’s interactions with participants is generally co-constructed symbolises a major shift 

away from the dualist detachment supported by the primary authors. Constructivism encourages 

researchers to pursue profound interactive discourse with their respondents, and to investigate 

subjects and research questions in greater depth via more dynamic dialogue. This constructivist 

ideology is often referred to as being “profoundly interactive” (Charmaz, 2009). Also, it is 

acknowledged that data is dynamically constructed and not inactively collected.  

 

In summary, the Constructivist GT variant has achieved broad recognition amongst many leading 

scholars and grounded theorists (Burns et al., 2022), particularly in the healthcare field. In a study 
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like this research on the BDAS implementation challenges and impact on RBM,  which entails 

investigating complex subjects and establishing beneficial dialogues with participants, the 

researcher might need to show sound knowledge of the domain, including terminology, related 

government regulations, industry standards, standard operational processes, and predominant 

technologies. These and many more are the attributes of Constructivist GT that led to it being the 

choice for this study. It would be difficult to have an in-depth discussion with respondents on 

BDAS implementation without an appreciation of project management methodologies and 

background in IT. Interview-based data collection offers only a comparatively short window for 

data capture, compared with an ethnographic approach, hence a Constructivist researcher must 

establish a profound and meaningful dialogue at the earliest opportunity, and not be limited to 

narrative sessions.   

 

3.3.2 Epistemology Alignment    

A study methodology cannot be complete without understanding and alluding to the associated 

ontology and epistemology. The GT variants discussed have a distinctive underlying ontology and 

epistemology, which have also influenced debates in the past years. These distinctions have 

implications in research practice, especially in the kind of study being undertaken, involving the 

researcher and participants from 3 case companies in the UK.  In the adoption of a constructivist 

philosophy, rather than a subjectivist or positivist one, a primarily different data collection 

philosophy is specified (Cassell, 2005; Charmaz, 2003, Guba & Lincoln, 1994). The post-positivist 

philosophy is the paradigm that characterises GT at its origination (Glaser & Strauss, 1967), as the 

methodology is deemed to be founded on the ontological assumption that only one single truth and 

objective reality exists independent of the researcher (Creswell, 2013; Guba & Lincoln, 1994). A 

realist ontology mandates an unprejudiced detachment between researcher and participants, with 

the belief that reality can be accessed and measured without influencing it (Guba & Lincoln, 

1994:108).  
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Table 3.3: The adopted paradigm, adapted from Patel, S. (2015, 15 July) 
Paradigm  Ontology Epistemology Theoretical 

Perspective 

Methodol

ogy 

Method 

Constructiv

ism/Interpr

etivism 

Reality is 

established by 

individuals in 

groups and no 

single truth or 

reality exists.  

Reality, therefore, 

requires interpretation 

for the rudimentary 

meanings of events, 

actions and behaviours 

to be unravelled.   

Interpretivism Grounded 

theory with 

multiple 

case study 

-Case study 

-Interviews 

-Observation 

 

This philosophy is at variance with that of the other versions that involve social interactions in 

which the researcher takes part in the co-creation of outputs (Charmaz, 2003). It becomes a risk to 

studies such as this one of BDA implementation in which the researcher requires to interact directly 

with respondents to obtain the stories and understand the environment, explore the genuineness of 

responses to interview questions, seek evidence to expressed views, or dig deeper into specific 

industry phrases laden with value but which may have been casually expressed. Devoid of 

challenge and exploration, inactively received data or requested information may comprise only 

extraneously maintained opinions and beliefs. Such datasets may be beneficial in studies on 

phenomena, focused on the individual, such as in healthcare management studies. Nonetheless, it 

will lack richness and may fail to investigate the depth of phenomena relating to BDAS 

implementation challenges and success enablers within social groups. In contrast, an active 

dialogue will possibly be deemed to have considerably greater possibilities (Bryant, 2003) in 

unravelling insights into BDA implementation in the retail industry, a phenomenon in which human 

social interaction (Bryant & Charmaz, 2007a:166; Guba, & Lincoln, 1994) is a central component. 

 

Constructivist GT version eliminates the need for inactive engagement between the researcher and 

respondents/participants, but rather recognises the results from their active interactions in 

interviews and focus groups to be social construction and examines them appropriately. 

Consequently, Constructivism is the epistemology adopted for this complex management science 

study. The risk of poor data quality is mitigated by the application of reflexivity (Bryant & 

Charmaz, 2007a:516), memo writing and theoretical coding that occurs throughout the analysis 

process. These help to establish that emerging knowledge is not constricted by pre-conceptions and 

previous knowledge (Glaser, 1992:101), thus managing another risk highlighted by Glaser: pre-

conceptions are likely to trigger data forcing (Fischer & Guzel, 2022; Glaser, 1992:101; Glaser & 

Strauss, 2017b:238). Therefore, the Constructivist GT approach adopted in this study allows the 
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researcher to employ an active participation programme with the respondents and interviewees, 

and commence a thorough and exigent line of questioning that transcends the prompts of a detached 

spectator, or the association of courteous social dialogue (Burns et al., 2022; Charmaz, 2014:169; 

Deepa et al., 2022). Without the active engagements enabled by the Constructivist GT approach, 

the researcher is likely to struggle to collect sensible data on the impact of BDAS on retail business 

models, challenges of BDAS implementations and the success enablers, all which are the research 

objectives.  

 

In addition, the active participation dialogue and interview style is suitable for the convenience and 

purposeful sampling method adopted for this study (Draucker et al., 2007; Palinkas et al., 2015). 

Convenience and purposeful sampling, which are popular with all GT variants (discussed in 

Section 3.6), help to steer the researcher towards new interviewees where available and trigger 

changes to  interview prompts, thus leading to higher quality of data and ensuing insights (Foley et 

al., 2021). Consequently, a Constructivist GT approach with convenience and purposeful sampling, 

adopted for this study, will potentially produce a robust and more valuable output faster (Charmaz, 

2014:230).  

 

3.3.2.1 Tabula Rasa  

As mentioned, another epistemological contention concerns the concept of tabula rasa – whether 

the researcher should start with a ‘blank slate’ where no knowledge of related theory is sought or 

acquired, the purpose being to guarantee that researchers commence their research with as few 

opinions or prejudices as possible, if new theories are to be identified (Glaser, 1992:31). Prevailing 

literature should only be reviewed and involved only after categories begin to evolve from the data 

and as a theory is emerging. Consequently, a researcher’s stance on this contention needs to be 

established at the start of the study, as this influences the link between the extant literature and 

collected data with the analysis. 

 

Nevertheless, the ‘tabula rasa’ method is very difficult to embrace, for researchers with experience 

in their fields of research. Furthermore, the appeal to some classes of researchers, especially those 

adopting the Classical GT approach, to discard or completely ignore their background knowledge 
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and experience, is problematic and has been queried by some researchers (Fendt & Sachs, 2008).  

Knowledge of the subject area will aid the researcher in establishing deeper conversations with the 

study participants, leading to greater insights and richer output (Charmaz, 2014:97; Dundon & 

Ryan, 2010). The latter is one of the features of the Constructivist version of GT. Many researchers 

like Fendt & Sachs (2008) and Schreiber & Stern (2001) suggest that existing knowledge of the 

research domain could be beneficial and that the applicable literature should be dynamically 

engaged very early in the study to enhance the researcher’s theoretical sensitivity; a generally 

recognised foundation of GT studies. Therefore, the stance of the researcher in this study is the 

engagement of the relevant literature prior to the start of the study, as advocated by Charmaz, 

(2014). The BDA implementation is an area in which the researcher has domain knowledge; hence 

the ’tabula rasa’ method cannot be applied. 

 

3.3.3 Methodology misuse  

The misuse of the grounded theory methodology is another major issue faced by grounded theory 

practitioners that has added to the list of reasons why some researchers avoid it. Binder and 

Edwards (2010) examined peer reviewed papers that used the term “grounded theory” as a key 

term to ascertain the level of understanding and accuracy of application of the methodology. Of 

the 134 papers examined, only 20% applied the methodology correctly. This finding corroborates 

earlier findings by Gephart (2004:457) in his review of a significant number of articles submitted 

for publication in the Academy of Management Journal (AMJ) during the period that stated the 

adoption of the GT approach. Gephart found that the submissions lacked clarity on how the 

elements of GT were applied and results derived, thus exhibiting “methodological slurring”, a term 

prevalent in GT discussions today. 

 

Similarly, Goulding (2005) and Turner & Astin (2021) criticised the poor understanding of the 

methodology and its inconsistent application by many researchers. Goulding (2005) draws 

attention to some management research that muddled GT methodology with thematic analysis, 

ethnography or phenomenology approaches, leading to methodological slurring. In this study, the 

researcher has taken time to discuss the different variants of the GT approach considered and 

highlighted their differences to other qualitative research approaches. To further mitigate against 
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this risk of methodical slurring, the distinctive GT steps with the multiple case study approach 

adopted in the study, especially the data collection and analysis, and theory formulation stages, are 

clearly shown in Sections 3.4 and Chapter 4 of this thesis.  

 

3.3.4 Theorising - induction, deduction and abduction  

Another prevalent risk with grounded theory is the undue focus on tabula rasa, leading to the view 

that the methodology is solely an inductive process. This section discusses this risk and highlights 

how it is mitigated in this study.  

 

The theory-generating process is neither exclusively inductive nor linear, but iterative and cyclical, 

as illustrated in Figure 3.1 (Gephart, 2004:454-462).  The Constructivist grounded theory approach 

adopted starts the study with an initial review of the literature and not the blank slate with which 

many associate grounded theory. The interview questions and prompts are derived from 

background knowledge from literature and the researcher’s experience. As data is collected, 

insights are derived inductively. Deduction and abduction are applied iteratively as categories and 

sub-categories evolve.  Bryman (2013) related that grounded theory is a simple theory generation 

methodology but in reality, a complicated process due to the immense deductive set of activities 

that take place when developing concepts that are iteratively checked against existing literature and 

theory (p.22).  Bryant & Charmaz (2010), while viewing abduction as a new rule-governed way 

for extracting insight and knowledge, observed that induction alone may not lead to recognisable 

theory, but rather the inclusion of deduction and abduction (pp.184-186). This assertion has led to 

questions as to whether induction can take place alone: in other words, without the inclusion of 

deduction (Shepherd & Sutcliffe, 2011). 

 

Consequently, induction in its purest form is unable to provide a thorough theory generation 

process (Bryant & Charmaz, 2010:98; Reichertz, 2007:214). Bryman (2016) asserts that the early 

stages of a GT study involve a substantial level of deduction (p.21). The determination of research 

scope, and the definition of aims and objectives, are all inevitably correlated with the literature 

review needed to justify the study, with the first stage of sample selection being deductively 

derived. Similarly, many authors like Strauss & Corbin (1998a:22) and Reichertz (2007) affirm 
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that theory generation will always involve varying levels of deduction because of the analysis and 

interpretation of data required. These authors assert that pure induction is passive, lacking in 

interpretation and highly unlikely to deliver the anticipated research results. So deduction is an 

integral part of the theory generation process, especially when applied in the later stages of the 

analysis. This strategy mitigates the GT risks flagged by Glaser (1992): that studies that do not start 

from blank slates will have prejudices that may lead to an untimely closure of the enquiry and limit 

the theory generation process. 

 

Closely interwoven with deduction is the abduction process. Reichertz (2007) described it as the 

third kind of data analysis and processing, which consists of the collation and deep analysis of the 

data with no apparent set rules and without recourse to existing knowledge. Locke (2007) saw 

abduction as the process that gives emphasis to the focus on the creative and inventive aspect of 

theory generation. The author went on to explain that some level of ambiguity and uncertainty 

needs to be tolerated for imaginative theory to evolve. Abduction is therefore an intellectual 

process, the element of theorising that generates conceivable descriptions, rather than certainties 

(Locke, 2007; Reichertz, 2007:189); probabilities from which the best reasonable explanations are 

picked for further analysis through sampling, be it purposeful or theoretical (Charmaz 2014; 

Reichertz 2007:189-190).  

 

Figure 3.1: Induction, deduction and abduction cycle 

Against this theorising backdrop, the researcher therefore believes that methodological consistency 

underpinned by the appropriate epistemological stance can be attained based on the context of this 
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study. Thus, this study adopts the constructivist research paradigm established on the interpretivist 

principles of various social realities (Burns et al., 2022; Charmaz, 2014; Sebeelo, 2022). This 

stance allows the prior knowledge of IT, project management, business operations and retailing to 

be applied collaboratively, iteratively and constructively throughout the pilot, site visits and case 

interviews to collect data and derive deeper insights, leading to different results than might 

otherwise have been the case.  

 

One of the most prevalent risks to this paradigm, referred to as risks of prejudice, is managed firstly 

by applying the inductive principle to the initial analysis of the data, then to the iterative and 

reflective evaluations discussed in Chapter 4. Deduction is used to contextualise the derived insight 

against extant literature. Thus, the induction and deduction allow for the establishment of some 

levels of theoretical sensitivity at the start of the process, which are then nurtured more throughout 

the analysis cycle. Following on is the iterative application of abductive reasoning to enrich the 

theoretically perceptive classifications and themes derived as the analysis advances, and thus 

expected to enhance the emerging theories. Following on from the establishment of the research 

methodology and underlying epistemology, the next section discusses the design of the study. 

 

3.4 Methodical Design of my Study   

The research design is the strategy developed for the integration of different constituents of the 

study in a realistic and logical manner, to ensure the research objectives are met (Miles et al., 

2020:14-16). It is the roadmap or blueprint for the activity set preceding data collection, collation  

and analysis of data, and theory formulation. This section describes case company selections, 

sampling approach and the procedure adopted in data collation and analysis. 

 

3.4.1 Choice of Industry 

Consequent to the scant resources and research work in Big Data application in retail and business 

model (as explained in the literature review chapter), the retail industry was identified and five 

companies in the UK selected for the research study. The retail sector generates close to £0.5 trillion 

annually for the UK government, with non-food retail accounting for more than 50% (ONS, 2020). 
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Additionally, the choice of the retail sector and sample geography of the United Kingdom for this 

study is centred on the researcher’s understanding of the country (resident for fifteen years), 

witnessing the beginning of the adoption of BDA solutions by retail companies to improve sales, 

gain market share and create competitive advantage. As European retailers race to catch up with 

their counterparts in the USA in the adoption of this technology, some retail companies are already 

implementing BDA solutions to solve problems in pricing, location of new stores, inventory 

management, fulfilment and value creation, just to mention a few.  

 

The retail industry being the focus of this study is naturally suitable for the selection of practitioners 

for the study. The first assumption underpinning this choice is that up to eighteen respondents from 

the sector that took part in the pilot study indicated an interest in taking part in the detailed study. 

This clearly shows that there is an appetite for this study across the retail industry in the UK. In 

addition, the researcher has worked for retail companies for over a decade and witnessed the huge 

drive by these companies, and the sector as a whole, to implement and adopt this kind of technology 

solution. Similarly, while the researcher was yet to be granted formal permission to conduct the 

study in selected retail companies in the UK, some of the Senior Managers, Chief Data Officers 

(CDO), Chief Technology Officers (CTO) and IT Directors known to the researcher had already 

indicated their interest in taking part in the study. 

 

Consequently, up to five retail companies involved in online non-groceries, omni-channel or online 

groceries and traditional (bricks and mortar) retailing were considered suitable for this study. 

Following the adopted constructivist grounded theory with multiple case study methodology, semi-

structured questions were used in the interview method that involved up to twenty five practitioners 

across the case companies, being a suitable sample size following the approach put forward by 

Okoli and Pawlowski (2004). Consequent to the choice of retail sector, three case companies were 

chosen for the following reasons: 

 

1. Validity of Study: Adopting a grounded theory and case study approach meant that a 

number of staff members of one or several companies would have to be interviewed and 

secondary data relating to the companies reviewed (Harrison et al., 2017; Yin, 2014). The 
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companies selected were the ones that utilised BDAS and digital technologies to drive some 

aspects of their business operations. 

 

The initial aim was to have a sample size of up to 50 professionals from 5 retail companies. 

However, due to the COVID pandemic, this sampling goal was not met, as many companies 

reduced their workforce and operations, and hence were unable to accommodate the study 

within their busy schedules. Thus, the study was carried out with 25 participants from 3 

retail companies. The three companies that were involved in this study are shown below.  

Table 3.4: Case Companies   
S/N Sector Company Company Name 

1 Food Retail & Hospitality Company A Withheld  

2 Retail - car parts, tools & bicycles) Company B Withheld  

3 Groceries and General Merchandise Retailer Company C Withheld  

 

 

2. Common Denominator: The three companies in this study were all in the retail sector and 

had a number of characteristics in common: they all had an online presence and had 

implemented at least one Big Data Analytics solution. These companies faced strong 

competition hence had for over a decade adopted Information Technology as one of their 

strategies to gain competitive advantage. Similarly, all three companies had an appreciation 

of Big Data Analytics and were at different maturity levels of creating data management as 

a business function.   

 

3. Access to Data: The case companies were also considered and eventually selected for the 

study due to the researcher’s proximity to them (Robinson, 2014). Contacts were made 

through existing relationships built over the years. Through the contacts, the companies’ 

Directors approved the case interviews and release of company data in confidence. 
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3.5 Research Phases 

Inductive studies like this one require clear-cut designs to ensure clarity and focus from the outset. 

Similarly, a precise design fosters better cross-case analysis and comparisons (Miles et al.,  

2020:14).  Therefore, following the GT research framework proposed by Draucker et al. (2007), 

Strauss and Corbin (1997), Carr (1994), Creswell (2001) and Morse (1991) and adopted in this 

study, this inductive exploratory qualitative study is split into two major phases, outlined in 

subsequent subsections.  

 

 

3.5.1 Phase 1 

This phase comprised the following steps: 

 

Step A: This involved the discovery of background knowledge on the research topic and industry, 

and  specific dependent and independent variables relating to BDAS implementation from 

literature: peer reviewed journals on major databases and industry reports such as the Harvard 

Business Review, McKinsey, and Ernest & Young. Of specific interest were the challenges 

encountered in the implementation and adoption of BDAS in retail companies and the factors that 

led to successful implementation. Also researched in the literature was the impact of BDAS on the 

RBMs. Thus, the secondary data for this study was collected at this stage. The research aims and 

objectives were then inductively derived from the mix of the researcher’s background knowledge 

and findings from the literature. 

 

Step B: The case interviews with semi-structured interview prompts ensued. The interviewees or 

participants came from across the retail sector in the United Kingdom and included Directors, 

Senior Managers, Functional Leads, BDA project delivery resources and external consultants. Each 

interview took between 30 and 90 minutes, with some interviews repeated to secure further 

clarifications and validations.  
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3.5.2 Phase 2 

Step A: In this phase, the numerous data collected in phase 1 were duly analysed using a three-

stage constructivist GT data analysis process: initial coding, focused coding and theoretical coding 

(Giles et al., 2016; Miles et al., 2020:88; Patton, 2014:244).  As patterns began to emerge, 

deduction was applied to derive insights and create categories, some of which impacted subsequent 

interviews and the theory generation.  Based on the results of the analysis and identified patterns, 

a theories and models for successful BDA implementation in retail companies were deduced.  

 

Step B: The theory, i.e. the developed model, was reviewed by a sample of the participants through 

a second round of semi-structured interviews to collect feedback and perspectives. The evolved 

BDAS implementation model was updated based on the feedbacks to produce the final version 

shown in Figure 6.3. 

 

 

Figure 3.2: Research phases 
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3.6 Sampling  

Sampling is a vital component of qualitative research design which is as important as data 

collection and analysis, and is a key aspect of the research process (Mason, 2017). A four-step 

approach to sampling adopted from Robinson (2014) is discussed in this section.  The steps of this 

approach, which integrates theory and practical procedures, are: (1) identifying a sample universe, 

which involves detailing the inclusion and exclusion conditions for prospective participants; (2) 

determining the  sample size, amid the considerations of the epistemological stance and 

practicability risks; (3) choosing the sampling strategy, with multiple case selection approach 

adopted; and (4) performing sample sourcing, which comprises reaching out to and engaging case 

companies, making clear the benefits of the research to the companies and alleviating ethical 

concerns (Robinson, 2014) . The degree to which these four steps would be developed and adhered 

to in this research had implications for its coherence, clarity, impact and reliability (Francis et al., 

2010; Robinson, 2014; Yin, 2014). 

 

3.6.1 Sample Universe 

The sample universe – also known as the study population – is the entirety of individuals from 

which cases (incidents, events, observations) are logically and legally sampled during the study 

(Robinson, 2014; Yin, 2014). A sensible boundary does not just aid the sampling process in 

isolation; it also plays a significant role in the analysis and elucidation process, by detailing what 

a sample is a sample of (Miles et al., 2020:25), and hence outlining the scope of a study. The level 

of generalisation to which a study’s results are applicable and rationally deducible is the sample 

universe (Baxter & Jack, 2015; Kirkham et al., 2014), hence the more distinctly a sample universe 

is described, the more effective any generalisation can be. Therefore, if a study has no defined 

sample universe, its credibility and rationality are undermined. In other words, the successful 

execution of a research project such as this should be preceded by the definition of the sample 

universe.  

 

To enhance the definition process of the sample universe, a set of exclusion and/or inclusion criteria 

are applied (Francis et al., 2010; Fugard & Potts, 2015; Robinson, 2014; Yin, 2014). In this study, 

the inclusion criteria (attributes) adopted are described in Table 3.5. Within each case company, 
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the participants in the case study interviews and post interview validations  ideally needed to be at 

the level of Directors, Deputy Directors, Senior Managers, Programme/Project Managers, 

Functional Heads and Leads involved in Big Data solutions projects or impacted by the deployed 

Big Data solutions. 

Table 3.5: Case Companies inclusion criteria 
Attribute Which Companies Rational  

Demographic Retail  

 

FTSE 250 

Studies on BDA and retail sector is scan, opportunities for 

theory development abound  

FTSE 250 companies have the financial base to make the 

relevant Big Data investments 

Geographical UK Proximity of face-to-face interviews, professional contacts 

and understanding of ethics and legal framework 

Physical Min of 30 members of staff in IT 

department 

Companies with up to 30 members of staff in IT department 

are highly likely to have a Big Data strategy 

History At least 10 years in business Established companies will promote homogeneity in culture, 

IT strategy and business model outlay 

Strategy Visible IT strategy – visible to 

shareholders and public  

Companies with no visible IT strategy are unlikely to be open 

to case study research  

 

3.6.2 Sample Size 

The sample size applied to a qualitative study is influenced by theoretical and practical factors 

(Goddard & Melville, 2011; Robinson, 2014). In reality, most researchers start with a provisional 

choice on sample size at the early stages, as has been done in this study. Without a provisional 

number in the early stages, estimating duration and resource requirements would be extremely 

difficult. Robinson (2014) asserts that having an a priori sample specification does not indicate 

inflexibility and recommends that an estimated sample size array can be specified, with a minimum 

and a maximum rather than a fixed number.  

 

Additionally, an appropriate sample size offers the opportunity for building cross-case 

generalisations, while mitigating the risk of data overload (which would make the interview and 

analysis process unwieldly) on the part of the researcher (Miles et al., 2020:30; Robinson, 2014). 

Interview-based case studies like this one that have a nomothetic objective to create general theory 

are to an extent dependent on sample size for generalisation (Goddard & Melville, 2011; Merriam, 

2015; Robinson, 2014). Sample size is certainly not the only consideration influencing 



 

 

121 

generalisability, but is an important component of the process. Furthermore, GT puts a fairly high 

emphasis on flexibility in sample size as a study progresses (Glaser, 2002; Miles et al., 2020), 

hence the recommendation that as the researcher embarks on data collection, analysis should 

proceed in parallel and not be deferred till after data collection. This concurrent analysis enables 

the researcher to take prompt decisions on whether the collection of additional data will result in 

further contributions to the theory-creation process, thus leading to potential adjustments to the 

sample size (Robinson, 2014; Strauss & Corbin, 1997). 

 

Therefore, a sample size of 25 relevant professionals from 3 companies was decided for this study. 

As mentioned, this sample size was a reduction from the original aim of 50 participants from 5 

case companies, due to COVID, which led to some companies shutting down part of their 

operations and furloughing part of their workforce. As the study progressed, data collection and 

analysis were monitored and adjustments were not made to sample size and case companies, as 

they were not required. However, when some of the respondents or interviewees were not available 

(Silverman, 2013), they were promptly replaced by available colleagues with the same skillsets 

and experience, based on the inclusion criteria of this study.  

 

3.6.3 Sampling Strategy and Sample Sourcing 

While it is vital to determine the sample universe from the onset of the study, Bernard (2017) and  

Palinkas et al. (2015) in their study on qualitative data collection and analysis, highlight the 

significance of the accessibility to participants and their readiness to participate, and the ability to 

freely share experiences and views in a coherent and introspective manner. To this effect, 

convenience and purposeful sampling are the two GT sampling methods adopted in this study. 

These are generally used in GT and qualitative studies to identify good cases and associated rich 

datasets, to enhance the quality of the study results within the constraints of the usual limited 

resources (Creswell & Clark, 2018; Palinkas et al., 2015). In contrast, probabilistic or random 

sampling and theoretical sampling are often adopted by researchers to ensure the generalisability 

of findings by reducing the possibility for bias in the selection process. A theoretical sampling 

method assumes unlimited resource availability, which is most often not the case in the western 

world and this kind of study.  
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Convenience and purposeful sampling (illustrated in Figure 3.3) were selected due to the 

limitations on access to case companies and the challenges of navigating through confidentiality 

of case companies’ data. The retail sector in the UK is fraught with stiff competition, hence market 

and financial data are jealously guarded. Also, staff members have limited time to devote to 

educational research work, due to the sector having a lean workforce, to reduce cost and maximise 

profit. Adopting the common theoretical sampling method where the researcher needs to go back 

to the case companies several times for interviews and data analysis is not tenable. Therefore, 

convenience and purposeful sampling were adopted, thus enabling the conscious planning of the 

sample size with an initial list of participants from case company A, derived from insight during 

the pilot survey. This type of survey is often employed to scope the phenomenon and gain an idea 

of the study boundaries and dimensions (Bryant and Charmaz 2010:87; Richards and Morse 

2013:205). Interview questions and prompts are updated as interviews progress, and additional 

participants are determined based on insight from the initial interviews. Similarly, convenience and 

purposeful sampling is characterised by the first set of interview questions and prompts being 

deductively identified, and subsequent interview questions and prompts updated and targeted 

purposively to help evolve emerging themes and theory (Morse, 1991; Richards & Morse, 2013).  

 

Therefore, the benefits of securing the case companies’ participation and completing the data 

collection on time and in a structured manner with convenience and purposeful sampling, far 

outweigh the risk resulting from adopting the popular theoretical sampling method and being 

unable to complete data collection and hence the study.  Further, the COVID pandemic led to 

lockdowns of companies, furloughing of staff and unavailability of companies for such studies. 

Thus the choice of a theoretical sampling approach under COVID would have been untenable.   
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Figure 3.3: Research Sampling Methods   

 

3.7 Ethics and Risk Assessment 

This research is classified as medium risk, as its data source is based not on secondary data alone, 

but also involves the use of retail companies’ commercially sensitive data. The risk of not 

concluding this study due to unavailability of data is mitigated by the choice of convenience and 

purposeful sampling, and not relying on data from only one case company in the study area, the 

UK. An initial pilot study showed that Directors, Senior Managers and Subject Matter Experts from 

at least five retail companies in the UK were willing to take part in the study.  

 

Similarly, an ethical assessment was carried out in line with the University guidelines before data 

collection began.  
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3.8 Summary  

 

This study sought an enhanced understanding of the social processes by which Big Data Analytics 

Solutions (BDAS) are successfully implemented in a retail business, such that the business model 

is impacted to deliver increased business value. The implementation challenges and success 

enablers were also investigated with the benefits concept (Bradley 2016:18) adopted to aid the 

assessments from the perspectives of the researcher and the stakeholders in the case companies’ 

BDA projects, with the end goal of developing a framework for successful implementation. 

 

The study involves social interaction where the actions of one actor follow the understanding and 

interpretation connected with the actions and conversations of other actors (Creswell &  Clark, 

2018; Delanty, 2005; Tashakkori et al., 2003). In contrast to natural sciences, where an objective 

reality is easily proven to be in existence, without recourse to human observations of such a reality, 

research in social sciences is created by and given meaning to, mainly by human actors. Also, the 

social sciences’ associated fundamental epistemology of constructionism is that social reality is an 

elucidation of the interpretations or connotations of the actors (Bryman, 2016; Bryman & Bell, 

2011; Tashakkori et al., 2003). Consequently, this study adopted a constructivist paradigm, 

coherent with research objectives associated with understanding (rather than causality), in which 

knowledge is complex, created and not ‘cast in stone’, rather than being established as rules or 

truths (Guba & Lincoln, 1994; Tashakkori et al., 2003). This choice of paradigm is also supported 

by the stance that the results and analysis of the numerous collected data from semi-structured 

interviews that have been adopted will be regarded as knowledge. It was foreseen that data from 

machines and substantiated theories would not be accessible and hence not utilisable directly in 

this research. Therefore, epistemology relating to realism and positivism would have proved 

difficult to apply in the study, hence the choice of constructionism.  

 

Similarly, the GT methodology with multiple case study method was carefully chosen from the 

potential array of constructivist approaches discussed in Section 3.3. The constructivist 

epistemological standpoint influences how a GT study should be carried out, particularly concern 

ing the manner in which the field and sample are involved. Therefore, a constructivist GT approach 

with multiple case studies was best suited for the achievement of this study’s research aims and 



 

 

125 

objectives. Following on from this choice of methodology, the next chapter discusses the data 

collection and analysis.  
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4    DATA COLLECTION AND ANALYSIS 

4.1 Introduction 

This study set out to address how a Big Data Analytics solution (BDAS) may be implemented to 

impact the retail business model through a better understanding of implementation issues and 

success enablers. The study aim was to identify and assess the success enablers and challenges in 

the implementation of BDAS in retail companies, and to explore the impact of BDAS on a business 

model of retail companies to deliver value to the business and customers. In this chapter, a detailed 

explanation of the steps taken to generate data through the application of the Grounded Theory 

(GT) method is provided. It is organised into four main sections and six others, with the main 

sections encompassing data collection, data analysis, theory presentation, and quality assurance. 

The other sections provide complementary details to the four main ones.  

 

The chapter discusses the application of semi-structured interviews, including the description of 

how GT convenience and purposeful sampling were approached, and how the three levels of GT 

coding were employed, including the use of GT memos in helping to elevate coding to higher levels 

of abstraction. Also detailed in this chapter is the use of analytical tools that buoyed the abstraction 

process, particularly the usage of situational analysis (Braun & Clarke, 2019; Lindgren et al., 2020). 

The section on theory formulation contains a brief discussion on the variant of the constructivist 

GT method adopted in the study: this discussion introduces the format of the theoretical 

presentation applied in the findings and discussion chapter. Knitted across the sections is the 

approach adopted on quality assurance and ethics. A quality approach, appropriate for qualitative 

research, which draws on the trustworthiness criteria proposed by Birt et al. (2016), Guba & 

Lincoln (1994) and  Porter (2007) is discussed. 

 

4.2 Application of Convenience and Purposeful Sampling  

As mentioned, convenience and purposeful sampling are the two GT sampling methods adopted in 

this study – see Figure 3.3 and Section 3.6.3 for the full descriptions. Firstly, convenience sampling 
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was applied during the pilot phase of the project to scope the phenomenon and gain an idea of the 

study boundaries and dimensions (Bryant & Charmaz, 2010:87; Richards & Morse, 2013:205; 

Turner & Astin, 2021). Twenty professionals across Europe and across diverse industry sectors 

who had already participated in, benefited from or been aware of the phenomenon – BDAS 

implementation – in their companies took part in the pilot study. This group was identified through 

the researcher’s professional network. Participants were also found through professional bodies 

like the British Computer Society (BCS), the Project Management Institute (PMI), the Association 

for Project Management (APM) and the Association for Supply Chain Management (APICS) 

where the researcher has contacts. This group of people and the output helped in defining the 

boundaries and forming some of the concepts of interest. For instance, there was the steer to limit 

the study to the retail sector and focus on target companies rather than a purposive sample from 

numerous organisations. 

 

Following on is the purposive or purposeful sampling with participants from three case companies 

in the retail sector which were going through different stages of the BDAS implementation (Bryant 

& Charmaz 2010:207). This was a progressive process that spanned a twelve-month period before 

the COVID pandemic. The result of the pilot study provided input into the initial version of the 

semi-structured interview prompts used during this sampling stage. Initial coding commenced as 

soon as the interviews began and helped to define the trajectory of the rest of the interviews for 

that first company (Company A) and subsequent ones. The evolving concepts in the data being 

generated from interviews served to steer the researcher to update the interview prompts, collect 

more data, and redefine participants at each stage. For instance, 80% of interviewees in company 

A had job roles related to Information Technology (IT), while the same category of staff accounted 

for just 50% of interviewees in Company B (see Table 4.2). The evolving concepts from Company 

A led to the need to seek more participants from the business departments; in other words, non-IT 

teams, who had benefited from BDAS and had also been part of the implementation process from 

the end user perspective. For example, as the relevance of the impact of BDAS, vis-a-vis 

implementation methodologies and challenges, emerged in the study, managers of different 

business units – such as operations, supply chains, and procurement – in the subsequent case 

companies (Company B and Company C) that were benefiting from BDAS and part of the 
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implementation, were actively sought and engaged in the study, to drill down further into the 

emerging concepts. 

 

 
 

Figure 4.1: Research sampling and data collection   

Critics consider the purposeful sampling of such a study to be the greatest weakness of qualitative 

research. However, qualitative research is a biased activity (Bryant & Charmaz, 2010; Burns et al., 

2022; Creswell, 2001) where the researcher seeks to solve problems in detective-style, analysing 

and sorting, and creating a reasonable case. Analysis is not a passive process but an active one, 

constantly asking questions. As significant codes and categories are recognised, data is reorganised 
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and re-sorted, and categories are realigned towards achieving the result of theory formulation. 

Moreso, the rigours of navigating through the confidentiality and data privacy issues to gain access 

to respondents in the top tier case companies make these two sampling methods the preferred and 

achievable options. The case companies had a limited and finite window for interviews which 

would have made the use of theoretical sampling impossible.  

 

4.3  Data Collection  

The leading source of primary data in this study came from the series of semi-structured interviews 

with Directors, Senior Managers, Functional Leads and mid-level Managers in the case companies. 

Some external consultants for the case companies were also included in the interviews. Semi-

structured interviews are regarded as “the gold standard of qualitative research” (Silverman, 

2013:319). Jankowicz (2013:281), advocates the use of such interviews in case studies because of 

its susceptibility to yielding “large amounts of rich, fertile but disorganised data” (Jankowicz, 

2013). During the interviews, the propriety and quality of the data was assured by relentless 

attention to the research objectives and the prompt progressive updates of the questions and scope. 

Additionally, other data on case companies, including sales and performance statistics, annual 

reports, brochures and corporate briefings were collected. 

 

Each interview window was between 30 and 90 minutes, with most of them lasting for just 60 

minutes. A succession of prompts shown in Table 4.1 were used by the researcher to motivate 

further discussions and steer the interviewees to the core interview objectives and obtain high 

quality data. Due to the sensitive nature of the companies and GDPR complexities, interviews were 

not recorded using electronic devices. The contact summary sheet format (Miles et al., 2020) was 

adopted and notes were taken during the interviews and typed up onto a contact summary sheet on 

Microsoft Word before being transferred to Nvivo 12 for coding and analysis (see Appendix 3). 
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Table 4.1: Semi-structured Interview Prompts   

S/N Interview Prompts 

1 
Could you tell me a little bit about the main business objectives or business drivers for implementing the 

Big Data Analytics Solution (BDAS)? 

2 
What factors influenced the BDAS design and implementation, for example, how it was phased, choice of 

technology platform, selection of business problems to solve first? 

3 What did you do that led to the successful delivery and adoption of the solution? 

4 What are the outcomes or effects of the solution for the organisation? Any impact on product availability? 

5 
Did you think about the company’s business model during the solution implementation? Do you think the 

solution has had any impact on the business model? 

6 
Could solution implementation have been different if the business model had been in view during the 

project delivery, especially during the design stages? 

7 What difficulties did you encounter during the implementation? 

8 
If you have another opportunity, will you implement the solution differently? If the solution had been 

implemented differently, could it have impacted the business model? Could a better result have been 

achieved? 

9 
Does your organisation have a Data & Analytics Operating Model (DAOM)? (Prompt: If yes, how was it 

taken into consideration during the solution design and implementation? if no, are you considering 

developing a DAOM that will be an interface between your Business Model and BDAS initiatives?) 

10 Did you carry out a Data Value Chain Analysis as part of the implementation? 

11 Did you identify all core processes that generate data? 

12 
Did you review your business model from a data lens? E.g., anything that generates, touches or uses data 

from the entire value chain? 

 

Most of the interviews were carried out in the case companies’ business premises with the 

exception of a few that were done via the telephone. A handful of the respondents were interviewed 

more than once to validate some of the emergent categories and concepts. Using the case 

companies’ premises helped to facilitate the interviews by ensuring that interviewees did not have 
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to leave work and travel to unfamiliar locations and facilitated a relaxed atmosphere as some of the 

details divulged were commercially sensitive and enhanced the quality of data obtained. 

 

Each interview session started with the introduction to the background of the research, giving the 

interviewee the room to talk about themselves and their role in the company. This helped ‘break 

the ice’ and enhanced the quality of the discussions. Each interview then progressed to 

comprehensive, indistinct questioning to encourage open-hearted discussions rather than asking for 

precise answers. Additionally, at the start of each session, each interviewee was motivated to speak 

with no boundaries established. Nevertheless, when a connection was established, the researcher 

went on to progressively explore the evolving facts in more depth, following the principles of 

intensive interviews  (Robinson, 2014; Yin, 2014). The adoption of these principles led to the 

gradual progression into thorough questioning and conversations, which assisted in ensuring that 

the focus on research and interview themes were not lost, while productive and high-quality output 

were guaranteed without being interrogative or overwhelming. 

 

A set of interviewer prompts, or semi-structured questions, was adopted at each interview (see 

Table 4.1), giving rise to the prompt establishment of additional lines of enquiry when the previous 

ones came to an end. Thus, this format not only enhanced the pace and quality of the interview 

sessions, but also served as an aide-memoire for guaranteeing that no prepared theme was excluded 

or overlooked. The prompts were not followed in a uniform manner for all respondents. Depending 

on the details provided prior to each prompt, and knowledge and experience of the respondent, 

certain prompts were avoided.  For example, the Supply Chain Directors were not asked questions 

relating to the Data Analytics Operating Model. The prompts used in the case interviews were 

refined three times during data collection to enhance the quality of data, as themes began to emerge 

from retrospectives and initial data analysis; this evolution is shown in Appendix 2.  Table 4.2 on 

the next page shows the list of interviewees and their companies. Note that the names are not 

included, based on the anonymity clause in the bilateral consent and non-disclosure agreements 

signed with the case companies. 
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Table 4.2: List of Interviewees  

S/

N 

Respondent’s Job Title Date Interviewed Sector Company 

1 Director IT & Business Change 07-Mar-19 Hospitality A 

2 Director of Central Operations 01-Apr-19 Hospitality A 

3 Business Architect 08-Mar-19 Hospitality A 

4 Senior Solution Architect 03-Mar-19 Hospitality A 

5 Director of Consulting Services 07-Mar-19 Hospitality A 

6 Project Delivery Manager (Hitachi 

Consultant) 

06-Mar-19 Hospitality A 

7 Head of Digital Transformation 08-Mar-19 Hospitality A 

8 Head of Architecture and 

Information Security 

07-Mar-19 Hospitality A 

9 Business Intelligence Manager 16-Jul-19 Retail - car parts, tools & 

bicycles) 

B 

10 Merchandise Planning Manager 16-Jul-19 Retail - car parts, tools & 

bicycles) 

B 

11 Group Head of Loyalty & Data 

Capability 

09-Aug-19 Retail - car parts, tools & 

bicycles) 

B 

12 Supply Chain Analytics Manager 16-Jul-19 Retail - car parts, tools & 

bicycles) 

B 

13 Commercial Financial Business 

Partner 

16-Jul-19 Retail - car parts, tools & 

bicycles) 

B 

14 Group Business Analytics Manager 16-Jul-19 Retail - car parts, tools & 

bicycles) 

B 

15 Head of Space & Analytics 16-Jul-19 Retail - car parts, tools & 

bicycles) 

B 

16 Data Architect 16-Jul-19 Retail - car parts, tools & 

bicycles) 

B 

17 Lead Analytics Manager, Supply 

Chain 

02-Oct-19 Groceries and General 

Merchandise Retailer 

C 

18 Supply Chain Analyst 02-Oct-19 Groceries and General 

Merchandise Retailer 

C 

19 Data Science Director, Technology 03-Oct-19 Groceries and General 

Merchandise Retailer 

C 

20 GM Trade & Operations Director 

General Merchandise 

02-Oct-19 Groceries and General 

Merchandise Retailer 

C 

21 Change & Implementation 

Manager, GM Trade & Operations 

02-Oct-19 Groceries and General 

Merchandise Retailer 

C 

22 SSP Project Manager 02-Oct-19 Groceries and General 

Merchandise Retailer 

C 

23 Product Director - Core APIs, Data 

Platforms & Enterprise Tools  

02-Oct-19 Groceries and General 

Merchandise Retailer 

C 

24 Head of Product 02-Oct-19 Groceries and General 

Merchandise Retailer 

C 

25 Activity Planning & Optimisation 

Manager 

02-Oct-19 Groceries and General 

Merchandise Retailer 

C 
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Table 4.3: Summary of Interviewees’ Experience  

S/N Respondent’s Job Title Years of work 

experience 

Summary of experience 

1 Director IT & Business Change 32 This Director has over thirty years’ experience in IT 

and twenty five years’ experience in retail and 

hospitality. He leads the technology function of 

Company A, managing up to two hundred employees. 

He oversees the development, implementation and the 

use of IT policies and solutions to enhance product and 

service delivery, optimise operations and increase 

customer experience and satisfaction. Additionally, 

the Director develops strategies  and leads the liaison 

with external solution providers to use IT to increase 

revenue and market share. 

 

2 Director of Central Operations 29 The Director of Central Operations plays a central role 

in ensuring continuous improvements in the central 

functions providing a range of support to the store 

operations at different organisational hierarchical 

levels, whilst liaising effectively and consistently with 

the company’s executive team, IT Directors, Regional 

and District Directors. He was the executive sponsor 

of the BDAS programme in Company A. He also sits 

on Programme steering committees, ensuring the 

change programmes are delivered to entrench 

operational improvements for improved customer 

satisfaction and ensures alignment of programmes to 

corporate objectives. 

 

3 Business Architect 10 Experienced Solutions Architect responsible for the 

design of the BDAS platform in Company A. This 

respondent has over ten years’ experience in designing 

complex IT platforms in the retail and the hospitality 

industry. He liaised with the external suppliers, 

consultants and internal technical review and approval 

boards to deliver the solution design that was 

successfully implemented.  

 

4 Senior Solution Architect  22 This resource, also referred to as the Enterprise 

Architect, was responsible for adherence of BDAS and 

all new IT solutions to the organisation’s technology 

roadmap and architectural framework. Additionally, 

the architect evolved solutions and practices for 

developing and upgrading enterprise services, 

software solutions, middleware and hardware.  

5 Director of Consulting Services 21 This is an external consultant from the major 

Technology solution provider who was put in charge 

of the solution from the technology solution 

perspective.  The consultant managed a team of 

project managers, integration experts, Microsoft 

Azure specialists, and many functional experts. 

During the implementation, the consultant’s 

experience was brought to the forefront in leading 

complex technical design sessions, resolving critical 
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issues, managing complex data cleansing and 

integration tasks, and led the optimisation of 

integration configuration and data migration. 

 

6 Project Delivery Manager 23 This is the Project Manager of the external 

Technology solution provider who worked with the 

internal company teams in delivering the Big Data 

platform. The respondent has over twenty years’ 

experience in IT and managed all the technical 

resources, including onshore and offshore resources, 

during the delivery. Apart from Project Management 

competency, he also built technical competency in 

various IT infrastructure, software and middleware 

technologies and led a team of fifteen resources during 

the implementation. 

 

7 Director - Digital Products and 

Transformation 

15 This Director, who is a strategist in ecommerce, digital 

marketing and digitalisation across business teams, 

was one of the key stakeholders of the project. He 

provided input into requirements, design and solution 

review. The respondent is also responsible for the 

organisation’s digital strategy, and leads a number of 

cross-functional transformational change programmes 

of the utilisation of the data delivered by the Big Data 

platform.  

 

8 Head of Architecture and 

Information Security 

22 A senior IT manager with vast experience in 

technology, information security and cloud 

computing. The resource is responsible for defining 

and safeguarding the company’s technology roadmap, 

architectural landscape and cybersecurity strategies. 

The review and approval of the Big Data platform 

solution design came from this resource. Additionally, 

he provides strategic direction to the company in the 

area of using emerging technologies to solve business 

problems.  

 

9 Business Intelligence (BI) Manager 32 With over thirty-two years’ experience in IT, this 

respondent is experienced in the traditional BI 

reporting and data management. He manages a team 

of report writers across the different business functions 

and oversees the organisational reports that are  

delivered up to executive level management. He led 

the initiation and execution of the Big Data projects in 

the organisation and began to institute a data 

governance framework and regime for the company 

during the case study. 

 

10 Merchandise Planning Manager 30 A seasoned Supply Chain Manager with the 

responsibility for developing and implementing  

improvements in the company’s supply chain 

processes, including forecasting, demand planning and 

supplier management. In addition, the respondent 

manages product negotiations and contributes to the 

ensuring products quality and suppliers performance 

metric, and is also one of the key stakeholders who 
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contributed to the requirements and design of the 

BDAS in Company B. 

 

11 Group Head of Loyalty & Data 

Capability 

18 This respondent was a major stakeholder in the phase 

one of the BDAS that was completed a few months 

before the case interview. A few years prior to the 

BDAS project initiation,  the respondent moved from 

a 15 years customer facing and experience role to head 

the loyalty programme for the company. He led the 

adoption of the BDAS solution across many parts of 

the company and presented project reports to 

executive team members. 

 

12 Supply Chain Analytics Manager 10 This respondent is the core supply chain practitioner 

and led the supply chain team responsible for all 

supply chain data I liaison with the core IT function. 

Whilst the first phase of BDAS focused mainly on 

marketing and space optimisation, this staff member 

took part in the project working group meetings, and 

in the review of user stories and management 

dependencies that touch on the supply chain. 

 

13 Commercial Financial Business 

Partner 

12 The respondent is from an accounting background and 

grew through the ranks to become a business partner, 

responsible for managing the financial side of the 

business and IT projects. In the BDAS 

implementation, this resource contributed to the 

business case and was responsible for tracking the 

benefits delivered after the implementation.  

 

14 Group Business Analytics Manager 21 Coming from the background of business process 

improvement and performance management, this 

Manager’s experience helped in shaping the 

requirements, user stories and core customisations of 

the BDAS solution. Additionally, the respondent was 

on the project implementation governance board. 

 

15 Head of Space & Analytics 22 Coming from a  core retail store background, this 

leader championed the business case for the 

implementation of the BDAS solution for space  

analytics, the second phase of BDAS work in the 

company. The respondent supported the 

implementation and is the main business owner and 

user of the implemented solution. 

16 Data Architect 15 The Data Architect worked with the external BDAS 

suppliers to design the data platform and structure, 

develop the implementation and post implementation 

data governance. Additionally, the respondent was 

responsible for ensuring that industry standards are 

applied in the data and cyber security aspects of the 

design and implementation.  

 

17 Lead Analytics Manager, Supply 

Chain 

11 The respondent was responsible for managing the 

different analytics managers within the supply chain 

business division, including supply chain analysts, 
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reporting and data analysts. The Manager contributed 

to the design and User Acceptance testing, and ensured 

the BDAS solution was successfully adopted across 

the entire supply chain teams. 

 

18 Supply Chain Analyst 5 This analyst, who reports to the Lead Analytics 

Manager, Supply Chain, works with IT in demand 

management and inventory forecasting for the bicycle 

products of the company. The respondents was among 

those who took part in the user acceptance testing 

during the implementation, and subsequently, one of 

the users of the implemented solution. 

 

19 Data Science Director, Technology 15 This experienced Data Science business leader is one 

of the major drivers of the BDAS implementation and 

applications in the direct operational areas of the 

company.  Leading a team of over one hundred 

resources in Company C, different BDAS have been 

deployed and in use in different areas of the business. 

Under this respondent’s leadership, the BDAS 

delivered are also integrated into some of the 

company’s digital solutions, with delivered benefits 

reported in Chapters 5 and 6 of this thesis. 

 

20 GM Trade & Operations Director 

General Merchandise 

16 Prior to the delivery of BDAS, this respondent’s team 

built and implemented the company’s supply chain 

forecasting algorithms in the UK and overseas. The 

aim was to proactively and efficiently manage  

customer demand, to ensure product availability with 

nominal waste and overstocks. This Director became 

one of the sponsors of BDAS applications in food and 

non-food businesses, overseeing the implementations 

and adoption from a non-IT perspective. He is 

accountable for ensuring the pledged benefits are 

delivered post implementation. 

 

21 Change & Implementation 

Manager, GM Trade & Operations 

7 The respondent is a young Project Manager with 

experience in business change activities. The resource 

managed the end user training, communications and 

extensive business engagement programme relating to 

the BDAS implementation in the non-food business.  

 

22 SSP Project Manager 20 A keen non-food retail manager with 20 years of retail 

experience, the respondent was drafted into the BDAS 

project to manage the business side of the 

implementation. As the Business Project Manager, the 

resource managed the resourcing, renumeration and 

engagements of non-IT members of the cross- 

functional implementation team, including the non-IT 

suppliers from overseas who provided input into the 

data aggregation aspect of the BDAS project. 

 

23 Product Director - Core APIs, Data 

Platforms & Enterprise Tools  

18 This Product Director was part of the BDAS project 

boards and managed a team of software engineers and  

product managers responsible for customer experience 

across mobile and web platforms. His team integrated 
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their solutions into the BDAS to collect real time data 

that drives different customer offerings and 

propositions.  

 

24 Head of Product 21 The Head of Product within the non-food business of 

the company with over 20 years’ experience. This 

senior manager was among the business sponsors of 

the BDAs solution and supported the project managers 

in ensuring a successful adoption of the BDAS by all 

users including suppliers.  

 

25 Activity Planning & Optimisation 

Manager 

27 This manager was one of the major stakeholders in 

the BDAS application for basket analysis. The data 

extraction, cleansing and aggregation were supported 

by his team. Further, they played a key role in the 

model training and testing before final launch and use 

of the BDAS. 

 

4.4 Data Analysis 

The three coding stages adopted for this GT study are initial coding, focused coding and theoretical 

coding, which reflect constructivist epistemology (Birks & Mills, 2015; Bryant & Charmaz, 2007b; 

Turner & Astin, 2021). This adopted coding process and its stages are analogous to those 

propounded by Strauss and Corbin (1998): the open, axial and theoretical coding. The axial coding 

has an intermediary phase that is not as robust and as rich in consonance with the chosen 

constructivist paradigm (Bryant & Charmaz, 2007). However, the three stages of coding seem to 

create a risk as it is seen as a linear process, which is not actually the case. It is an iterative process, 

as shown in Figures 4.1 and 4.2, resulting in the slow but progressive emergence of the central or 

core theme upon which the theory is originated (Birks & Mills 2015; Bryant & Charmaz 2007; 

Strauss & Corbin, 1997). 
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Figure 4.2: Research coding approach   

 

In the initial coding, the obtained data (raw data) is broken down into identifiable and practicable 

fragments, labelled and grouped. Theorisations begin to occur through revelatory and meta-

categorisation as the process progressed into focused coding through to theoretical coding. These 

are discussed in detail in the subsequent sections which also covers the components of theoretical 

outputs.  
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Figure 4.3: Grounded Theory Generation, adapted from Birks & Mills (2015) and Bryant & Charmaz (2007) 

 

4.4.1 Initial Coding 

GT studies do not use predefined tables of codes which are often adopted in qualitative studies to 

ensure consistency (Miles et al, 2020:28). In the initial coding stage, the first set of raw data is 

broken down into identifiable and practicable fragments, labelled, grouped and based on 

relationships and similarities. As new data is acquired from each fresh interview, the various data 

fragments are coded against previously derived codes, although many involve a generation of 

additional codes. This initial coding also comprises a Process Coding method, which is equally 

supplemented by Evaluation Coding, all of which are adopted in this study (Giles et al., 2016). 

Process Coding uses gerunds and abstract nouns to denote conceptual and observable action in the 

data (Miles et al., 2020; White et al., 2012; Wicks, 2017). While this is suited for all qualitative 

studies, it is recommended for GT studies that particularly extract participants’ actions, interactions 

and consequences (Miles et al., 2020; Wicks, 2017). Evaluation coding helps to enrich the coding 

due to its variety of cases, respondents and data forms. It is particularly suited for studies such as 

this research,  which involves multiple case companies, is run for an extended period of time and 

requires extensive indexing, categorisation and sub-categorisation into taxonomies (Miles et al., 

2020:30). For ease of data classification and the initial categorisation of codes, ten key areas of 
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interest and/or evaluation evolving from the literature review and pilot study have been used as 

tags in the initial coding. The table below shows the tags: 

Table 4.4: Tags used in initial coding 

S/N Tag Meaning 

1 AD Adoption 

2 BM Business Model 

3 BN Benefit 

4 CH Challenge 

5 DG Data Governance 

6 DR Enabler or Driver 

7 IM Impact 

8 IP Implementation 

9 PA Parameter 

10 SE Success Enabler  

 

The first stage of coding in the GT study adopted in this study resulted in the emergence of 

inductively derived codes. In this first stage, notes from case company A were transcribed into 

Microsoft word, then Nvivo, which gave rise to the first set of raw data. The technology features 

in Nvivo aided the segmentation of the data into fragments, grouping them to generate codes.  

Forty-two codes were derived after the first two interviews and data from Company A was coded. 

Subsequently, the notes from the second and third case companies (Company B and Company C), 

were also transcribed into Microsoft Word and copied across to Nvivo, then manually coded with 

reference to the list of the codes generated in the first iteration, which was the coding from 

Company A. The list of codes progressively increased as interviews and initial coding progressed. 

This process helped to safeguard against – or reduce to the minimum – the creation of new codes 

that would be redundant, as well as the firm establishment of the relationships with the previous 

datasets. The number of newly created codes reduced with more interviews and subsequent 

transcripts to the point where new codes created with the last set of interviews became only a 

handful. This process is in line with the principle of maintaining a pragmatic balance between 

evolving too many parsimonious code-sets, and an overly detailed set which would result in the 

problem of “code proliferation” (Saldana, 2015:140; Saldana & Omasta, 2016).  
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The average number of initial codes per company created at the end of this stage was 361, which 

was considered a good representation of a realistic balance between parsimony and proliferation 

(Foley et al., 2021; Jabbar et al., 2020). Thus, the initial codes became the study’s “developing 

catalogue of created codes” (Wicks, 2017). Table 4.4 shows the breakdown of the number of codes 

by case company. A cross-section of the resulting 309 codes from Company A’s initial coding 

activities is shown in Figure 4.5.  

 

Table 4.5: Count of codes from case companies 

Count of Initial Codes  No. 

Company A Codes  309 

Company B Codes  369 

Company C Codes  450 
 

 

The coding in this study was undertaken by the researcher alone, which is common in many 

qualitative studies (Bauer & Gaskell 2000; Saldana, 2015). As coding is a subjective process, 

efforts are often made to apply some form of rigidity to the coding outcome rather than the process. 

Consequently, multiple coders have become vital in some studies, especially on large sized 

projects, where an interrater reliability process could assist in ensuring the reliability of the coding 

decisions and indeed the entire research (Baryannis et al., 2019; Linh et al., 2019). Nevertheless, 

adopting more than one researcher for coding and interrater reliability assessments for some studies 

is debatable, due to the interpretive nature of qualitative studies (Braun & Clarke 2016; Miles et al. 

2020:30; Saldana, 2015:55). Saldana (2015:74) asserts that interrater reliability assessment is 

centred on the positivist mindset (not constructionist), which advocates that a ‘precise’ coding 

outcome is attainable. This concern with accuracy in coding is considered misplaced by most GT 

proponents (Glaser 1992; Strauss & Corbin, 1997). The core objective for the initial coding is not 

verification or validation: to enable the successive efficient retrieval of data, their evaluations and 

connection building occurs during the conceptualisation phase. Therefore, coding undertaking by 

a lone researcher, as in this study, suffices in a GT study. 
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Table 4.6: A cross-section of initial codes from the first set of interviews in Company A 

S/N Name Files References 

1 AD_Lacking skilled resources 1 2 

2 BM_Lacking Analysis 3 3 

3 BM_No Harmonisation with solution 2 3 

4 BM_Operational View Consideration 4 4 

5 BM_Partial Consideration 2 3 

6 BM_Tactical View Consideration 2 2 

7 BN_Delivering Prescriptive Capabilities 1 1 

8 BN_Delivering Proactive Capabilities 1 3 

9 BN_Enhancing Auto Ordering 2 3 

10 BN_Enhancing Auto Stock Counting 1 1 

11 BN_Enhancing New Store Location 1 1 

12 BN_Enhancing Product Availability 4 5 

13 BN_Improving Forecasting 1 1 

14 BN_Improving Fulfilment 1 1 

15 BN_Increased Customer Satisfaction 1 1 

16 BN_Increasing Sales 1 1 

17 BN_Instituting Targeted Offers & Discounts 1 1 

18 BN_Prediction of Customer behaviour 1 1 

19 BN_Reducing lead time in Fulfilling Customer Demand 1 2 

20 BN_Reducing Long Waiting Time 1 1 

21 BN_Spotting Trend_Desriptive Analytics 1 1 

22 CH_Business Model View Missing 1 1 

23 CH_Detailed Benefit Analysis Lacking 1 2 

24 CH_Differing Data Structure 1 1 

25 CH_Excluding from Strategic Roadmap 2 2 

26 CH_Finding Qualified Supplier 1 1 

27 CH_Finding Skilled Resources 2 2 

28 CH_Legacy Sys Limitation 1 1 

29 CH_Lacking Executive Buy-in 1 1 

 

The intensity of coding and the level of granularity varied as the interview transcripts were analysed 

in detail. Depending on derived meaning from the texts, codes were applied to the set of texts 

ranging from fragments as small as clauses, up to whole paragraphs. Figure 4.4 illustrates the initial 

coding using a cross-section of data from the first set of interviews. As shown, three initial codes 

were generated from the three non-overlapping data segments. In some cases, the coding 

overlapped, as shown in the sample in Figure 4.5 where segments were coded to BDA Enabler or 
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Driver (DR):  ‘DR_Improving’ was also coded to BDA Enabler, ‘DR_Delivering prescriptive 

capabilities’.  

 

 

Figure 4.4: Example of Initial Coding of transcripts 

 

Similar fragments in many instances were apportioned to more than one code depending on 

relevance. Throughout the coding process, codes were related to the research aims and objectives, 

an exercise enhanced using the evolved tags. Transcribed sections considered irrelevant to research 

questions and objectives were retained but not coded, thus aligning with the advice that “only the 

most essential parts of your data corpus” (Creswell & Plano Clark, 2018) should be coded (Miles 

et al. 2020:86; Saldana & Omasta, 2016). The next section describes the second stage of coding as 

the research progressed. 
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Figure 4.5: Second example of Initial Coding of transcripts 

 

4.4.2 Focused Coding 

In the focused coding stage or second cycle coding which was preceded by the initial coding, 

relationships between the summaries or initial codes were reviewed and analysed to determine 

commonalities, overlaps and potential unifying themes. Focused coding examines the most 

recurrent codes to create utmost prominent categories in the data corpus (all data collected in this 

study and initial coding completed) and “requires decisions about which initial codes make the 

most analytic sense” (Charmaz, 2014:138). While focused coding is suitable for all qualitative 

research (Miles et al., 2020:79), it is mostly recommended for GT studies like this one involving 
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the creation of major codes, sub-categories, categories and major categories from the research 

primary data (Charmaz, 2014; Saldana, 2015:240). In simple terms, it entails the grouping of the 

initial codes into a smaller number of concepts, categories, themes or assertions. 

 

4.4.2.1 Categorisation – Major Codes and Subcategories 

In this stage, the initial codes were grouped around similarities and significant evolving 

categories (Miles et al., 2020:79; Saldana and Omasta, 2016) to form major codes and 

subcategories (SCAT).  Most categories were picked from the current code list with a few created 

as part of this process, which is synonymous with the principle of abstraction. Additionally, the 

combination of redundant codes and the sub-division of complex codes took place at this stage. 

 

Figure 4.6: Category evolution process 

As the process progressed, it became apparent that as the number of codes increased, the more 

susceptible the process became to miss an existing code and create a new one, so care was taken to 

remedy this at this stage. Similarly, some codes that were created to distinguish some codes from 

others turned out to be unimportant and were saved in an archive folder in Nvivo. Some 

functionalities in Nvivo played a key role in the identification of the redundant and non-vital codes 

that were no longer required. In the cases discussed, initial codes were first reviewed, analysed, 

grouped for further analysis and then arranged by hierarchies or merged accordingly following the 

process illustrated in Figure 4.6. The resulting outcome from the process was the step-by-step build 

of a subcategory and category structure following the simple steps outlined in Figure 4.7.   
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Figure 4.7: Extract from Nvivo showing Codes, Major Codes, Subcategories and Categories for Company C 

 

The initial codes were grouped into related codes and common names were given to the groups to 

form major codes. Certain codes were subsumed into the others; for example, as shown in Figure 

Step 5 

Step 3 

Step 2 

Step 1 

Step 4 



 

 

147 

4.7 Step 1: the codes ‘CH_Aligning Business Processes’ and ‘CH_Acquiring Business Knowledge’, 

both in the orange-coloured border, are implementation challenges. The first implies that Company 

C had problems translating their current business processes into the implemented BDA solution, a 

challenge they grappled with for a long time, which led to delays in adoption. The second challenge, 

‘CH_Acquiring Business Knowledge’, depicts the issues with the project delivering team lacking 

the relevant business knowledge required in the configuration of analytics and the building of the 

data models. This issue, in turn, led to delays and was later resolved by getting the IT resources, 

the external suppliers and the relevant business teams to form an integrated delivery team, thus 

working together as one team. Both of these challenges have to do with the business rules that were 

not properly understood, analysed, mapped and built into the new BDA solution, hence these are 

subsumed into the code ‘CH_Lacking Business Rules’ which was originally a challenge of its own. 

 

In Steps 2 and 3 of the Nvivo extract (Figure 4.7), the three initial codes in the blue border lines, 

also shown below, which are related, are grouped together into one major code – ‘Business Analysis 

issues’: 

 

Codes       Major Code 

 

 

 

 

 

 

Detailed Requirements gathering, Benefits Analysis and Business Rules are all related project 

delivery activities that involve the identification of problems in an existing systems, applications, 

and business processes, and works closely with new solution experts to evolve possible new and 

better solutions based on the new technologies (Grant, 2016; Takeuchi and Yamamoto, 2020). 

Business users are often involved in these sets of activities due to their familiarity with the current 

pain points, and use cases required for the assessment of the new solution. These are also inclusive 

of linking the derivable benefits to the improvements that will be delivered by the new BDAS. 

 

In a similar vein, ‘BN_Driving Consistency’, ‘IM_Delivering Scalability’, ‘BN_Delivering 

Agility’ and ‘BN_Improving Business Processes’ in the blue boxes are all related to making the 

CH_Lacking Detailed Requirements 

CH_Detailed Benefits Analysis Lacking 

CH_Lacking Business Rules 
Business Analysis Issues 



 

 

148 

business flexible and more responsive to changes, hence are grouped into a major code called 

‘Delivering Agility’ in the green box in the diagram on figure 47. 

 

Codes       Major Code 

 

 

 

 

 

 

 

 

The next step is the grouping of the major codes into subcategories (SCAT) as illustrated in Step 

4, shown in Figure 4.7. The underlying attributes of the major codes for Change Management 

Issues, Project Control issues, Business Analysis Issues and Lacking Skilled Resources – depicted 

by the gerund ‘lacking’ or ending with a noun – in the green boxes/border lines, all point to 

challenges that impeded the successful delivery of the project. This set of challenges all relate to 

core project delivery activities (Ahola et al., 2014; Jankowicz, 2013). Hence, all four major codes 

with green border lines are combined to give rise to the SCAT called ‘Delivery Management 

Issues’ which is a brown border line. 

 

Following similar steps and principles, four other SCATs relating to implementation challenges 

for company C are listed below and shown in Figure 4.7: 

 

• Challenging Solution Complexity and Cost 

• Partially Considering RBM 

• Confronting Data Governance Issues 

• Confronting Data Quality Issues 

 

This result is shown in a hierarchy form in Figure 4.8.  These and other subcategories that evolved, 

provided a systematic understanding of the knowledge emerging from the data and culminated in 

the emergence of the categories described in the next section and the final typology presented in 

Section 4.8 and Chapter 5.  

BN_Driving Consistency 

IM_Delivering Scalability 

BN_Delivering Agility 

BN_Improving Business Processes 

Delivering Agility 
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Figure 4.8: Company C – Hierarchy of Codes, Major Codes and Subcategories (a cross-section). 

  

4.4.2.2 Categorisation - Categories 

Through the same categorisation principles described in the previous subsection, implementation 

challenges related to the subcategories (SCAT) were compared and hierarchically organised 
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alongside the initial codes and major codes into a category (CAT) (see Figure 4.9).  In Company 

C, these five SCATs derived from the previous section and shown below are all related.  

 

• Challenging Solution Complexity and Cost 

• Confronting Project Governance Issues  

• Confronting Data Governance Issues 

• Confronting Data Quality Issues 

• Partially Considering RBM 

 

They all impeded implementation of the BDAS. Inadequate cost provisions left the project team 

short of funds to cater for the entire project delivery, including engaging external and internal 

resources when required, investing in robust technologies and funding vital business change 

management activities. The complexity of the solution – due to multiple interfaces, data sources, 

different technologies and suppliers – remains a challenge to Company C and the other two case 

companies. Project delivery management and data governance issues shown in Figures 4.8 and 4.9 

all affected the smooth delivery of the project. Poor data quality led to an increased timeline due 

to the challenges with legacy data and differing data sources. Delivery management, data 

governance and data quality, among others, were highlighted by Halaweh and Massry (2015) as 

major indicators in a successful BDAS project delivery (Halaweh & Massry, 2015), while  Al-Sai, 

et al. (2019) and Raut et al. (2021) highlight all identified SCATs in different forms except solution 

complexity and the lack of consideration for RBM. Thus, the findings of this research are in sync 

with some existing literature. 

 

Similarly, the non or partial consideration of the company’s business models became a challenge 

during the adoption phase of BDAS project implementation. Changes and new ways of working 

triggered by the new solution were not planned for and hence led to some business disruptions, 

especially in companies A and B. This is a finding that is missing in most extant literature including 

Halaweh and Massry (2015) and Raut et al., (2021). Consequently, all five SCATs are grouped to 

form the category (CAT) identified as ‘Constraining Factors’, thus fulfilling one of the main study 

objectives of identifying the challenges with the implementation of BDAS in retail companies, as 

they are all challenges faced in this implementation and experienced at different levels across the 
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three case companies. In a similar vein, other subcategories that evolved in Company C are grouped 

into categories as shown in Figure 4.10. A total of six categories are derived as shown. 

 

Applying the same principles to the major codes and SCATs from the other two case companies, 

the same six categories were derived for Company B and Company A, but with slightly varying 

subcategories and a different number of references, as shown in Figures 4.11 and 4.12. The most 

significant categories across all three companies are Business Model outcomes, Technology 

outcomes and Constraining factors. The detailed analysis and cross-case analysis are described in 

Chapters 5 and 6 of this study. 

 

Figure 4.9: Company C - Hierarchy of implementation challenges codes, major codes, SCATs and CAT  
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Figure 4.10: Company C - Hierarchy of Subcategories and Category 
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Figure 4.11: Company B - Hierarchy of Subcategories and Category 
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Figure 4.12: Company A - Hierarchy of Subcategories and Category 
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4.4.3 Theoretical Coding 

The initial coding, while subjective, is largely systematic and inductive. In this phase, the collected 

data was split into short meaningful phrases, lines or short paragraphs and were allocated coding 

nodes. These codes were reviewed, and some were merged and/or subsumed in some cases, based 

on relationships or similarities. Correlated codes were then linked by clustering or grouping them 

into major codes. In the focused coding phase, the data within the clusters or major codes was 

analysed further and grouped into categories. Also in this phase, the categories and properties were 

defined as part of the elaboration process and theory formulation process. The third phase was 

theoretical coding, often referred to as conceptual coding. It is the process of deriving the main 

theme of the study, which is called the central or core category in GT research. It “consists of all 

the products of analysis condensed into a few words that seems to explain what this research is all 

about” (Strauss and Corbin, 1998:146). It entails the integration of derived codes, categories and 

memos to create an abstract central/core category, upon which the theory is constructed (Charmaz, 

2014; Glaser, 2002). At this stage, the conceptualisation process also built on the perceptions 

documented in the memos from the interviews and the coding process (see Figure 4.13), and the 

emerging concepts were compared to those found in existing literature.  

 

Figure 4.13: Conceptualisation process for Central Category derivation 

 

In deriving the composite theoretical output, all categories and concepts were systematically woven 

around the central category, the one that indicated the theoretical explanation for the phenomenon 
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emerging from the study (Corbin and Strauss, 2014:188). Their relationships, dimensions and 

properties were clearly established. The initial coding and focused coding all led to this last stage 

of coding heralded in the central category that was in itself an abstraction. Figure 4.14 illustrates 

the culmination of the coding phases into the central category of this study. The central category 

of this study is “Responsive Delivery Distillation (RDD)”, and the derived theory is discussed in 

the next chapter. The connecting lines and block arrows illustrate the mapping between the 

categories and each other, and the central category plus the defined properties. The properties and 

the associated dimensions are discussed thoroughly in Chapter 5 alongside the derived theories.  

 

Figure 4.14: Derivation of Central/Core Category 

 

 



 

 

157 

4.5 Situational Analysis     

Situational analysis is one of the ways to further analyse the theoretical codes applied in this study 

(Clarke et al,. 2017; Wicks, 2017). The significance of the context became apparent in the early 

stages of the study as varying implementation challenges and success enablers emerged. The speed 

of BDAS delivery against the plan and level of success was influenced by the enabling environment 

and the pre-project kick off work carried out by the project sponsors or business users. Many 

scholars like Clarke et al. (2017), and Strauss and Corbin (1998) have long advocated for the 

analysis of existing conditions where social processes are involved; nevertheless, it has remained 

a topic of additional research methodology contention. GT studies profoundly focus on processes, 

through the discovery of Basic Social Processes (Glaser, 2007b; Rennie, 1998). A few scholars in 

this domain, such as Glaser (2002), have underscored the significance of this process analysis and 

voiced concern that the shifting of focus to the situation will decrease the generalisability of the 

GT study, leading to outcomes that are not authentically theoretical but merely descriptive. In 

contrast, Strauss and Corbin (1998) considered the initial context or current situation, and the 

outcomes of the social processes of major significance. This study adopts the stance of Strauss and 

Corbin (1998), hence situational analysis was adopted as one of the analytical tools used in the 

course of the study.  

 

Situation Analysis is a technique adopted in studies like GT to supplement the coding phases with 

additional analysis and not replace them (Clarke, 2007). The technique inspires the researcher to 

undertake a wider evaluation of the actors or participants, social factors, and socially created 

presumptions as well as the environmental factors, thus facilitating contextually-oriented (Heath & 

Cowley, 2004) behavioural patterns to become apparent. Thus, this research focusing on the BDAS 

implementation challenges and success enablers in the three case companies was situated in a large, 

matrix-structured and diverse environment. A large proportion of the collected data describes the 

backgrounds and particular situations, rather than processes, although inferences are made to 

existing processes by the actors. The effect of the varying context (existing background and 

underlying conditions) on ensuing behaviours was acknowledged as being vital at the initial stages 

of the study, and any bid to take a broad view of these processes to an overly varied array of 

contexts would be improper. Consequently, situational analysis was utilised to facilitate the 

distinction between the different actors, situations, events, processes, conversational constructions 
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and the outcomes. Subsequently, the organisation of the initial codes became more logical, giving 

room to the recognition and categorisation of the processes. The process typology resulting from 

this set of analysis is shown and discussed in Chapter 5.  

 

In summary, situational analysis is a supplementary technique for GT studies applied in this study 

to enhance the reliability of the study and quality of the outcome. It utilises three key mapping 

techniques, each a little different in approach and purpose; situational maps, social world maps, 

and positional maps (Clarke, 2007). All three techniques were applied in this study. The following 

subsections provide highlights on these techniques and their impact on the study. 

 

4.5.1.1 Situational Mapping 

Situational mapping is a technique that sets out “major human, nonhuman, discursive and other 

elements’’ (Clarke 2003:559) and relationships between these elements in the situation being 

analysed. In other words, the technique enables the discovery and classification of all the actors 

(human and non-human), situational (external) factors and discursive constructions (Clarke et al., 

2017). Situational mapping occurs in three successive stages: the first being the ideation mapping 

of the identified unstructured elements. In the second stage, the elements are ordered into pre-

defined categories. The third stage ensues with the consideration of relationships between the 

elements. In this research, situational mapping was useful and enabled the identification of the 

variety of actors involved or pertinent to the research; an activity set that fostered the simple and 

purposive sampling applied in the study.  

 

Situational mapping equally encourages the researcher or analyst to consider omitted and inactive  

participants (Khaw, 2012). Accordingly, this inspires researchers to consistently review and reflect 

on omissions in the current dataset, and not be propelled exclusively by the codes developed from 

already acquired and analysed dataset. Therefore, this viewpoint helps to guarantee that affected 

participants are duly studied, as is the case in this research. In this research, some omitted 

participants were discovered during pilot and Company A’s interviews, and the 

simple/convenience sampling was applied multiple times to include purposively selected business 

owners, that is, department and business unit heads and directors using the deployed BDAS, and 
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representatives of the projects that were dependent on the BDAS. The results of the analysis are 

discussed in Section 5.4.2 and the associated situational map shown in Table 5.3. 

 

4.5.1.2 Social World/Arena Maps  

The social worlds/arenas mapping technique facilitates the analysis of the strategic, tactical and 

operational organisation of individuals, groups and associations in relation to the arrangements, 

hierarchies and stratification in place in the current situation (Clarke et al., 2022:241; Pérez & 

Cannella, 2013). The technique helps in the detection of the overlap between social worlds and 

enhances the quality of interpretation of situations underpinning the study. The resulting arena 

maps assist the researcher in the more accurate definition of the scope of the study, while offering 

a graphic view of the important actors and groups involved in the study. The output of the analysis 

is discussed in Section 5.4.1 and the resulting worlds/arenas map shown in Figure 5.2.  

 

4.5.1.3 Positional mapping  

Positional mapping essentially comprises a variety of viewpoints on issues of contention or those 

that are hidden in the situation under study (Clarke et al., 2022:134; Khaw, 2012). Rather than 

serving the purpose of analysing discourses, positional maps account for the range of positions 

present in a situation, whether oppositional, dominant or marginalized (Clarke, 2005). These 

positions also include those not taken in the particular situation studied. Most importantly, the 

positions are discursive, not individual or group articulations (Clarke, 2007a).  

 

When viewed as a whole, the positional map provides an important mode of critical situational 

analysis that exposes varying, oppositional, and invisible positions within hyper-capitalist contexts. 

The purpose of positional mapping is to open discourses, thereby decentring and disarticulating 

them from sites of production (Clarke, 2007a). This disarticulation creates new positions for further 

in-depth analysis as well as critical activism. 

 

 It helps in uncovering the variety of positions found in a situation, which could be marginalised, 

dominant or oppositional, rather than mere analysis of the discourses (Clarke, 2005:126). For 
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instance, the issues considered as challenges in the BDAS implementation in Company A turn out 

to be success enablers or the drivers for the BDAS implementation in Company B. Thus positional 

mapping is beneficial, not only in facilitating the recognition and categorisation of different 

perceptions that emerge in the study, but also in leading to the possible creation of new positions 

that will require the researcher to embark on further in-depth analysis (Pérez & Cannella, 2013).  

 

Furthermore, the resulting positional maps from this analytical technique, like research memos, are 

not meant to be published (Clarke, 2005), but rather to serve as an additional means of critical 

situational analysis that enhances the perceptions and reliability of research output. In this study, 

positional mapping was used to investigate potential relationships between the initial codes, major 

codes and subcategories, identifying potential moderating variables of BDAS implementation 

processes. 

 

4.6 Use of Memos  

The significance of memo writing is highlighted in all variants for GT. Memo writing documents 

are used to document the researcher’s reflections on: the coding process; the evolution of major 

codes and sub-categories; perceptions on the environment of case companies and their peculiarities; 

interviewees’ views hidden in data; emerging topics; evolving patterns, themes, categories and a 

central category, all leading to the formulation of theory. “Memos are sites of conversations with 

ourselves about our data” (Clarke, 2005:202) and designated as “the pivotal intermediate step 

between data collection and writing” (Charmaz, 2006:72). Memo writing is used in all phases of 

this study from conceptualisation and literature review phases to interviews, post-interviews, data 

analysis, retrospectives and personal reflections, and final documentation of the study. 

 

Throughout the study, memos were written in a mix of paper journals, Microsoft OneNote (enables 

easy access via different platforms, i.e., phones, tablets, laptops, desktops) and all transcribed into 

Nvivo version 12 used for the data analysis. During the analysis phase, memo features of Nvivo 

were used, uniquely linking memos to collected and analysed data. Another kind of memo used in 

the study are annotations, a feature in Nvivo that easily links annotations to shorter or smaller data 

fragments. Both memos and annotations provided rich data and insights during the study especially 
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towards the final stages of central/core category formulation and theory creation. Figure 4.15 shows 

a sample of a memo written during the category formulation.  

 

 

Figure 4.15: Extract from Nvivo of a sample memo 

 

4.6.1.1 Annotations 

A cross-section of the transcript of the interview with the Director of Technology and Change in 

Company A is shown in Figure 4.16. The first and the third annotations relate to the facts and his 

views on the impact of BDAS to the company’s business model. This director is accountable for 

every technology initiative and the resulting changes to organisational processes. The annotation 

captures the scepticism of the organisation towards the BDAS implementation and the mindset of 

some of the leadership team members towards the delivery and anticipated benefits as well as the 

impact. It also shows that no impact analysis was carried out on how the BDAS would affect the 

business model. All these provided vital input into coding, categorisation and findings.  

 

Similarly, the second annotation portrays his slight disappointment in not securing a strategic 

executive buy-in for the project, hence a tactical approach to the delivery was adopted. This turned 

out to be one of the main reasons the BDAS implementation got off the ground in Company A. If 

he had waited for executive buy-in to adopt a strategic delivery approach, where the impact analysis 

on the company’s business model was carried out and the scope of BDA solutions was expanded 

to cover the areas of need, the project would never have commenced. 
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Figure 4.16: Extract from Nvivo of sample annotations 

 

4.7 Application of Computer Assisted Qualitative Data Analysis Software 

The QSR Nvivo12® research data analysis software solution was used in the study for data 

repository and the core analysis. Computer Assisted Qualitative Data Analysis Software 

(CAQDAS) usually offers intelligent software platforms that ease off or almost eradicate the 

onerous tasks of manual coding on paper, retyping texts, making drawings, linking different aspects 

of data and even referencing, in qualitative research. However, reservations about the use of 

CAQDAS in qualitative research have existed for some time now. The concerns have been that the 

use of the software in coding may result in fragmentation and loss of original meaning (Bryman 

2016; Bryman & Bell, 2011). However, many researchers like Bryman and Bell (2011) 
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acknowledge that several of these concerns were expressed before 2000 and the advent of the 

internet and cloud computing. Since then, the sophistication and features of CAQDAS tools have 

changed considerably, assisting researchers to deliver high quality work more efficiently. 

Researchers like Bazeley and Richards (2000), Bringer, Johnston, and Brackenridge (2006) and 

Richards and Morse (2013)  have encouraged others to use the CAQDAS tool and have published 

a number of articles and books on the adoption of this tool for qualitative research including GT 

work.  

 

The researcher adopting GT is often encouraged to include different stages of coding, memo 

writing, annotations, drawing diagrams and modelling in data analysis. As a CAQDAS solution is 

capable of facilitating the overall iterative process of data transcription, collection, analysis, and 

theorising, it is also built to enable all stages of data coding and analysis including associated 

iterations (Bringer et al., 2006).  For this study, Nvivo 12 enabled ease of storage of research data, 

especially interviews or raw data, annotations, memo writing, linking all these together. It also 

enabled the coding of the data at different stages and navigating through the different stages of the 

codes. The links between codes, nodes, memos, annotations and documents expediated the iterative 

process as the analysed data was interwoven with ideas from linked documents, memos and 

annotations.  

 

Academic papers and primary data were distinctly coded, applying different coding hierarchies. 

Separating the tools helped to ensure that the codes related to academic literature had no effect on 

the primary data and the inductively derived codes and categories. The coding of academic 

literature aided the theoretical sensitivity of the study and triangulation. Nvivo’s advanced query 

feature was applied in ensuring that there were no duplicate codes and categories. This feature also 

helped in comparisons between company cases and in the cross-case analysis. The unique 

diagrammatic and computational features helped with the creating of maps, word clouds, and 

different analytic diagrams that assisted the analysis and findings.   
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4.8 Theory Presentation 

The aims of GT research and the structure of the theoretical outputs depends on the epistemological 

standpoint adopted by the researcher. In the bid to lay further foundations for the theory that 

emerged in this study, that is discussed in Section 5.3, this section discusses the constructivist 

approach adopted in this study and briefly highlights its distinction from the objectivist variant. An 

effort is made to delve into the comparison of the desirability of the theoretical proposition versus 

a more interpretative theoretical product.  

 

GT, particularly in its current pragmatic forms, offers an exploratory, expository or descriptive 

method involving a “set of concepts related together through logical patterns of connectivity” 

(Birks & Mills, 2015:110; Bryant & Charmaz, 2010:31; Burns et al., 2022). Remarkably, 

researchers like Birks and Mills (2015) exclude the predictive component in the presentation of the 

research output. However, taking into cognisance the assertions of the originating scholars of GT, 

a GT study can be reported “either as a well codified set of propositions or in a running theoretical 

discussion, using conceptual categories and their properties” (Glaser et al., 1968). Offering the 

researcher the choice of reporting an evolved or evolving theory as a ‘codified set of propositions’ 

has a positivist inclination, whereas the theoretical discussion is preferable and tends towards the 

constructivist view. The theoretical discussion is preferred by these authors because it is easier to 

comprehend and tends not to put the theory “in a box” through a set of propositions. Moreso, it 

tends to lead to a richer output, providing additional opportunities for elaboration plus 

advancement. Consequently, Glaser et al. (1968) foresaw qualitative research and associated theory 

reporting or presentation as an animate process and object that involves several progressive stages 

of conceptual and theoretical development.  

 

On the other hand, studies resulting in propositions are “less complex, dense and rich and more 

laborious to read” (Hyman, 1982). Bacharach (1989), Cook and Reichardt (1979) and Hyman 

(1982) all argued that studies aimed at creating theories are conceptual and not realistic. The 

authors went on to assert that theory has to be presented as a set of abstract concepts and 

relationships (Bacharach, 1989; Burns et al., 2022), without dimension models and 

operationalisation (Kubota et al., 2021; Sebeelo, 2022). The authors’ argument, in contrast to 

propositions, is one of premature closure of enquiry. With propositions, the study objectives divert 
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from theoretical elaboration to theory testing and validation, leading to limitations or restrictions 

on conceptualisation or theory creation. Consequently, the authors recommend that the theoretical 

research proponents must withstand the natural urge to proffer comprehensive sets of propositions. 

Charmaz (2006) went a step further to lay emphasis on the avoidance of propositions, while 

favouring perceptions over elucidation, due to the possible link elucidation may have with 

proposition. Adapting these principles to this GT study, elucidation is still preserved with the 

application restricted to the elaboration of emerging theories, an alternative to conceptual 

propositions. 

 

Furthermore, in presenting the theory that emerged from a GT study, the contextual scope of the 

theory should be taken into consideration.  Concepts emerging from GT studies are often presented 

as substantive theories (Glaser, 2002; Turner & Astin, 2021), when confined to specific contextual 

studies. Although a formal theory relishes broader applicability, a substantive theory is the one 

offering profound perceptions in the complicated academic and non-academic worlds, which aligns 

with the objectives of this qualitative research. The exactitude and depth of substantive theory 

nonetheless can lead to complexity, therefore substantive theory should be “understandable to the 

people working in the substantive area” (Glaser & Strauss, 1967:239-242). Consequently, in the 

bid to foster clarity of understanding, the renowned scholars in this area of research methodology, 

especially Skilton (2011), recommend three sets of activities to create effective conceptual writing. 

Firstly, explanation with theoretical entreaties should be considered to ensure that the right 

conceptual steps, clarity and thoroughness are followed in the evolution of the theories.  Secondly, 

distinctions and variations are expected to instigate the challenging of existing theory, thus leading 

to new discoveries and theories, and improvements of existing ones. Finally, a balance needs to be 

sought between illustration, conceptualisation and abstraction, in order to avert a definition being  

based-on illustration alone. While illustration helps to simplify abstraction and provide a link to 

the real world, it should not diminish or destroy the hypothetical aspects of the theories and/or 

concepts it seeks to describe. 

 

Consequently, the evolved theory in this study is presented in the form of a central or core category 

that personifies the concepts derived from primary and secondary data. The attributes and 

dimensions of the concepts and their correlations are examined and discussed in the next chapter, 
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and in Section 5.3 specifically. The research output is substantive, practical and applicable, relating 

to BDAS implementation challenges referred to as constraining factors, implementation enabling 

factors and impact on RBM in line with research objectives. The research objective is not for the 

output to be a formal theory, but to lead to an output that is clearly descriptive with the possibility 

for elucidation in associated BDAS implementation settings. 

4.9 Research Quality Assurance 

The establishment of processes for ensuring the credibility and trustworthiness of research from 

the onset is vital, regardless of the GT variant adopted.  The quality assurance method should align 

with the adopted research paradigm and methodology. Many researchers, including Lincoln & 

Guba (1985), Turner & Astin (2021) and White et al. (2012) have discussed the significance of 

quality assurance in research work and proposed different approaches. This study adopts the 

approach proposed by Lincoln & Guba (1985) and Turner & Astin (2021). The suitability of this 

approach to GT study and the quality assurance steps taken are discussed in the following section. 

 

4.9.1 Ensuring validity of GT Studies  

Some proponents of GT have written about adopting the canons of validity to the theory generation 

process instead of theory testing post evolution. Among all the GT studies, Glaser and Strauss’s 

research stands out. Glaser (1978), and Glaser and Strauss (2017) highlighted the need for validity 

and quality assurance in the theory evolution process and not in the verification of theoretical 

output. The authors emphasised that the quality of the output of a GT study is established by the 

systematic and comprehensive procedures through which the validity of conceptual outcomes is 

established via associations with primary data. Therefore, quality assurance focuses on the process 

of theory generation instead of the outcomes, as various researchers will justifiably interpret the 

same data differently.  

 

On the other hand, Binder &Edwards (2010) looked at quality assurance in GT studies from a 

positivist viewpoint. They highlighted that while quality issues may impact the tentativeness or 

comprehensiveness of ensuing theory in a GT study, they will also impact the authenticity of an 

entire theory testing study (Binder & Edwards 2010). Previous variants of GT are deemed 
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appropriate for the postpositivist paradigm, and are thus suitable for the quality criteria applied to 

studies adopting the positivist approach (Guba, & Lincoln, 1994). However, Glaser and Strauss’ 

assertion that these positivist inclined quality criteria should not be applied to theory evolution 

studies implies that they are not well suited for constructivist leaning GT studies (Glaser, 1978; 

Glaser & Strauss, 2010, 2017). Therefore, to provide a strong foundational background to the 

choice of quality assurance approach in this study, the subsequent subsections assess the 

applicability of the conventional approaches to ensuring the validity and reliability of the study, 

including the adapted options. 

 

4.9.2 Methodical rigour in this GT study  

As a sequel to the brief discussions on the conventional quality assurance criteria in qualitative 

research in the preceding sections, the trustworthiness criteria evolved by Lincoln & Guba (1985) 

,which have been adopted for this study, are discussed in this section. Additionally, the reasons for 

this choice, and the  interpretation and application of the criteria to this study are discussed. To 

foster the validity and reliability of qualitative research, the authors developed a rigorous set of 

checks and quality assurance criteria called “the Quad-Dimensions Criteria” (QDC), comprised of 

credibility, dependability, confirmability and transferability, as described in Table 4.7. In this 

study, these criteria have been adapted on a point-by-point basis through the selection of the 

approaches applicable to the study systematically, as illustrated in Table 4.7. 

Table 4.7: Key QDC approaches (adapted from Lincoln & Guba, 1985; Turner & Astin, 

2021) 

Rigour 

Criteria 
Purpose 

Original 

approaches 

Approaches applied in this study 

to achieve rigour 

Credibility Respondents’ validation and 

triangulations 

(indication/multiple data 

sources/diverse analytical 

perspectives).  

 

Lengthy and 

wide-ranging 

engagement with 

each case  

Researcher engagement per case 

company spanned an average of 3–

5 months to establish contact, sign 

Non-Disclosure Agreements 

(NDAs), introduce the researcher 

to key contacts (induction) and 

engage with participants during 

face-to-face interviews and post 

interview conference calls. 

 Establishing the assurance 

that the output (from the 

respondent’s viewpoint) is 

Applied 

interview 

methods and 

techniques 

Interview procedure tested after 

study pilot and in the first case 

company’s induction meeting – two 

pilot interviews. 
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accurate, trustworthy and 

convincing. 

  Establishing 

researchers’ 

ability 

Researcher has over two decades of 

experience in IT, Project delivery 

and retail, hence, has the required 

knowledge; and research skills to 

collect the data acquired 

  Collection of 

implicit case 

materials 

Interviews were captured through 

contact summary notes, transcribed 

to Nvivo for storage and analysis. 

  Peer debriefing Debriefing was carried out with 

research supervisors on a monthly 

basis during the data collection.  

  Triangulation  Multiple data sources with an 

average of eight interviewees per 

case company.  

Documents and brochures obtained 

from case companies. 

Codes and categories linked back to 

literature.  

Dependability Ensuring the output of the 

qualitative research is 

repeatable, i.e., inquiry 

happened in similar setting 

with the same group or 

participants under same 

underlying conditions. 

Detailed 

description of the 

study procedures 

Six Halparn categories of auditable 

products applied. 

  Establishing an 

audit trail 

All data and associated analysis 

recorded and traceable in Nvivo 

version 12 

  Stepwise 

replication of the 

data 

Procedure applied for raw data 

collection through to central 

category evolution documented, 

traceable and can be reused. 

Confirmability Extending the certainty that 

the output of the study 

would be substantiated by 

other scholars. 

Reflexivity Utilised reflexive memos and 

monthly review meetings with 

supervisors and peers. 

Data from three different case 

companies. 

 Demonstrating good faith in 

the results’ generation 

processes and showing that 

the results are 

uncontaminated by personal 

values and opinions. 

Triangulation Several triangulation techniques 

(methodological, data source, 

interviews and linkage to existing 

literature) applied. 

Data from three different case 

companies. 

   Positive and negative cases and 

stories considered during the 

interview and analysis 

Transferability The degree to which the 

results can be transposed to 

or substituted in other 

settings. 

Purposive 

sampling to form 

a designated 

sample 

A combination of two sampling 

techniques were used - 

convenience and purposeful 

sampling. 

 Full details on research 

background and period so 

other researchers can make 

Data saturation Qualifications of operational and 

theoretical data saturation. 



 

 

169 

their own decisions on the 

transferability. 

 

4.9.2.1 Credibility 

Credibility, in a GT context, is the true interpretation of the data collected from participants’ 

interviews during the study. It also includes the validation of the origin of other study data such as 

annual financial reports, internal communication materials, project documents, white papers and 

emails acquired outside of the interviews (Burns et al., 2022; Deepa et al., 2022; Giles et al., 2016; 

Turner & Astin, 2021). The following steps were taken to ensure credibility of the study: 

 

Data accuracy and referential adequacy materials 

Data accuracy is catered for in the study by using a contact summary sheet for taking notes during 

the interview. The notes are reviewed immediately after the interviews and transcribed into Nvivo, 

to safeguard the fidelity. Additionally, following the recommendations from Lincoln and Guba 

(1985), more data other than those from interviews were collected from the three case companies. 

The data helped the researcher to better understand the backgrounds of the case companies, and 

the wider context under which BDAS projects were undertaken, as well as aiding the interpretation 

of the interview data (Guba, 1981; Lincoln & Guba, 1985; Turner & Astin, 2021). The data also 

helped in triangulation and were securely stored during the research and for future use. 

 

Prolonged engagement with each case company 

The researcher was privileged to have a prolonged participation by the case companies throughout 

the research period. Each case company received introductory materials that contained the 

background details of the study, interviewee consent forms and interview procedure (see Appendix 

1). The researcher worked in Company A at the start of the data collection stage and needed no 

introduction. However, for companies B and C, introductory material was sent to each interviewee 

4 - 6 weeks before the interview. In those companies, the researcher was introduced to key contacts 

who were Director level employees. Non-Disclosure Agreements were signed after initial meetings 

to introduce the study. The initial contacts helped the researcher to understand each case company’s 

peculiarities and provided time to choose and become acquainted with the study’s participants. 

Later, introductory materials were issued to the identified study participants/interviewees prior to 
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the interviews, which spanned over 12 months across the three companies. This process paved the 

way for the researcher to understand the case companies’ settings and the participants’ perspectives 

and predispositions. Additionally, it served as a means of introducing the study to the interviewees 

prior to the interviews. 

 

Interviewing techniques 

To ensure the trustworthiness of the collected data and consequent results, steps were taken to 

standardise the level of awareness and research protocol. The researcher conducted introductory 

pilot sessions via pilot interviews with key contacts before visiting the sites for the face-to-face 

interviews. The pilot interviews helped to refine the overall process by helping with understanding 

the settings, interview durations, organisation of the questions and general structure of the 

interview sessions. 

The semi-structured interview format made room for a relaxed atmosphere, flexibility and 

emphasis when required. The interview protocol comprised a number of prompts that gave the 

interviewees room to expand their answers and provided the opportunity for requesting more 

information where appropriate. A sample of the interview protocol is shown in Appendix 2. 

 

Establishing researcher’s authority 

Miles et al. (2020:293) enlarged the concept of trustworthiness of the researcher’s authority as a 

“human instrument” and recommended the researcher acquire certain qualities:  

• Understanding of study background: Before embarking on the study, the researcher had 

acquired some years of experience in Information Technology project execution and spent 

three years building research experience through supervision and pilot studies before the 

interviews. 

• Investigative and analytical skills: The researcher had been exposed to quantitative and 

qualitative data collection in academic research prior to commencing the study. This is 

evident in his MSc thesis where Schlumberdger, an oilfield service company, was the case 

company. The research entailed travelling to Holland and Scotland and holding several 

conference calls with company staff in three locations across the globe to collect 

quantitative and qualitative data for the design of their Logistics Distribution Network.  
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• Competency in conceptualising large datasets: In addition to skills acquired in his day-

to-day activities as a project manager of a FTSE 100 company, the researcher acquired 

qualitative data analysis skills during his Masters degree programme. His professional 

experience as a Project Manager also involved reviewing and analysis of large datasets 

using diverse tools like Microsoft Excel and SQL.  

• Competency in flexibility of approach: The multifaceted background of the researcher in 

Information Technology (IT), project management, data analysis, people management 

skills and enterprise organisational transformation change programme implementation 

enabled the exploration of different theoretical perspectives and the use of wide-ranging 

approaches to interpret the results. 

These qualities helped to ensure a consistency in the collection of data from the three case 

companies (Miles, et al., 2020). 

 

Peer debriefing 

Several separate debriefing sessions with key contact persons in the case companies and with 

research supervisors took place during the data collection and analysis. The researcher was asked 

at different stages to reflect on and discuss the conceptual analysis framework, key concepts 

identified, and eventually the major codes, categories, central category and findings.  

 

4.9.2.2 Dependability 

This criterion was applied to the study and helped to drive the assurance that the results would be 

reproducible if the research was to take place within the same or similar group of participants, 

environment and context. As part of ensuring the requisite rigour and assurance was applied to this 

study, the steps discussed below were taken as part of dependability: 

 

Establishing an audit trail  

Steps were taken to establish and maintain an audit trail in this study. This started with the 

establishment of the study as a project in Nvivo 12, recording the collected data in the project space 

and maintenance of the data and analysis in Nvivo and the University’s cloud based secure storage. 

The major phases of the data coding and analysis were first agreed with the supervisors, and as 
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themes emerged during the coding, they were also reviewed with the supervisors. Also, data 

collection and analysis progress were reviewed with the supervisors on a monthly basis. 

Clarifications were sought in the modifications of the coding system to ensure consistency of 

concept derivation during the analysis. The code books, an example of which is shown in Appendix 

4, were modified several times during the coding cycles. Flow charts, mind maps and system 

generated diagrams in Nvivo were used to verify consistency and allowed for the traceability of 

facts between the raw interview data and emerged codes (Whiting & Sines, 2012). 

 

Additionally, the audit trail process recommended by Lincoln and Guba (1985) for achieving 

confirmability and enhancing the credibility of the findings was adopted in this study, as shown in 

Table 4.7. The segregation of the raw data on contact summary sheets (hardcopy and put away), 

the use of Nvivo software which has different tools and features within the application instance, 

(e.g., raw data, memo, codes, nodes), helps with end-to-end traceability. Thus, the research findings 

can easily be traced to the codes and raw within the Nvivo application (Schwandt & Halpern, 1988; 

Turner & Astin, 2021). 

Table 4.8: Study audit trail adapted from the Halpern Categories (Lincoln & Guba, 1985) 

S/N Audit Trail  Auditable Study elements 

1 Raw data Handwritten interview notes are scanned and stored 

in the cloud file storage, transcribed into Nvivo. 

Other pre-interview meeting notes and collected 

data sources are also uploaded to Nvivo 

2 Data reduction and analysis products All data analysis was done in Nvivo, and the results 

were stored there. Data fragments linking back to 

transcripts retained.  

3 Data reconstructions All codes, major codes, subcategories, categories 

and central code were all derived in Nvivo, 

traceable and auditable. All with descriptions and 

theoretical memos linking back to each other. 

4 Procedure notes Memos, annotations, procedure notes; all stored in 

Nvivo version 12 used for the study. 

5 Materials relating to intentions and 

dispositions 

Retrospective memos, mind maps on dispositions, 

theoretical underpinnings, concepts and ideas 

6 Tool and methods development Interview prompts, contact summary notes, 

protocols, hypothetical sampling notes and memos. 
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Study procedure 

The study evolved from a structured review of the existing literature in BD, BDAS, RBM and 

project delivery. A comprehensive draft of the study procedure was delivered and reviewed with 

the supervisors. Subsequently, a final draft was reviewed and agreed with supervisors after a few 

iterations. All changes and revisions of the research procedure were documented and traceable to 

maintain consistency. 

 

4.9.2.3 Confirmability 

Reflexivity and triangulation were the two major processes utilised in ensuring confirmability in 

this study and both are described below: 

 

Reflexivity 

The researcher ensured that both positive and negative cases were taken into consideration during 

the data collection and analysis process. The value lens encouraged interview dialogues about 

successful and failed project implementations as well as BDAS adoption. Participants in the three 

case companies were encouraged to tell both the negative and positive stories, which also enhanced 

the richness of the data collected. 

 

In the analysis phase, different perspectives were brought to the data interpretation. Data coding 

covered BDAS implementation success enablers and implementation issues (constraining factors), 

impact on RBM and lessons learned. The coding of a range of positive and negative constituents, 

although all tied to research questions, signified that the developing concepts could be evaluated 

alongside confirmative and non-confirmative data. 

 

Additionally, a reflexive journal was maintained in Nvivo, to document findings and observations 

relating to sensitive subjects, conflicting ideas and possible ethical concerns that could influence 

the data analysis. These were discussed in the monthly sessions with research supervisors. The 

initial reflexive journals provided additional mechanisms for minimising the constraining influence 

that the researcher’s preconceptions might have on theory evolution. 
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Triangulation 

Triangulation means considering the results of the data analysis or the same phenomenon from 

more than one data source. Information or knowledge coming from different perspectives can be 

applied in the validation, elaboration or elucidation of the research questions (Decrop, 1999; 

Denzin, 2012). It reduces personal and methodological prejudices while enhancing a study’s 

generalisability. The following four triangulation processes were utilised in implementing 

trustworthiness in this qualitative study: method, data source, investigator and theoretical 

triangulation. These are often called Denzin’s four basic types of triangulation (Denzin, 2012).  

 

Methodological triangulation involves the use of multiple methods; in other words, different 

qualitative methods or a combination of qualitative and quantitative techniques, in studying a single 

problem. In case Company A, the researcher used pilot survey, thematic analysis, participant 

observation, review of internal company documents and semi-structured interviews; for Companies 

B and C, a pilot survey, thematic analysis, review of available company documents and semi-

structured interviews were utilised. Participant observation was applied in only Company A 

because the researcher was working there during the data collection period. 

 

Data source triangulation entails the application of different data sources in a study. In this study, 

peer reviewed journals were collected and reviewed. This was followed by the collection of 

interview data, then the case company annual reports and other data in the public domain. 

Additionally, the companies’ internal data including performance reports were also collected 

during and after the interviews. All these provided vital input to the analysis and aided 

triangulation. Furthermore, the writing of field notes after each interview, followed by phone calls 

to a few interviewees to clarify emerging themes and interpretations from data, formed part of the 

data triangulation. The notes shed more light on the textual content of certain questions that were 

not asked during the interview sessions and hence did not appear in the interview contact summary 

sheets. The researcher’s contact summary records, assorted memos and reflexive notes also formed 

part of the triangulation of that data sources in validating the collected data. 

 

Investigator triangulation is concerned with using several different researchers to interpret the 

same set of data. This was applied by reviewing codes, major codes and emerging themes with 

research supervisors during the monthly review sessions. Another type of investigator triangulation 
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applied was getting the researcher supervisors to regularly review the data gathering and analysis 

processes, frequently challenging and providing suggestions to ensure conformity with sound 

research practices. All these are to ensure consistency and rigour in the study procedure or process 

(Decrop, 1999; Denzin, 2012; Lincoln & Guba, 1985). 

 

Theoretical triangulation involves the interpretation of a set of data from multiple perspectives. 

This was achieved in this study by looking at the collected data from different disciplinary angles 

including IT, project management, business management, and organisational leadership. In the 

project management field, multiple theoretical perspectives were considered: project planning, 

benefits realisation management, risk management, procurement and resource management.  

 

4.9.2.4 Transferability 

The degree to which the study results were transferable to another background was the final 

element of Quad-Dimensions Criteria (QDC) for ensuring that rigor was applied to this study. The 

adopted sampling techniques and data saturation were used to achieve this. 

 

Purposive sampling  

As outlined in the methods table in Figure 4.6, the researcher applied a combination of two 

purposive sampling techniques – convenience and purposeful sampling – to ensure that the 

designated interviewees were true representatives of the diverse opinions, culture and vital 

stakeholder groups of the case companies in the different contexts that were studied. Consequently, 

the true representation became vital to the cross-case analysis discussed in the next chapter.  

 

Data saturation 

Operational and theoretical methods were employed to ensure data saturation was reached without 

compromising the quality of results. The operational method was employed in quantifying the 

number of new codes for each interview session over the period of the interview. Analysis indicated 

that most of the codes were identified in the case Company A interviews, which were the first set 

of interviews in this study, followed by a declining occurrence of the codes derived from the other 

interviews, those of Company B and Company C. 
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Theoretical saturation was achieved through a regular review of the derived codes as analysis 

progressed, the identification and iterations of variants of the emerging major theories and 

discussing them with research supervisors. The iterative analysis continued till the researcher could 

no longer evolve any new hypothesis or concept from the collected data, and all possible variants 

of the developing theory emerged (Bowen, 2008, 2009; Lincoln & Guba, 1985). 

 

4.9.2.5 Conclusion 

 

In an inductive analytical study such as this, the building of a theory often entails multiple sources 

of evidence brought together to define a construct. The described measures summarised in Tables 

4.6 and 4.7 were adopted in this study to establish its credibility and trustworthiness.  

 

4.10 Ethics 

The debates on different ethical viewpoints have remained the same since the 1960s (Bryman, 

2016; Bryman and Bell 2011). Bryman argues that what has changed is the governance instituted 

by institutions and research bodies to better control the research ethics. He went on to assert that 

universalism is one of the main ethical viewpoints that has stood the test of time and can be applied 

to controlled research.  Universalism implies that moral principles are commonly accepted and 

typical methods and methodologies are generally adaptable in all cultural, geographic and social 

contexts (Bryman, 2016; Burns et al., 2022; Kruger et al., 2014; Msoroka & Amundsen, 2018; 

Turner & Astin, 2021). It guarantees that a high degree of ethical standards is applied, and 

violations are not acceptable.  

 

The study described in this thesis has closely followed the university’s set ethical commitments to 

ensure that no damage or distress was caused to individuals impacted or involved. Similarly, all 

necessary steps were taken to mitigate identified commercial, data privacy, regulatory and 

reputational risks to the organisations involved in the study. The research-focused contacts with 

the case companies started after the receipt of ethics approval from the university’s ethics 

committee. Following the ethics mandate, the initial information issued to all interviewees was an 

introductory pack describing the objectives of the study, and a consent form seeking their 
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willingness to participate in the study (see Appendix 1). The consent form also made clear the right 

of each participant to withdraw from the study at any stage of the process. It was also made clear 

that no audio recordings would take place and all company information would be anonymised in 

the writeups. Consequently, contact summary sheets were used to capture interview notes and the 

researcher contacted a few interviewees after initial sessions to validate notes taken during the 

interview. 

 

Reciprocity was also raised as part of the ethics applied in the research. Reciprocity in the context 

of this study takes into account the synergies in concept generation and the potential mutual 

benefits that could emerge (Msoroka and Amundsen, 2018). Participants in the study did not seek 

any tangible benefit but were content with the mutual agreement for the researcher to share the 

research output with them. Additionally, a number of the interviewees commented that the research 

had been beneficial with the semi structured questions motivating them to think deeply about their 

current processes and initiatives. The reflections on and discussions of their delivery activities and 

impact of the solution to wider business led to these participants considering changes to their 

current proposed BDA solution mix, practices and culture. From an ethical stance, these actions 

were considered to be representative of reciprocity.  

 

Finally, all interviews were arranged to ensure minimal disruptions to the case company businesses. 

Dates were selected by the participants and fixed in such a way that the face-to-face interviews 

occurred on the same day whereas conference calls did not exceed more than two weeks.  

 

4.11 Summary  

This chapter discussed the application of the chosen methodology in this study following on from 

Chapter 3 that discussed methodology aligned to GT. The distinct phases of data collection, 

sampling and the use of the Nvivo tool for data storage and analysis were presented. Data analysis 

from initial coding through to formulation of the central category, the Responsive Delivery 

Distillation (RDD), has also been covered in this chapter. 
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Following the highlighted challenges on the use of GT in research published over the past decade, 

a comprehensive discussion on research quality assurance was incorporated in this chapter. While 

the customary canons of reliability and validity are not well suited for qualitative studies, the 

suitability of well-established substitutes were considered in detail and the gains of the inherent 

features of GT examined. Accordingly, the quality assurance methods adopted ascertained the 

trustworthiness and credibility of the study and ensuing results. This chapter also discussed some 

of the major concerns regarding many GT studies (Deepa et al., 2022; Foley et al., 2021; Glaser,  

2007; Glaser et al., 2013; Suddaby, 2006; Turner & Astin, 2021) and established this study as a 

consistent implementation of GT. The next chapter focuses on the findings of this study and 

discusses the cross-case analysis of the three case companies. 
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5   FINDINGS  

5.1 Introduction 

This study establishes a comprehensive set of behaviours, processes and practices through which 

retail companies implement BDAS to impact their business model and deliver business value. It 

reveals a model for the successful implementation of BDAS, the challenges encountered during 

the implementation and the impacts of the implemented solution on the retail business models. The 

impacts tagged as ‘outcomes identified’ included new technology platforms and diversity of 

changes to the business model for increasing the market share. The implementation challenges 

discovered ranged from the most severe (delivery management issues, solution complexity and 

change management issues) to the least severe (lacking data governance). 

 

In a constructivist GT study with a multiple case study approach, the major concepts are 

systematically organised into a central or principal abstract theme or category. Burns et al. (2022), 

Corbin & Strauss (2014) and Strauss & Corbin (1998) describe the objective of the central category 

as the abbreviating of all the results of analysis into a few words that depict the entirety of the 

research. This chapter therefore discusses the central category, its attributes, dimensions and 

properties. The social contexts of BDAS implementation are complicated and denoted through the 

abstract central category called Responsive Delivery Distillation (RDD), which incorporates six 

key properties. The first property, called organisational competency, is the implementation 

foundational property in which the pre-project initiation organisational arrangements, processes 

and actors are described. In the second property, referred to as the delivery perspective, the roles 

of the organisational strategy and perspectives in relation to BDAS are described. The third 

property, the delivery approach, comprises the project execution methodology and other factors 

adopted for successful implementation. The fourth one is the implementation challenges, called the 

constraining factors. These are organisational and technological issues impeding the BDAS 

implementation. Through the first three properties, these constraining factors are overcome to 

deliver the technology and business outcomes, which are the fifth and sixth properties respectively. 
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Consequently, this chapter begins with an introduction to the characteristics of the central category 

resulting from the study and moves on to describe each of the properties that make up the 

phenomenon, along with descriptive extracts taken from the empirical data. These descriptions and 

sections help to introduce the materials that are expounded in the discussion chapter. The 

organisational context in driving the right project delivery approach for mitigating existing 

constraining factors and ensuring the successful implementation of BDAS for the delivery of 

business value became the most significant theme in the overall findings (Capurro et al., 2021; Jin 

& Shin, 2020; Olabode et al., 2022b; Qi et al., 2022; Shah, 2022). At the end of each section, a 

summary of cross-case comparisons of the three case companies is provided. 

 

5.2 Case Companies 

As outlined in the methodology chapter, three anonymised retail companies were selected for the 

case study. Company A started its BDAS implementation in 2018 and access was easily given 

through the researcher’s consulting work in the company in 2018/2019. In 2016/2017 it had 

implemented a foundational BD platform on Microsoft Azure for future BDA solutions. Company 

B was selected because in 2017 and 2018 it was in the news for transforming its business model 

with the help of BDAS. In the case of Company C, for five years prior to the case study it had 

gradually built a data science function and reported this its annual reports from 2016. All three case 

companies were selected based on convenience and purposeful sampling methods. 

 

5.2.1 Case Company A 

This retail hospitality company began operations around 1900 and has close to two thousand outlets 

in the United Kingdom. It has been a leader in the UK drinking and eating out industry. In the 

financial year ended 28 September 2019 (the full year before COVID lockdowns) the company 

served over 120 million meals and close to 400 million drinks with a revenue of just over £2 billion. 

Its workforce was over 40,000 during the 2019 financial year. In the years following that one, the 

company was focusing on three priority areas: building a stable business, encouraging a more 

commercial culture, and propelling an innovation agenda. The BDAS initiatives with key 



 

 

181 

objectives of waste reduction, optimisation of inventory management and increasing of market 

share came under the third priority. 

 

5.2.2 Case Company B 

Company B is a retailer which had close to £1.5 billion revenue in 2020. The product mix included 

cycling and motoring products, with the associated on-demand services. The company has close to 

30,000 service centres in the UK, of which more than half of them are independent owners using 

the company’s brand under loose franchise agreements, but relevant to their specialised service 

offering. The company also has 750 outlets across the country that offer their products to 

customers. Additionally, it has close to 400 garages offering Ministry of Transport (MOT), minor 

car repairs, servicing, maintenance and winter checks. It also has over 300 vans with experts to 

bring services to customers’ homes. In recent years, it has built an integrated web platform and has 

begun to adopt BDAS to increase sales and improve customer satisfaction. At the time of the study 

visit, the retail company had implemented BDAS for market segmentation, store space 

optimisation and targeted advertising.  

 

5.2.3 Case Company C 

Company C is one of the UK’s major and leading retailers and the third largest retailer in the world 

by revenue, with revenue for the 2019/20 financial year, which ended on 29 February 2020 being 

over to £56 billion. The business is over one hundred years old and focuses on groceries and general 

merchandise. Its operations span five countries across Europe with close to 400,000 employees and 

a strong online presence in the UK, Ireland, the Czech Republic, Slovakia and Hungary. As a 

leading retailer, Company C serves many millions of customers every week, in stores and online. 

The company has built a strong in-house data science team for managing BDAS and has also 

expanded its service offerings to financial services and telecommunications solutions.  
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5.3 Central category: Responsive Delivery Distillation (RDD)  

The central phenomenon of social interaction through which BDAS may be successfully 

implemented in a retail company is denoted in this study as Responsive Delivery Distillation 

(RDD), whose six properties or attributes are briefly described in Table 5.1.  RDD involves an 

array of processes, adoptable for the successful implementation of a BDAS solution to deliver 

business value for a retail company. Its organisational competency property defines the 

foundational processes for successful implementation and mitigation of constraining factors, also 

referred to as implementation challenges. Collectively, this concept – together with the delivery 

perspective and delivery approach – helps to describe the organisational and people context and 

associated processes, and points out areas of focus, to enable successful delivery of the BDAS. 

These in turn lead to outcomes that produce business value. The constraining factors are social and 

situational factors that impede implementation, leading to implementation failure if such factors 

are not mitigated or managed properly.  

 

Through analogy with an oil exploration and production metaphor, five stages in the 

implementation of BDAS are identified: exploration, appraisal, development, production and 

distillation, through which BDAS are eventually delivered for the realisation of business value. 

The details of the five implementation stages which form the evolved implementation model are 

provided in the discussion chapter, while the properties and dimensions are described in Table 5.1 

and the rest of this section. 

 

Table 5.1: Central Category: Responsive Delivery Distillation  

Description 

RDD is an abstraction through which any BDAS implementation in a retail company can be expounded 

with reference to its backgrounds, processes, enabling and limiting factors, and results. This RDD, which 

is an oil exploration and production metaphor, is applied in examining and distinguishing the sets of 

activities whereby the retail company is assessed for the solution delivery competency and appraised on 

the fitness of any existing or adopted implementation approach. With it, prospective solutions can be 

deployed and resulting technology and business model changes deliver quantifiable and non-quantifiable 

benefits.   

Property Description Dimensions 

Organisational 

Competency  

A set of processes and organisational factors 

describing the readiness of the retail 

company to successfully execute a BDAS or 

• Delivery framework 

• Competent resources 

• Technology roadmap 
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BD solution. This is a set of three 

fundamental organisational processes and 

actors starting with the existence of a robust 

digital and/or BD project delivery 

framework. Closely tied to this is the 

organisation’s technology roadmap, which 

helps to define the scope, choice of 

technology and degree of compatibility of 

the technology mix. The third is the prior 

engagement of Business as Usual and project 

resources that are skilled in BD and Data 

Sciences. 

Delivery Perspective This is a set of organismal factors that trigger 

fundamental prior implementation 

organisational processes and behaviours. An 

organisation’s outlook towards the 

technology solution helps to define the 

success or failure. The outlook informs the 

level of executive buy-in, the readiness of the 

required business teams to join in the project 

implementation, and the overarching 

approach to adoption. Two of the case 

companies adopted a tactical approach, 

while one adopted a strategic approach. A 

tactical approach entails implementation that 

only impacts a small part of the business 

model with buy-in from a select few 

executives, while a strategic approach entails 

a solution that impacts several business 

model components with large scale 

executive buy-in.  

• Incremental approach 

• Executive buy-in 

• Adequate funding 

Delivery Approach The extent to which the delivery framework, 

if in existence, is adopted and adhered to 

during the implementation. Success is 

enabled when BDA project objectives and 

requirements are clearly articulated, agreed 

and signed off by relevant stakeholders. The 

vital processes in the adopted delivery 

framework or implementation methodology 

like carrying out a proof of concept (POC) 

first, before full rollout of the solution has 

proved to be a success enabler, as well as 

facilitating proper transitioning of solution to 

the business-as-usual support teams. Time 

must be allowed for the models to be built 

and tested before the full launch of a solution 

for critical business use. 

• Delivery methodology  

• Clarity of objectives & 

requirements 

• Change management 
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Technology 

Outcomes 

Value-oriented technology-based outputs 

and outcomes from the implementation. The 

technology ecosystem comprises the base 

upon which the BDA solution is built. 

Designing and building for agility and 

scalability, with reusable computer 

technology settings, interfaces and 

configurations are the core elements of the 

technology ecosystem. The BDA techniques 

and tools combined with complex human 

processes and several technology factors put 

together the Big Data ecosystem. 

• Big Data ecosystem 

• Technology ecosystem 

 

Business Outcomes 

 

Business value delivered from the 

implemented solution. The crossover of the 

technology and business model is 

underpinned by existing and/or new business 

processes. In most cases, social and human 

capital require improvements for value to be 

derived from the delivered BDA solution. 

The greater the organisational alignment 

with technology solutions, the greater the 

impact on the business model and the more 

the outcomes.  

 

• Optimising value chain 

• Increased market share  

• Value delivery 

 

 

Constraining Factors 

 

Organisational and technology issues 

impacting solution delivery. Navigating 

through the existing legacy system and 

complexity of BDA solutions are issues 

discovered. Complexity stems from multiple 

disparate systems requiring interconnections 

to build an end-to-end solution. 

Additionally, delivery management issues, 

such as organisational ones, are social 

factors influencing people’s behaviours 

towards the BDA solution delivery, absence 

of a data governance regime and lack of 

change management practices for the 

successful adoption of the delivered BDA 

solution. The fewer the organisational issues, 

the greater control the project team will have 

over technology issues. 

 

• Delivery management issues 

• Not considering RBM 

• Solution complexity and 

cost 

 

Respondents across the three case companies indicated a wide range of factors enabling BDAS 

implementation. A number of the reasons provided may seem trivial and unnecessary, yet in fact 

are impactful in enhancing successful delivery and adoption. Significant factors relate to 

organisation setup and not individuals within the organisation; these factors gave rise to the 
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organisational competencies found at different degrees across all three case companies. A retail 

company’s delivery perspective and approach build on organisational competencies and set the 

tone for BDAS implementation. The implementation challenges called constraining factors were 

noted to be deficiencies and risks which the organisations needed to mitigate or manage to ensure 

solution implementation was not impeded. Business value is delivered via the technology outcomes 

which in turn impact the business model to release business value and deliver benefits.  

 

5.4   Structural Entities 

Following on from Section 5.3, which detailed the central category properties that were derived 

from data analysis, and the theoretical background laid out earlier in Section 4.5, the results of the 

situational analysis are provided and discussed with refence to the RDD’s structural properties. 

Firstly, the actors are unveiled and segmented using the social worlds map and accompanying 

definitions. Secondly, the evolved situational map portrays the supplementary conceptual entities 

involved in BDAS implementation. Also, the depicted evaluation of the interfaces or connections 

among the entities provides further insights into the adopted constructivist GT approach. 

Table 5.2: RDD Property  

RDD – Property 

Organisational competency 

Delivery perspective 

Delivery approach 

Constraining factors 

Technology outcomes 

Business outcomes 

 

5.4.1 Social worlds and arenas maps 

The predominant actors discovered in this study are shown in the social worlds/arenas map in 

Figure 5.2. During the study, especially at the interviews and data analysis stages, codes and other 

analysis artefacts were systematically reviewed and updated as new actors emerged. The situational 

analysis aided the identification and segmentation of the retail company stakeholders and external 

parties that participated in or influenced the BDAS implementation. These stakeholders and 
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external parties had different aims and drivers, as well as different methods of operation, and were 

expected to influence BDAS implementation differently, but with a collective aim of achieving 

success. The next section briefly discusses each of the identified arenas and the roles played by 

different actors in the BDAS implementation.  

 

 

 

 

 

 
 

Figure 5.2: Social worlds/arenas map illustrating arenas and actors influencing the BDAS implementation 
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5.4.1.1 Executive Management 

The executive team is comprised of the C-Suite, which includes executive-level directors in the 

retail company. The “C-suite executives include the chief executive officer (CEO), chief financial 

officer (CFO), chief operating officer (COO), and chief information officer (CIO) or chief 

technology officer (CTO)” (Liozu & Hinterhuber, 2021), some of who relate directly to the 

company’s board of directors. They interface with other directors to run the company and approve 

the strategic direction of the company, including roadmaps for solutions like BDAS.  

 

They are strong influencers in BDAS implementation; but were offering very little support in 

Company A, hence a tactical approach was adopted. The team in Company B offered mid-level 

support and a tactical approach was also adopted in their BDAS implementation. In Company C, 

the executive team offered full support and included BDAS and their adoption in its strategic 

roadmap for the decade, hence a strategic approach was adopted in the implementation.  

 

5.4.1.2 Information Technology (IT) 

The IT arena is where the main actors in BDAS implementation reside. The Data Science and IT 

Directors are the top leaders in this social group who interface with the C-suite team on one side 

and with the Portfolio and programme managers on the implementation side. They secure funding 

from the C-suite and disburse this to the project teams for the implementation. They are accountable 

for the implementation and for ensuring that the right people are engaged, including the right 

external IT suppliers.  

 

The IT Managers, such as the Information Security Manager, Business Intelligence and Data 

Analytics Manager and Head of IT Department work collaboratively and at different capacities 

with the project implementation teams to ensure the successful delivery of the BDAS. The Project 

Managers, Architects (business, data, enterprise and solution), Analysts and Internal 

Developer/Engineers all work together with the external IT suppliers for a successful 

implementation. 
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5.4.1.3 External IT Suppliers 

External IT suppliers are comprised mainly of Subject Matter Experts in different areas of the 

solution and its implementation. They are often engaged by IT from the projects budget and 

interface directly with the BDAS implementation team. The external parties’ level of experience 

and competency often determines the speed and success of the implementation. Their involvement 

varies from company to company depending on the level of the retail organisation’s BDAS 

knowledge and solution implementation competency.  In Company A, the implementation 

activities were split between an internal IT project team and external IT suppliers.  In Company B, 

implementation was mainly carried out by external IT suppliers, while the reverse was the case in 

Company C, which had built an inhouse team for IT.  

 

Other actors in the implementation included other IT third party suppliers like Microsoft and 

Amazon, which provided the cloud platform across all three case companies, while inventory 

management systems were provided by Oracle and other software companies.  

 

5.4.1.4 External Parties (business side) 

The external parties were other non-IT-related organisations involved in different ways in the 

BDAS implementation and adoption. Their involvement varied across the three case companies 

and depended on the areas of BDAS focused on by each company. In Company A, one of the big 

five global consultancies triggered the BDAS project. It was a recommendation following a 

company-wide audit and the need to save costs by eradicating waste across the supply chain, which 

had been estimated to cost the company £20 million each year. The third-party logistics providers 

and food materials suppliers were actors impacted by the solution; optimised forecasting meant 

they had to change their ways of working. The main organisations involved in Company B were 

advertising, marketing, and store build and fittings companies. Non-food merchandise suppliers 

and third-party logistics providers were the main actors in Company C. 
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5.4.1.5 Business 

The term ‘’business refers here to departments, teams and units other than IT, which were key 

players in the BDAS implementation: originating the requirements, validating the developed 

functionalities, being involved in User Acceptance Testing, reviewing and approving built models 

and adapting the implemented solution. These teams are integral to the delivery and often 

determine the success or failure of the adoption of the implemented BDAS. Finance and store 

operations departments were predominant across all three case companies, followed by supply 

chain in Companies A and C.  In Company A, the major business departments involved were 

finance, store operations and supply chain.  

 

5.4.1.6 Consumers 

Consumers are actors specifically identified because the products and services of retail companies 

ultimately go to them, hence they are the indirect beneficiaries of the output of the BDAS, and any 

impact on the retail business model will directly affect them They are individuals, but there are a 

few corporate entities in this arena. The reactions of this set of actors to the resulting output of the 

BDA solution determine the level of value the retail company will derive from it. Depending on 

the objectives of the BDAS, the ultimate resulting increased patronage by consumers will lead to 

increased sales and market share. 

 

5.4.2 Situational map 

The table below (Table 5.3) presents the situational map of the study, including all the analytically 

significant human and nonhuman, material and symbolic/discursive elements of the BDAS 

implementations across the three case companies involved in this study. The details of the steps 

taken to arrive at the ordered map is described in Section 4.5. The categories, subcategories, and 

their associated processes, leading to the central category, are discussed in the subsequent sections.   
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Table 5.3: BDA implementation situational map (ordered)  

Situation of inquiry – BDA implementation in three retail companies in UK 

1 Individual Human Elements /Actors Non-Human Elements, Actors/Actants 

 IT Directors; Data Science Directors; Operations 

Directors; Supply Chain Directors; Heads of IT 

and Business departments; Project Managers; 

Subject Matter Experts; Programme Managers 

Legacy systems; IT infrastructure (cloud platform, 

interfaces, network connectivity); BDAS 

technologies; project management methodology; 

change management approach 

2 Collective Human Elements/Actors Implicated Silent Actors/Actants 

 Company C-Suite members; steering 

group/project board; management consultants; 

IT suppliers/service providers; supply chain 

partners; products and raw materials suppliers  

Consumers; store level teams; regional and district 

directors and managers; company colleagues 

3 Discursive Constructions relating to Human 

Actors and Groups 

Discursive Constructions relating to non-

Human Actors/Actants 

 Management consultants as experts and 

manipulative; IT consultants as solving all 

business problems; Executives as non-supportive 

Project management methodology as laborious; 

Big Data and Artificial Intelligence networking 

events; BDAS as complex and very expensive to 

implement; Machine Learning as “solving all 

complex problems”; Digitisation as “key to woo 

more customers/consumers” 

4 Political / Economic Elements Socio-cultural / symbolic elements 

 Reducing cost of BD technologies; stiff 

competition in retail sector; BREXIT impacting 

supply chains and trade agreements 

Skilled professionals – Data Engineers and 

Scientists; Cross-functional collaboration; 

Executive sponsorship 

5 Temporal Elements Spatial Elements 

  Festivities like Christmas and Easter; 

heatwaves; snow 

Climate change; wealth distribution across UK; 

geographical disparities of infrastructure  

6 Major Issues / Debates Related Discourses 

 Executive sponsorship; lack of skillset; 

complexity of solutions 

Strategic, operational or tactical approach to 

implementation; are benefits worth the investment; 

ongoing retail operations without BDAS. 

 

 

5.5 Success Enablers 

The first objective of this study is to investigate the success enablers in the implementation of 

BDAS. As described in Chapter 4 and Section 5.1, success enablers are factors and processes that 

facilitate the successful implementation of BDAS in a retail company. Following the data analysis, 

three categories derived from the data collected from all three case companies as enablers of 

successful implementation were: organisational competency, delivery perspective and delivery 

approach. Although the major codes and sub-categories varied in the number of references across 

the three case companies, generally all three enablers were derived from all three companies. 
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These success enablers, which are the first three properties of the RDD central category, are linked 

together and need to be discussed in tandem. Thus, in this section, the first three sets of factors and 

processes which enable or enhance the successful implementation of BDAS are briefly discussed, 

in addition to their associations. With the aid charts, graphs and data fragments from the study, 

detailed discussions on the three categories are relayed in the different subsections. 

Table 5.4: RDD properties highlighting success enablers   

RDD – Property 

Organisational competency 

Delivery perspective 

Delivery approach 

Constraining factors 

Technology outcomes 

Business model outcomes 

 

During the data analysis, when a text is coded, “the coded  content is called a ‘reference’”(QSR, 

2020).  Hence, the reference numbers shown on tables in this chapter are the count of times different 

codes under each category were mentioned by the participants/interviewees. In this instance, the 

categories and the number of references by case companies are shown in Table 5.4. The cross-case 

comparisons of each category are provided at the end of each subsection where the category is 

discussed.  

Table 5.5: RDD properties highlighting success enablers   

Case 

Company 

Category and references Total no. 

of 

references Delivery approach Delivery perspective 
Organisational 

competency 

Company A 21 14 7 42 

Company B 38 18 1 57 

Company C 38 13 19 70 
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Figure 5.3: Success enablers across the three case companies 

 

5.5.1 Organisational Competency (OC) 

This is the set of foundational organisational factors describing the preparedness of the retail 

company to implement a BDAS successfully. This is comprised of three fundamental 

organisational processes and actors: the existence of a delivery framework, the availability of 

competent resources for implementing and supporting the solution after implementation, and the 

organisation’s technology roadmap which helps to define the scope, choice of technology and 

degree of compatibility of the technology mix. These factors are applied at the different stages of 

BDAS implementation, especially at the start of the project, often called the project ideation or 

concept stage. 
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Figure 5.4: Organisational competency (OC) for the three case companies 

 

Table 5.6: Organisational competency subcategories description 

Subcategory Description  

Delivery framework This is different from Project Management Methodology and encompasses 

how an organisation conceptualises programmes and projects and sets them 

up for successful implementation. This focuses mostly on organisational 

philosophy, governance and procedures from strategic planning to road 

mapping and breaking down strategies into programmes, projects and small 

changes (Brookes et al., 2014). The most significant of these is the 

engagement of cross-functional teams across non-IT functions and 

hierarchies, during the BDA project implementation.  

Competent resources This entails the availability of external and internal human resources with 

the right skillset to support the project implementation, ensure its success, 

and provide ongoing solution use and support (Kerzner, 2019:15). 

Technology roadmap This is the strategic plan, founded on current technologies and the anticipated 

advancements that will be made in different areas of information technology 

in coming years, sometimes with a visualisation of up to ten years (Sarvari 

et al., 2018:95; Willyard and McClees, 1987).  

 

5.5.1.1 Organisational Competency Findings - Company A 

There are two major subcategories that constitute Company A’s OC with only 4 references from 

the interviews conducted, as shown in Table 5.7 and Figure 5.5. 

0 0

3

1 1

15

3

0
1

0

2

4

6

8

10

12

14

16

A B C

Organisational Competency - 3 case companies

Competent Resources Delivery Framework Technology Roadmap



 

 

194 

Table 5.7: Company A’s OC Subcategories  

Organisational Competency References 

Competent Resources 3 

Delivery Framework 1 

Technology Roadmap 3 

 

 

 

 

Figure 5.5: Company A’s OC bar chart 

Subcategories Competent resources, Delivery framework, Technology roadmap. 

Related codes Competent resources: engaging the right skillset 

Delivery framework: employing cross-functional delivery teams 

Technology roadmap:  adhering to architectural roadmap 

 

Three references from two participants alluded to the engagement of the right resources in the 

BDAS implementation for Company A. Participant 07 (P07), the Head of Digital Transformation, 

reported the engagement of the right team with the coded reference as: 
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1. We have the right team on the ‘Reliability Engineering’ ensuring the right things are done 

 and visibility provided to all stakeholders through the dashboards they are building for 

 every function (P07). 

This ties into the assertion by Kerzner (2019:15) that organisational strategic resource availability 

from the requisite functional teams for projects, defines organisational strength and readiness for 

successful project implementation. The culture of ensuring business resource availability, readiness 

and allocation to projects when required is often regarded as part of the company’s project delivery 

preparedness under the auspices of the delivery framework. This is part of the organisational 

culture and loosely institutionalised process for successful project implementation (Brookes et al., 

2014). 

 

Regarding delivery framework, the BDAS Project Business Analyst reported that the engagement 

of cross-functional project delivery teams was one of the success enablers (SE). The coded 

reference is:  

2. Collaboration between the finance teams, project delivery team, and suppliers – JDA and 

 Zonal (AZTEC on EPOS) (P09).  

In describing the parameters (PA) that influenced the successful design of the BDA solution, two 

participants mentioned the significant role played by the company’s existing technology roadmap.  

Participant 08, the Head of Architecture and Information Security, stated that the implementation 

teams were guided by the company’s IT solution architectural roadmap. The reference that is coded 

is: 

3. We are a Microsoft based organisation and design along the line of available Microsoft(MS) 

 technologies. Our BDA solution is based on MS Azure platform and technologies. The 

 company’s strategy is to invest in Microsoft for sustainability and reduced cost in the long 

 run. Microsoft has an ecosystem we could leverage on (P08). 

Likewise, Participant 09 mentioned this factor twice during his interview. 
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5.5.1.2 Organisational Competency findings - Company B 

In Company B, there is just one reference and hence one subcategory that constitute the 

organisational competency category, as illustrated in Table 5.8 and Figure 5.6. 

Table 5.8: Company B’s OC Subcategory 

Subcategory Name References 

Delivery Framework 1 

   

 

Figure 5.6: Company B’s OC bar chart 

Subcategories Delivery framework 

Related codes Employing cross-functional delivery teams 

 

In the discussion on the success enablers for Company B, Participant 13, a senior manager who 

oversaw the loyalty and data capability departments of the company, highlighted the engagement 

of cross-functional teams during the project implementation as a success enablers. The coded 

reference is: 
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4. The Business and IT departments worked very closely together and were involved in every  

step of the delivery (P13).  

This also ties into the assertion by Kerzner (2019:15) that the model of making resources available 

from the requisite functional teams for projects, defines an organisation’s propensity and readiness 

for successful project implementation as mentioned earlier.  

 

Although it was only one respondent in Company B that provided this view, it is taken as a major 

factor for successful implementation because the respondent reported directly to a director in the 

company and derived insights from the decisions and activities undertaken by executive teams in 

support of the BDAS implementation. 

 

5.5.1.3 Organisational Competency findings - Company C 

In the OC category for Company C, three subcategories – as shown in Table 5.9 and Figure 5.7 –

emerged from the data analysis following the interviews. ‘Delivery framework’ came up as the 

most significant, having fifteen references. This was followed by the availability of the company’s 

developed and nurtured digital and BDAS resources that played significant roles in the 

implementation. The existence of a technology roadmap and adherence to it had the lowest number 

of references. 

 

Table 5.9: Company C’s OC Subcategories 

Subcategory Name References 

Technology Roadmap 1 

Competent Resources 3 

Delivery Framework 15 
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Figure 5.7: Company C’s OC bar chart 

Subcategories Competent resources, delivery framework, technology roadmap. 

Related codes Competent resources: engaging the right skillset, providing project resources 

Delivery framework: employing cross-functional delivery teams, staff 

augmentation, involving business teams early, unifying data and analytics teams 

Technology roadmap:  adhering to architectural roadmap 

 

Of the three subcategories, the delivery framework had the highest reference of fifteen in company 

C.  Participant 21, Director for General Merchandise in the company, described the process as: 

5. Blend of business and data science resources involved in development and build – 

 leveraging on IT and commercial knowledge (P21).  

Participant 18, the Head of Products in the General Merchandise division, described this factor as:  

6. Business team integrated with IT (P18)  

Similarly, the Data Science Director, Participant 20, encapsulated this phenomenon in his words 

as: 
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7. You cannot implement a data science solution as an island. You must understand the 

 business processes and the problems that are being solved. Invest in spending time with the 

 business to understand their requirements and problems (P20). 

The ‘availability of suitably qualified and skilled resources’ has three references from the 

interviews. Two participants in Company C, Participants 21 and 23, attested to the engagement of 

resources with the right skillset during the BDAS development and launch. Participant 25 believed 

the availability of the project resources and the increase in the number of the resources at some 

stages of solution development contributed to the projects’ success.  

 

‘Technology roadmap’, the second subcategory identified during coding and data analysis, had 

only one reference. Participant 19, the Analytics Manager for Supply Chain, was the only one who 

directly emphasised the role played by the technology roadmap in the successful design and 

implementation: 

8. The solution aligned with the company’s technology roadmap and platform (P19).  

All three subcategories under the OC category, that is, Technology Roadmap, Competent 

Resources and the existence of a Delivery Framework, were found to be among the factors and 

processes that enabled implementation to be a success in Company C. 

 

5.5.1.4 OC Cross-Case Comparison 

‘Delivery framework’ was the most significant of the success enablers under the OC category in 

Company C, with fifteen references from interviews. However, it was mentioned only once in 

Companies A and B, with the underlying codes leading to the use of cross-functional teams in the 

implementation. Thus, compared to Company C, Companies A and B did not have a strong culture 

in the adoption of cross-functional teams for project delivery.  

 

In addition to having a strong culture for utilising cross-functional teams in place, Company C had 

developed strong Data and BDAS functions (teams) which were merged into one before the spate 

of BDA implementations commenced in 2019. The company has built the culture of having the 

relevant business team members embedded in the project teams on fulltime project specific tasks 
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which they call staff augmentation or secondment during project delivery, and which ensures 

enough project resources are made available. Furthermore, Company C was the only one that had 

a Director of Data Sciences position among the three case companies.  

 

Company C was also the only one among the three that reported on the availability of competent 

resources as a success enabler, as shown in Figures 5.4 and 5.8, and Table 5.10. This implies that 

the level of maturity in the implementation and use of BDAS was higher in Company C than in the 

other two case companies. Also, Company C had a fully developed internal BDAS implementation 

team, while Company B totally outsourced its implementation and Company A used a mix of 

external and internal resources. This aligns with the findings under the constraining factors where 

interview data for Companies A and B showed more references than Company C on the lack of 

competent or skilled resources as one of the challenges to their BDAS implementation. 

 

Table 5.10: Three case companies category table for OC 

Company Competent Resources Delivery Framework Technology Roadmap 

A 0 1 3 

B 0 1 0 

C 3 15 1 

Total 3 17 4 

 

Furthermore, a technology roadmap was found to be the most prominent enabling factor in 

Company A under the OC category. This factor was not reported in Company B and had just one 

reference in Company C.  Table 5.11 provides a summary of the differences between the three case 

companies in terms of OC, and the second category of the success enablers is discussed in the next 

section.  
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Figure 5.8: Three case companies tree map - OC 
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5.5.2 Delivery Perspective (DP) 

The second category under the success enabling factors and processes is the delivery perspective. 

It comprises certain factors uncovered during the interviews that relate to the organisation’s 

leadership style, culture and support structure put in place to ensure technology projects such as 

the BDAS implementation are set up to be successful. It includes the processes for allocating 

adequate funds for the project and ensuring benefits are derived from each project at the earliest 

possible time. In this section the Delivery Perspective (DP) associated subcategories and major 

codes for each case company are discussed. The section culminates in a cross-case analysis of DP 

across the three case companies. The three predominant factors and processes derived from the 

interview data and discussed under each company are: adopting an incremental approach to 

implementation, executive buy-in and adequate funding for the project. The distribution or 

references for these factors and processes is shown in Figure 5.9, while Table 5.11 provides their 

descriptions. 

 

 

Figure 5.9: Three case companies DP bar chart 
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Table 5.11: DP subcategories description 

Subcategory Description  

Incremental approach to 

implementation 

Interview data showed that two out of the three case companies adopted a 

phased approach to implementation. This denotes that BDAS 

implementation was not carried out to cover all aspects or huge parts of 

business processes or business models at once.  Due to cost, complexity, 

impact of RBM and scant skilled resources, the implementations were 

carried out in batches or in a gradual mode with the BDAS implemented to 

optimise one area of the business at a time. For instance, Company B’s first 

implementation was to solve issues with advertising and marketing, and it 

then went on to implementation of the second solution to help with basket 

analysis and optimisation. The third solution deployed during the case 

interview was one that aided space optimisation across the stores. 

Executive buy-in The level of support provided by the C-suite or executive level managers of 

a retail company influences the success of project implementation (Adrian 

et al., 2016; Halaweh & Massry, 2015). This factor was found to be a success 

enabler across all three case companies.    

Adequate funding  Provisions for adequate funding for the BDAS project. These projects are 

complicated and often expensive, hence companies need to ensure that 

provision is made for the implementation based on initial estimates, 

contingencies due to complexity and uncertainties often encountered and 

ongoing support after implementation (Halaweh & Massry, 2015; Raut et 

al., 2021b). In the study, adequate funding was found to be a success enabler 

and often set out at the project’s conception or investment evaluation period. 

 

5.5.2.1 Delivery Perspective for Company A 

In Company A, the statistics of the references making up the DP are provided in Table 5.12 and 

Figure 5.10. 

Table 5.12: Company A’s DP Subcategories 

Name References 

Adopting Incremental Approach 11 

Executive Buy-in 3 

Adequate Funding 0 
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Figure 5.10: Company A’s DP chart 

Subcategories Adopting incremental approach, Executive buy-in 

Related codes Adopting Incremental Approach: adopting quick wins, adopting tactical 

approach, phasing implementation, adopting tactical approach, starting with 

quick wins. 

Executive Buy-in embracing clarity of strategy, securing executive buy-in 

 

Of the two subcategories making up the DP in Company A, adopting an incremental approach to 

BDAS implementation had the highest number of references. Participant 01, Director of IT and 

Business Change, a member of the C-suite in the company, described the factor as follows: 

9. I also think that applying agile methodology with little incremental changes will get people 

to recognise the power of what we are doing and will fall in line with Strategy when we get 

to that point (P01).  

Similarly, Participant 08, the Head of Architecture and Information Security, described this factor 

as:  

10. Following a tactical strategy opted for by the Executive team (P08). 

Both Participant 05, the Director of Consulting Services of a global IT consultancy contracted to 

implement the core technology of the BDAS, and Participant 07, the Head of Digital 
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Transformation in Company A, alluded to the adoption of an incremental approach. The extracts 

from their interviews are as follows: 

 

11. I believe that this is predominantly a tactical solution (P05). 

   

12. We have spent a lot of time in recent years on tactical solutions. When you take a very 

 narrow view, the cost runs away with you as well (P07). 

 

Although from experience Participant 07 was concerned about the cost of the approach, it remained 

the strategy proposed by the Director of IT and adopted by the executive team.  

 

The support of the executive team with an underlying clarity of strategy was another key factor 

that defined the company’s perspective regarding the implementation and became an enabler for 

successful implementation.  There were three references from two participants’ interviews, with 

the one from Participant 09, the BDAS Business Analyst, summarising this factor: 

13. Executive level involvement and support especially in time of crisis helped get the project 

 over the line (P09). 

 

5.5.2.2 Delivery Perspective for Company B 

In case Company B, the statistics of the references making up the DP are provided in Table 5.13 

and Figure 5.11 below. The most significant factor is the executive buy-in, closely followed by the 

adoption of an incremental approach. 

Table 5.13: Company B’s DP Subcategories 

Name References 

Adequate Funding 1 

Adopting Incremental Approach 8 

Executive Buy-in 9 
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Figure 5.11: Company B’s DP bar chart 

Subcategories Adequate funding, Adopting incremental approach, Executive buy-in 

Related codes Adequate funding: securing funding 

Adopting Incremental Approach: adopting quick wins, adopting tactical 

approach, phasing implementation, adopting tactical approach, starting with 

quick wins. 

Executive Buy-in embracing business owner, securing executive buy-in 

 

Of the three subcategories leading up to the DP in Company B, executive buy-in to the project 

implementation had the highest number of references, nine. Five participants highlighted this 

factor, with some mentioning it multiple times. Participant 13, the Group Head of Loyalty & Data 

Capability, summed it in these words:  

14. The project had buy-in from the executives and even the company board of directors (P13).  

Closely following the executive buy-in factor was the adoption of an incremental approach in 

implementation, with eight references. Participant 13 alluded to this factor with the expression:  

15. The project was phased in such a way that the company will start harnessing benefits 

 between 6 and 9 months from start of implementation (P13). 

Both Participants 11 and 12, the Merchandise Planning Manager and the Supply Chain Analytics 

Manager respectively, agreed on this factor, using the phrase:  
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16. Phased implementation (P11, P12)  

in their interviews. 

There was only one reference made to adequate funding as a success enabler. This was highlighted 

by Participant 10, the Business Intelligence Manager, who said: 

17. The new cost of the solution was not really a problem (P10). 

 

5.5.2.3 Delivery Perspective for Company C 

In case Company C, the statistics of the references that make up the DP are provided in Table 5.14 

and Figure 5.12 below. The most significant factor is the adoption of the incremental approach 

followed by the executive buy-in.  

Table 5.14: Company C’s DP Subcategories 

Name References 

Adopting Incremental Approach 6 

Executive Buy-in 5 

Adequate Funding 2 

 

 

Figure 5.12: Company B’s DP bar chart 

Subcategories Adequate funding, Adopting incremental approach, Executive buy-in 
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Related codes Adequate funding: no funding limitation 

Adopting Incremental Approach: adopting quick wins, phasing 

implementation, adopting phased approach 

Executive Buy-in securing executive buy-in 

 

Adopting an incremental approach in the BDAS implementation of Company C was the most 

prominent subcategory making up the DP category. It had six references from Participant 18, the 

Head of Products for General Merchandise, and two extracts from the interview are shown below:  

18. The BD platform is based on Hadoop and suite of BDAS built iteratively to suit  the 

 business. Functionalities are added as needed (P18). 

19. Deployment of solutions on the platform is now delivered in phases (P18).  

Executive buy-in also played a key role in the BDAS implementation success, exemplified by five 

references from four participants. Participants 24 and 25 – the Product Director (Core APIs, Data 

Platforms & Enterprise Tools) and the Activity Planning & Optimisation Manager respectively – 

agreed on this factor, as shown in the following extracts from their interviews:  

20. Benefited from having an organisation willing to invest in the BDA technology (P24), and 

21. After initial failures, project secured senior management backing (P25). 

There were just two references to adequate funding as a success enabler. These were highlighted 

by Participant 20, the Data Science Director, Technology and Participant 25, the Activity Planning 

& Optimisation Manager. The associated extracts from their interviews are shown below: 

22. Funding was not an issue – signed off as part of the business process; we get the priorities, 

 and agree what we need to deliver it and in my case the data science part (P20), and 

23. Funding was released to project (P25). 
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5.5.2.4 Delivery Perspective – Cross-Case Comparison 

The highest number of references across all three case companies emerged as ‘adopting an 

incremental approach’, as shown in Table 5.15 and Figure 5.13, with the lowest being on adequate 

funding. Similarly, eleven references to adopting an incremental approach were recorded in 

Company A’s interviews, making it the subcategory with the highest number of references. 

Executive buy-in became the most significant factor in Company B with nine references, while that 

of Company C was adequate funding, with a total of six references.  

 

Across all three case companies, the respondents reported in different degrees, the significance of 

first building the base BDA platform, then iteratively developing and deploying suites of BDA 

solutions. The next section discusses the third and final category under the success enablers 

attribute of the RDD. 

Table 5.15: Three case companies category table for DP 

Case Company  Adequate Funding Adopting Incremental Approach Executive Buy-in 

Company A 0 11 3 

Company B 1 8 9 

Company C 6 5 2 

Total 7 24 14 

 

 

Figure 5.13: Three case companies comparisons tree map – DP 
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5.5.3 Delivery Approach (DA) 

The third category under the success enabling factors and processes is the delivery approach (DA). 

It comprises certain factors that were revealed during the interviews, which relate to the tools, 

structures and practices put in place by a retail organisation to guide project implementation 

processes for successful implementations. These were often well documented, reviewed and 

approved by the organisation’s executive team as standard procedure for project implementation. 

DA differs from DP, which is loose, leaving room for frequent changes and dictated by current 

organisational leadership team. The popular project management methodologies like Agile and 

hybrid delivery methodologies fall under this category. 

 

In this section the DA associated subcategories and codes for each case company are discussed. 

The section culminates in a cross-case analysis of DA across the three case companies. The 

predominant factors and processes derived from interview data and discussed under each case 

company are clarity of objectives and requirements, delivery methodology, business change 

management and data governance. The four subcategories derived from data in the DA category 

are described in Table 5.16 and illustrated in Figure 5.14. 

 

 

Figure 5.14 Three case companies DA bar chart 
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Table 5.16: Description of subcategories 

Subcategory Description  

Delivery methodology This is the set of processes set out by the organisation for managing project 

implementation. The common broad methodologies are Waterfall, Agile and 

Hybrid (Joslin & Müller, 2015; Pace, 2019). Organisations often pick and 

choose from the standard processes, tools and techniques of these 

methodologies to create one for themselves. This is often driven by their 

prevalent project types, culture and strategic goals.   

Clarity of objectives and 

requirements 

Requirements definition plays a key role in setting the stage for project 

success or failure (Yang et al., 2014). Same applies to the reasons for 

embarking on the project or the goals the project is set to achieve (Richter et 

al., 2019). The clarity of both factors in some of the case companies helped 

in enabling the successful BDAS implementation.  

Business change management This is the set of activities initiated in some cases by predefined 

organisational processes, for managing changes brought about by the BDAS 

implementation. A number of tools and techniques are used which include 

communication channels, configuration management, and training materials 

(Whyte et al., 2016) 

Data governance A set of business functions, policies and processes for managing data across 

an organisation to enable consistency and integrity, and enhance the value 

(Ladley, 2012). 

  

 

5.5.3.1 Delivery Approach (DA) for Company A 

The statistics of the references that make up the DA are provided in Table 5.17 and Figure 5.15. 

The most significant factor is clarity of objectives and requirements, followed closely by the 

delivery methodology adopted for BDAS implementation. Many project management journal 

articles, such as those by Pace (2019) and Woźniak (2021), mention that setting project objectives 

and requirements is part of the generally accepted project delivery methodology. However, in this 

study, the researcher has separated DA from the delivery methodology because it is reported as 

separate by participants and highlighted as being significant in the successful implementation of 

BDAS across the three case companies. 

Table 5.17: Company A’s DA Subcategories 

Subcategory References 

Business Change Management 2 

Clarity of Objectives and Requirements 10 

Delivery Methodology 9 
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Figure 5.15: Company A’s DA bar chart 

 

Subcategories Business Change Management, Clarity of Objectives and Requirements, 

Delivery Methodology 

Related codes Business Change Management: stakeholders support, improved processes, 

effective end user training 

Clarity of Objectives and Requirements: adopting realistic business case, 

agreeing clear objectives 

Delivery Methodology: planning efficiently, user driven implementation, 

managing transition, adopting pilot and trial phases, adopting proof of 

concept (POC)  

 

Clarity of objectives and requirements is the most prominent subcategory that makes up the DA 

category. It has ten references from the interviews with four participants.  Two related extracts 

from the interviews with Participant 05, the Director Consulting Services for the third-party IT 

Solution company, and Participant 07, the Head of Digital Transformation, are shown below 

respectively:  

24. I will go back to the business and ask for a cleaner set of requirements (P05), and 

25. ‘Clarity of use’ case (P07)  
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Delivery methodology follows closely, with nine references from four participants. Participants 09 

and 03, the BDAS Project Business Analyst and the Solution Architect respectively, alluded to this 

factor in the following extracts from their interviews:  

26. Identified issues were fixed before the Project Steering Group was approved for Go Live 

       (P09), and 

27. Demonstrate workability through a pilot run. Get it right the first time and gain the trust of 

the business (P03). 

There were just two references to business change management as a success enabler. This was 

highlighted by Participant 09, in the interview extract shown below: 

28. Knowledge transfer – communications and training went very well and helped (P09). 

 

5.5.3.2 Delivery Approach (DA) for Company B 

In Company B, the most significant factor that influenced successful implementation was the use 

of a good project management methodology, with twenty-two references from six of the 

participants. The business change management process followed, with eleven references from five 

participants. The statistics of the references making up the DA in Company B are provided in Table 

5.18 and Figure 5.16. 

 

Table 5.18: Company B’s DA Subcategories 

Subcategory References 

Business Change Management 11 

Clarity of Objectives and Requirements 3 

Data Governance 2 

Delivery Methodology 22 
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Figure 5.16: Company B’s DA bar chart 

Subcategories Business Change Management, Clarity of Objectives and Requirements, Data 

Governance, Delivery Methodology 

Related codes Business Change Management: stakeholders support, improved processes, 

effective end user training 

Clarity of Objectives and Requirements: adopting realistic business case, 

agreeing clear objectives 

Data Governance: improving data governance, setting up data team 

Delivery Methodology: user driven implementation, planning efficiently, 

managing transition, adopting pilot and Trial phases, adopting proof of concept 

(POC)  

 

Delivery methodology was the most prominent subcategory that made up the DA category, having, 

as mentioned, twenty-two references from the interviews of six participants. Two related extracts 

from the interviews of Participant 14, Commercial Financial Business Partner, and Participant 17, 

the Data Architect, are shown below respectively:  

29. The results of the POC were presented to the Finance Directors and buy-in was secured 

 (P14).  
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30. The projects led to change in delivery culture – impact analyses were conducted in advance 

 for each Big Data project. This helped identify which of the numerous Enterprise 

 Applications across the organisation would be impacted by the project (P17). 

Business change management followed distantly, with eleven references from five participants. 

Participant 13, the Group Head of Loyalty & Data Capability, and Participant 14, Commercial 

Financial Business Partner alluded to this factor with the following extracts from their interviews:  

 

31. However, the business was ‘primed’ on the solution, with ‘over communication’ (P13), and  

32. Training – there was a two-day end-to-end intense training for 15 employees across teams 

 (P14). 

 

‘Clarity of objectives and requirements’ had three references from two participants. Participant 13 

summed this factor up with the narrative:  

33. Benefits were built from bottom up, concise and clear steps for realising the benefits 

 included in the business and case (P13). 

There were just two references on data governance, from two participants.  This was highlighted 

by Participant 13 and 17, as shown in the interview extracts below: 

34. The other plan is to build a cross-functional data team that looks after all parts of the 

 business from the analytics point of view and includes Data Analysts, Data Scientists, 

 Database Engineers and so on who will become Subject Matter Experts in this area. This 

will enable existing  business teams such as Buyers, Merchandise and Sales to focus on their core 

business  activities (P13), and 

35. Use good quality data that has business approval (P17). 

 

5.5.3.3 Delivery Approach (DA) for Company C 

Under the DA category in Company C, the most significant factor that influenced successful 

implementation was ‘clarity of objectives and requirements’, with seventeen references from six 

participants. The ‘business change management process’ followed, with eleven references from 
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four participants. The statistics of the references that make up the DA in Company C are provided 

in Table 5.19 and Figure 5.17. 

 

Table 5.19: Company C’s DA Subcategories 

Subcategory References 

Business Change Management 11 

Clarity of Objectives and Requirements 17 

Delivery Methodology 10 

 

 

 

Figure 5.17: Company C’s DA bar chart 

Subcategories Business Change Management, Clarity of Objectives and 

Requirements, Delivery Methodology 

Related codes Business Change Management: communications, stakeholders 

support, effective end user training 

Clarity of Objectives and Requirements: clarifying benefits, 

agreeing requirements, agreeing clear objectives  

Delivery Methodology: planning efficiently, structured solution 

design, hybrid methodology  

 

As mentioned, 'clarity of objectives and requirements’ was the most prominent, with seventeen 

references. Participant 20, the Data Science Director, Technology, summed up this factor with the 

narrative:  
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36. We also established the programme objectives which helped us to understand the 

 requirements [and] prioritise them against the business case, resource availability and 

 funding (P20). 

Participant 24, the Product Director - Core APIs, Data Platforms & Enterprise Tools, alluded to 

this fact with the words: 

37. We had clarity of objectives – having a clear view of what we were trying to achieve (P24). 

‘Business change management’ had eleven references This set of activities was highlighted by four 

participants, and the narratives of two – Participant 18, Head of General Merchandise (Non-food) 

and Participant 25, the Activity Planning & Optimisation Manager) – are shown below:  

 

38. Training and re-training to enforce people change. [...] Communications to manage 

 expectations better – expectations of immediate impacts were ‘watered down’ (P18), and 

39. Communication was critical to the success. [...] When the project started, training and 

 communication were poor – we quickly learnt from our mistakes and made some changes 

 to improve both; they have improved now (P25). 

 

Lastly is the delivery methodology with ten references from five participants. Two related extracts 

from the interviews of Participant 23, the BDA project manager, and Participant 20, the Data 

Science Director, Technology are shown below respectively: 

  

40. Careful planning – determination of end goals/project objectives, agreed timeline and 

 resilience of the team (P23).  

41. In 2017, we adopted a ‘Product led’ methodology for technology development by having 

 product teams, which brings together all the constituent parts you need to build to build 

 products successfully (P20). 
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5.5.3.4 Delivery Approach (DA) – cross-case comparison   

Under the DA category – one of the three sets of factors and processes enabling the successful 

implementation of BDAS – the highest number of references across all three case companies came 

from delivery methodology, as shown in Table 5.20 and Figure 5.18, with the lowest being on data 

governance. Also, delivery methodology emerged as the most significant factor in Company B 

compared to the other case companies.  

 

Table 5.20: Three case companies category table for DA 

Case Company 
Business Change 

Management 

Clarity of 

Objectives and 

Requirements 

Data 

Governance 

Delivery 

Methodology 

Company A 2 10  9 

Company B 11 3 2 22 

Company C 11 17  10 

Total 24 30 2 41 

 

Subsequently, under the DA category, it was discovered that ‘clarity of objectives and 

requirements’, which has the second highest number of references across all three case companies, 

emerged the most significant enabler of success in Companies A and C. In contrast, that factor is 

not seen as significant in Company B, where the total number of references was three.  
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Figure 5.18: Three case companies comparisons tree map – DA 

 

5.5.4 Top three enablers across three case companies 

This section started with a discussion on the success enablers for BDAS implementation and delved 

into the three categories found from the interview data, namely: organisational competencies, 

delivery perspective and delivery approach.  In this subsection, the result of the combination of all 

success enabler related data across all three case companies are briefly discussed, with an emphasis 

on the top three factors and processes.   

 

The top success enablers in each case company and across all three case companies put together, 

are shown in Figure 5.19 and Table 5.21. Consequently, following the interviews of twenty-five 

participants across the three case companies, delivery methodology emerged as the most significant 

enabler for the successful BDAS implementation, with a total of forty-one references. The other 

two enablers following delivery methodology are clarity of objectives and requirements, with thirty 
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references, and adopting an incremental approach, with twenty-five references. All top three 

enablers are highlighted in yellow in Table 5.21. 

 

Table 5.21: Success enablers by category and subcategory across three case companies 

Category/Subcategory Company A Company B Company C  Total 

Delivery Approach 21 38 38 97 

Business Change Management 2 11 11 24 

Clarity of Objectives and Requirements 10 3 17 30 

Data Governance  2  2 

Delivery Methodology 9 22 10 41 

Delivery Perspective  14 18 13 45 

Adequate Funding 0 1 2 3 

Adopting Incremental Approach 11 8 6 25 

Executive Buy-in 3 9 5 17 

Organisational Competency 7 1 19 27 

Competent Resources 3  3 6 

Delivery Framework 1 1 15 17 

Technology Roadmap 3  1 4 
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Figure 5.19: Success enablers across three case companies 

Similarly, 24% of the 169 codes that emerged under the ‘success enabler’ attribute indicated 

delivery methodology as a set of factors and processes that enhance the successful delivery of 

BDAS in a retail company.  Furthermore, 18% of the codes indicated ‘clarity of objectives and 

requirements’ as a success enabler while 5% indicate the adoption of an incremental approach in 

delivery as the third most significant success enabler. All these are illustrated in Figure 5.20. The 

next section presents the challenges to implementation, referred to as constraining factor findings, 

which were discovered during the case interviews.  
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Figure 5.20: Pie chart for success enablers of three case companies 
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5.6 Implementation challenges – Constraining Factors (CF) 

 

The second objective of this study is to investigate the challenges that retail companies face in the 

implementation of BDAS. ‘Constraining factors’ is the fourth property of the RDD framework, as 

shown in Table 5.22 and Figure 5.21. As described in Table 5.1, constraining factors are project 

specific, organisational and technology challenges that inhibit the implementation of BDAS. It is 

considered that identifying, understanding and overcoming these challenges would lead to 

successful implementation; an assertion also shared by other researchers, such as Halaweh & 

Massry (2015) and Whyte et al. (2016).  

Table 5.22: RDD properties highlighting constraining factors   

RDD – Property 

Organisational competency & preparedness 

Delivery perspective 

Delivery approach 

Constraining factors 

Technology outcomes 

Business model outcomes 

 

Following data analysis, the category ‘constraining factors’ emerged with five subcategories, 

namely: Delivery Management Issues, Challenging Solution Complexity & Cost, Confronting Data 

Governance Issues, Confronting Data Quality Issues, and Partially Considering RBM. These are 

sets of factors and processes inhibiting the successful implementation of BDAS and emerged in 

different ways across all three case companies. They varied in the number of references across the 

three case companies, implying that they were derived from all three companies’ data. Table 5.23 

provides a brief description of the subcategories. The rest of this section discusses the findings of 

these RDD attributes or properties in each case company and concludes with a cross-case analysis 

of these factors in the three companies. 
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Figure 5.21: Constraining factors for all three case companies 

 

Table 5.23: Constraining factors subcategory descriptions 

Subcategory Description  

Delivery Management Issues This is the set of activities and process issues relating to the main project 

implementation which are managed by the programme and project manager 

and team. Included in this subcategory are issues like lack of skilled 

resources for delivering the project, missing project controls and poor 

business change management.  

Partially Considering RBM Consideration of the retail business model entails the analysis of the retail 

company’s business model as part of the BDAS implementation. Ideally, this 

should be done before the start of the implementation or during the solution 

design stage to ascertain the aspects of the business model that will be 

impacted and draw up plans to exploit the opportunity or mitigate the risk, 

as the case may be (Sorescu, 2017; Sorescu et al., 2011b). This full impact 

analysis was not conducted by any of the case companies; rather, some 

considered their RBM, hence adversely affecting the BDAS implementation. 

Challenging Solution Complexity 

& Cost 

The BDAS implemented in the three case companies involved the 

integration of the BDAS platform with a number of disparate systems (see 

Figure 2.7). These integrations are often complex and increase the difficulty 

of implementation, thus affecting the total implementation cost. The cost 

barrier was another issue reported across the three case companies. The 

complexity of the solution, specialist resources required and length of time 
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needed to build and test the mathematical models lead to high 

implementation cost (Halaweh & Massry, 2015).   

Confronting Data Governance 

Issues 

There are different types of data that are governed by different rules at the 

company, national and international levels (e.g. personal identification data, 

health and safety records, commercially sensitive, public and proprietary 

data) (Aaronson, 2021). Additionally, the different types of data are typically 

owned by different departments, although companies are beginning to create 

a centralised data management function. Governance issue in this context 

has to do with the lack of a unified and consistent process for identifying the 

data, retrieving them from different systems, reviewing and obtaining a sign-

off from the relevant data owners and/or users within the company (Holm & 

Ploug, 2017; Ladley, 2012).  

Confronting Data Quality Issues The quality of data required for BDAS was an issue reported by all the retail 

companies studied. Prior BDAS implementation, company and customer 

data were stored in different systems and in different and often incompatible 

formats. Extracting these datasets, cleansing them, i.e. removing duplicates, 

reformatting into compatible formats and storing in a methodical form was 

a major hurdle that the retail companies had to overcome (Tian & Liu, 2017; 

White et al., 2012). These data sets are required by BDAS for building the 

mathematical models which underpin the machine learning and artificial 

intelligence models that drive the BDAS.  

 

5.6.1.1 Constraining Factors (CF) – Company A   

The statistics of the references that make up the CF in Company A are provided in Table 5.24 and 

Figure 5.22. The most significant set of challenges impacting successful implementation is 

‘delivery management issues’, with fifty-one references from seven participants, followed by the 

partial consideration given to the retail business model during implementation, with twenty-seven 

references, again from seven participants. The challenges from solution complexity and cost were 

reported twelve times by six participants.   

 

Table 5.24: Company A subcategories - CF   

Subcategory References 

Delivery Management Issues 51 

Partially Considering RBM 27 

Challenging Solution Complexity & 

Cost 

12 

Confronting Data Governance Issues 6 

Confronting Data Quality Issues 3 
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Figure 5.22: Company A’s CF bar chart 

 

Subcategories Delivery Management Issues, Partially Considering RBM, Challenging 

Solution Complexity & Cost, Confronting Data Governance Issues and 

Confronting Data Quality Issues 

Related codes Delivery Management Issues: Project controls issues, lack of executive buy-

in, lack of skilled resources, business analysis issues, change management 

issues 

Partially Considering RBM: No business model considerations, tactical and 

operational view considerations 

Challenging Solution Complexity & Cost: navigating through solution 

complexity and lack of adequate funding 

Confronting Data Governance Issues: missing data governance arrangements, 

initiating data governance 

Confronting Data Quality Issues: different data structures 

 

Delivery management issues comprised the most prominent of the subcategories that made up the 

CF category in Company A, with fifty-one references from the interviews of seven participants. 

Two related extracts from the interviews of Participant 01, Director IT & Business Change, and 

Participant 09, the BDAS Project Business Analyst, are shown below respectively:  
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42. It takes time to get them to look at things that will not bring about a positive impact on the 

 bottom line in the short term. The CEO does not really understand the IT part and neither 

 do many exec members (P01).  

43. Pilot did not go well, with a lot of issues and complex dependencies, plus poor planning 

 (P09)  

Lack of adequate consideration given to the retail business model as part of the BDA 

implementation follows, with twenty-seven references from seven participants. Participant 01, 

Director IT & Business Change and Participant 04, the Senior Solution Architect, alluded to this 

factor in the following extracts from their interviews:  

44. We had the conversations with the Executive several times and that understanding was not 

there. So, in order not to derail things, we decided to move things forward tactically with a 

strategic view in mind. At some point in the future, the different tactical solutions become 

the overarching strategy, rather than starting with a strategy that may never get past the 

Exec (P01), and 

45. The BDAS will have a fundamental impact on the business model, but we do not  yet 

 understand what impact it will have. We are still implementing the solution without 

 looking at the business model (P04). 

‘Challenging solution complexity and cost’ follows, with twelve references from six participants. 

Participant 03, the BDAS Project Solution Architect and Participant 09, BDAS Project Business 

Analyst summed this factor up with the narratives:  

46. Cost is one of the greatest pivots. Design changed a few times due to budget constraints, 

scope and technology had to be revised (P04), and 

47. Solution is complex; hence design went through multiple iterations (P09). 

There were just six references on ‘data governance issues’, from six participants. This was 

highlighted by Participant 08, the Head of Architecture and Information Security, as shown in the 

interview extract below: 

48. Another challenge is data governance and/or Data Analytics Operating Model (DAOM), 

which are non-existent in the company (P08). 



 

 

228 

The final major code of data quality issues has three references from two participants. Participant 

01, the Director IT & Business Change, summed it up in his interview as: 

49. However, with the menu data and the new data structure being put in place, the BDAS 

platform will be able to take in the data, but all other systems will have to be changed to 

accommodate the new data structure (P01). 

In reference to the research objective of investigating the challenges in BDAS implementation in 

retail companies, it is pertinent to drill down into the two most significant subcategories, i.e. the 

subcategory with the highest number of references, to ascertain the prevalent issue or group of 

issues faced by Company A. Digging deeper into the delivery  management issues data, as shown 

in Figure 5.23, project control issues are found to be at the top, with nineteen references. Similarly, 

‘Partially considering RBM’ is the next in line of the subcategories, with twenty-seven references. 

The breakdown of the major codes shows that ‘No BM consideration’ is the most significant issue, 

i.e., code, with sixteen references, as shown in Figure 5.24. 

 

 

Figure 5.23: Company A’s Delivery Management Issues breakdown 
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Figure 5.24: Company A’s RBM Consideration Issues breakdown 

Further drilling down into major codes ‘project control issues’ and ‘no BM considerations’ reveals 

that the most prevalent challenge to the BDAS implementation is poor planning and execution, 

followed by the non-harmonisation of the company’s business model with BDA solutions.  

 

5.6.1.2 Constraining Factors (CF) – Company B   

The statistics of the references that constitute the implementation challenges referred to as the 

constraining factors (CF) of Company B, are provided in Table 5.25 and Figure 5.25. The most 

significant set of challenges impacting successful implementation is ‘delivery management issues’, 

with thirty-three references from the interviews of nine participants. This is closely followed by 

‘data governance issues’, with a total of twenty-eight references from the interviews of seven 

participants. The remainder of the challenges and their number of references are also shown in 

Table 5.25.  
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Table 5.25: Company B subcategories - CF   

Subcategory References 

Delivery Management Issues 33 

Partially Considering RBM 12 

Challenging Solution Complexity & Cost 10 

Confronting Data Governance Issues 28 

Confronting Data Quality Issues 11 

 

 

 

Figure 5.25: Company B’s constraining factors 

 

Subcategories Delivery Management Issues, Partially Considering RBM, Challenging 

Solution Complexity & Cost, Confronting Data Governance Issues and 

Confronting Data Quality Issues 

Related codes Delivery Management Issues: Business analysis issues, lack of executive 

buy-in, lack of skilled resources, change management issues. 

Confronting Data Governance Issues: missing data governance 

arrangements, initiating data governance. 

Partially Considering RBM: aligning business model considerations, 

impacting human resources. 
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Challenging Solution Complexity & Cost: navigating through solution 

complexity, and lack of adequate funding. 

Confronting Data Quality Issues: data cleansing issues, poor data quality 

 

Like Company A, ‘delivery management issues’ is the most prominent of the subcategories that 

make up the CF category in Company B, with thirty-three references from the interviews of eight 

participants. Two coded extracts under this subcategory are from the interviews of Participant 11, 

the Merchandise Planning Manager, Participant 12, the Supply Chain Analytics Manager and 

Director IT & Business Change, and Participant 13, the Group Head of Loyalty and Data 

Capability, as shown below.  Both Participants 11 and 12 reported that skillset was an issue that 

impacted solution implementation and post implementation support negatively. The extract from 

their joint interview is thus:   

50. Lack of skillset to support the solution is a challenge (P11, P12).  

Participant 12 also spoke about lacking resources and about project control issues, all of which are 

part of delivery management issues. The interview extract is given below:  

51. Dependencies on other business initiatives – the business was running so many projects at 

the same time which was a bottleneck in terms of timeline. Internal resources were not 

readily available to support the delivery hence the timeline was impacted (P12).  

Confronting data governance issues were highlighted by respondents as challenges in a number of 

ways. Participant 10, Company B’s Business Intelligence Manager, reported that an attempt was 

made to put data governance in place during the BDAS implementation. The interview extract is 

as follows: 

52. There were issues with data governance - difficult finding data owners (P10).  

Participant 16, the Head of Space and Analytics, reported that data governance was missing but 

began to be taken seriously after the solution implementation had started.  The interview extract 

alluding to this is thus: 
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53. The company does not have any data and analytics operating model. Data governance is in 

its infancy (P16). 

In relation to the research objective of investigating the challenges in the BDAS implementation 

in retail companies, drilling down into the two most significant subcategories in Company B is 

important. Digging deeper into the delivery management issues data, as shown in Figure 5.26, 

lacking skilled resources was found to be at the top, with thirteen references. Similarly, under 

confronting data governance issues, missing (lacking) data governance and initiating data 

governance both had fourteen as the total number of references, as shown in Figure 5.27.  

 

Figure 5.26: Company B’s Delivery Management Issues breakdown 

 

Figure 5.27: Company B’s Data Governance Issues breakdown 
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5.6.1.3 Constraining Factors (CF) – Company C 

Company C’s constraining factor details are provided in Table 5.6 and Figure 5.28. Constraining 

factors are the challenges faced by the company in BDAS implementation. The most significant 

set of these challenges was ‘delivery management issues’, with forty-six references from the 

interviews of seven participants. This was followed by ‘challenging solution complexity and cost’, 

with a total of twenty-five references from the interviews of seven participants. The remainder of 

the challenges and their number of references are also shown in Table 5.26.  

Table 5.26: Company B subcategories - CF   

Subcategory References 

Delivery Management Issues 46 

Partially Considering RBM 9 

Challenging Solution Complexity & Cost 25 

Confronting Data Governance Issues 9 

Confronting Data Quality Issues 7 

 

 

 

Figure 5.28: Company C’s constraining factors 
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The constituents of the subcategories, especially the top two, are provided below: 

 

Subcategories Delivery Management Issues, Partially Considering RBM, Challenging 

Solution Complexity & Cost, Confronting Data Governance Issues and 

Confronting Data Quality Issues 

Related codes Delivery Management Issues: business analysis issues, change management 

issues, lack of skilled resources and project control issues. 

Challenging Solution Complexity & Cost: navigating through solution 

complexity and lack of adequate funding. 

Confronting Data Governance Issues: missing data governance arrangements, 

initiating data governance. 

Partially Considering RBM: aligning business model considerations, 

impacting human resources. 

Confronting Data Quality Issues: data cleansing issues, poor data quality 

 

Delivery management issues is the most prominent of the subcategories that make up the CF 

category in Company C. This subcategory is typified by three coded extracts from the interviews. 

The interview extract from Participant 18, the Head of Products, General Merchandise, shown 

below, highlights the business analysis and project control issues under this subcategory:  

54. The current issue with the solution is that there are no defined and documented policies and 

associated business processes for managing and using the solution set (P18).  

Interview extracts from both Participant 20, the Data Science Director, Technology, and Participant 

22, the Change & Implementation Manager, GM Trade & Operations, show the change 

management issues faced by the company during BDAS implementation. Participant 20 reported 

thus: 

55. We do not have an operating model in terms of how we engage with the business. Every 

business team has a slightly different level of maturity – its own operating model. For 

example, the General Merchandise (GM) department has a different way of understanding 

capability – what’s good and bad – than the online business (P20), and  
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Participant 22 reported that: 

56. Technology deployment moved quickly without user engagement and buy-in (P22). 

Challenging solution complexity and cost is typified in Company C by the following extract from 

the interview with Participant 22: 

57. Replicating a capability and solution that worked in one department to another department 

is very difficult in big organisations like ours (P22).  

This was reported by Participant 22 when discussing the successful use of Machine Learning 

models of an implemented BDAS in the food division, in relation to the difficulties of getting them 

to work for non-food/general merchandise.  

 

Similarly, Participant 23, the SSP Project Manager, talked about the different iterations conducted 

during the implementation, and summed the complexity up with the phrase: “initial solution was 

too complex”. (P23)  

 

Like the cases of Companies A and B, examining in more depth the two most significant 

subcategories in Company C provided a clearer view of BDAS implementation challenges that 

feed into the evolving model in Section 5.8. Digging deeper into the delivery management issues 

data, as shown in Figure 5.29, the ‘change management issues’ major code is found to be at the 

top, with eighteen references. Similarly, in ‘challenging solution complexity and cost’, the most 

significant is ‘navigating through solution complexity’, with twenty-three references, as shown in 

Figure 5.30. Consequently, solution complexity is the most significant issue when the two top 

subcategories are combined. 
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Figure 5.29: Company C’s Delivery Management Issues breakdown 

 

 

 

Figure 5.30: Company C’s Challenging Solution Complexity and Cost 

 

5.6.1.4 Constraining Factors (CF) – cross company comparison 

Delivery management issues emerged as the most prevalent challenges in all three case companies, 

as shown in Table 5.27. However, analysing in more depth the delivery management issues data 

for each case company shows that the underlying factors and process challenges under this category 

varied across all three. As illustrated in Figure 5.31, ‘project control issues’ were the most prevalent 

delivery management issues faced by Company A, while ‘lack of skilled resources’ and ‘change 
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management issues’ were the delivery management challenges faced by Companies B and C 

respectively.  

 

Remarkably, the second most prevalent set of challenges varied widely across all three case 

companies. In Company A, it was partial consideration of the retail business model (RBM), while 

that of Company B was the lack of data governance, and for Company C it was navigating through 

solution complexity and cost.  These are all illustrated in Figure 5.31. 

 

Table 5.27: Three case companies category table for CF 

Case 

Company 

Challenging 

Solution 

Complexity & 

Cost 

Confronting 

Data 

Governance 

Issues 

Confronting 

Data Quality 

Issues 

Delivery 

Management 

Issues 

Partially 

Considering 

RBM 

Company A 12 6 3 51 27 

Company B 10 28 11 33 12 

Company C 25 9 7 46 9 

 Total 47 43 21 130 48 

 

 

These findings, the underlying environment and implications for practice as well as linkages to an 

evolving framework, are discussed in the next chapter. The next section discusses the top three 

constraining factors, i.e., the challenges to BDA implementation across all three case companies 

put together. 
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Figure 5.31: Three case companies comparisons tree map – CF 
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Figure 5.32: Three case companies’ comparisons drilldowns on top two constraining factors 
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5.6.2 Top three constraining factors (challenges) across three case companies 

This section started with a discussion on the constraining factors for BDAS implementation and 

delved into the top two categories found from the interview data of the three case companies.  In 

this subsection, the result of combining all constraining factors relating to data across all three case 

companies is reported with emphasis on the top three factors and processes.   

 

Delivery management issues, with a total of one hundred and thirty references, emerged as the 

most prevalent implementation challenge. Partial consideration of the RBM during implementation 

came a distant second with forty-eight references, closely followed by solution complexity and 

cost, as shown in Table 5.28 and Figure 5.29. Consequently, delivery management issues – 

accounting for 45% of the constraining factors across the three case companies – are the most 

significant set of implementation challenges faced by retail companies in BDAS implementation.  

 

Table 5.28: Constraining factors across all 3 case companies  

Constraining Factors Subcategory References 

Delivery Management Issues 130 

Partially Considering RBM 48 

Challenging Solution Complexity & Cost 47 

Confronting Data Governance Issues 43 

Confronting Data Quality Issues 21 

 

Examining in depth the delivery management issues across all three companies as shown in Table 

5.32, project control issues emerge as the most prevalent in this category, followed by challenges 

with change management. The next section discusses the BDAS implementation outcomes found 

in the study. 
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Figure 5.33: Constraining factors of three case companies pie chart 

 

 

Figure 5.34: Top three constraining factors across three case companies 
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Table 5.29: In depth analysis of delivery management issues across all 3 case companies 

Major Codes - Delivery Management Issues Sum of References 

Business Analysis Issues 17 

Change Management Issues 30 

Lacking Executive Buy-in 16 

Lacking Skilled Resources 30 

Project Controls Issues 37 

Total 130 

 

5.7 Outcomes – Impact and Benefits 

The final objective of this study is to assess the impact that BDAS has on retail business model 

components with a focus on value delivery and benefit realisation. The technology and business 

model outcomes, which are the fifth and sixth properties of the RDD framework, are the impact 

that emerged from the study. As described in Table 5.1, technology outcomes are value-oriented 

IT-based outcomes emanating from implementation. They form the foundation or platform upon 

which the BDAS was built in each case company (Bradlow et al., 2017; Jena & Kar, 2019).  As 

discovered in the three case companies, this platform evolved from BDAS initiatives, hence would 

not have been considered or fully built if not for the BDAS implementation.  

 

Business model outcomes are the changes brought about by BDAS implementation, most of which 

are directly or indirectly linked to different aspects of the RBM.  This group of outcomes also 

includes the value and benefits delivered by BDAS, although changes to existing processes and 

perceptions are required for successful value delivery (Bradlow et al., 2017; Côrte-Real et al., 

2017). The findings on both outcomes are presented in subsequent subsections.  

Table 5.30: RDD properties highlighting Technology and Business Model outcomes   

RDD - Property 

Organisational competency & preparedness 

Delivery perspective 

Delivery approach 

Constraining factors 

Technology outcomes 

Business model outcomes 
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5.7.1 Technology Outcomes (TO) 

The subcategories ‘technology ecosystem’ and ‘big data ecosystem’ emerged from that data 

analysis of the three case companies, and led into the ‘technology outcomes’ (TO) category.  These 

outcomes emanated from technology infrastructure – hardware, software, middleware – and 

associated processes deployed in a systematic way as part of BDAS implementation. Table 5.31 

describes the subcategories of these outcomes that cut across all the case companies, while Tables 

5.32 and 5.33 describe the constituents of the two subcategories. The rest of this subsection 

highlights the findings of this RDD attribute category in each case company and concludes with a 

cross-case analysis. 

Table 5.31: Technology Outcomes subcategories 

Subcategory Description  

Building technology ecosystem The technology ecosystem comprises the base upon which the BDAS is 

built. Designing and building for agility and scalability, with reusable 

computer technology settings and configurations, are the core elements of 

the technology ecosystem. This ecosystem includes IT infrastructure 

(hardware, networks, security and control systems), operating systems, 

databases, data warehouses, IT support models and organisational factors 

and processes for managing them including services from external parties 

(Iansiti & Richards, 2006; Palmié et al., 2020; Wareham et al., 2014) 

Building Big Data ecosystem The Big Data Ecosystem (BDE) comprises of many complex unified IT 

elements (mainly Infrastructure platforms, Software, Middleware, Data 

Warehouses) linked to BD, Machine Learning (ML) models, complex 

algorithms, Artificial Intelligence (AI), visualization platforms, and 

organisational processes and structures covering the entire BD lifecycle 

(Demchenko et al., 2014; S. I. H. Shah et al., 2021a). It also involves 

additional components, including BDA, data models, and middleware, along 

with organisational factors and cultural components (Anwar et al., 2021; 

Chae, 2019). 
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Table 5.32: Technology ecosystems major codes (sub themes) descriptions 

Technology ecosystem Description  

Delivering agility and scalability All through the interviews in the three case companies, respondents reported 

that building a technology platform which is agile and scalable was one of 

the main objectives for delivering a BDAS (Waller & Fawcett, 2013). These 

organisations have existed for decades and have built clusters of stand‐alone 

legacy applications and legacy architectures that make modification, 

development and integration of existing and new systems difficult and 

expensive. As discovered during the case interviews, these legacy systems 

made it difficult for the companies to meet the new opportunities and 

challenges arising from disruption in the retail sector caused by ecommerce 

and new technologies, as well as de‐regulation, globalisation and fast 

changing demographics (Tanniru et al., 2021).   

Consequently, the combination of technology platforms and components 

delivered by the BDAS have allowed these companies to rapidly build and 

test machine learning and analytics models, carry out proof of concepts, 

improve the solution, and implement new solutions to bolster unified 

organisational plan and actions to fast growing, developing and changing 

markets and datasets (Schulz et al., 2020). 

 

Enabling integrations The processing and analysis of the enormous amount of data produced in 

retail companies, as witnessed during the case company visits, is 

cumbersome. Centralising this data in one system or platform requires the 

integration of the different systems to enable data extraction and analysis, as 

shown in Figure 2.6. To enable the processing, the data is extracted from 

different systems with mostly the traditional ‘batch’ processing—extract, 

transform, load (ETL) system (Akanbi & Masinde, 2020) prior to the 

implementation of the BDAS. The BDAS initiative gave rise to the gradual 

move from classical ETL technique to real-time processing (Akanbi & 

Masinde, 2020; Jena & Kar, 2019) to enable real-time analytics, 

visualisation and decision support.  

The enabling of integrations by the BDAS platform with existing and new 

systems – which uses new and robust technologies to facilitate (and largely 

automate) the integration of data coming from a variety of sources, thus 

providing intuitive interfaces to assist with adding on additional systems 

(Jovanovic et al., 2021) – became one of the technology outcomes of the 

implementation.  

 

Delivering reusable solutions The changing dynamics of consumer demands, rapid increase of retail data 

in the age of internet and BD necessitates innovative cost-effective means 

and systems for resolving evolving needs, making the data easy to find, 

accessible, interoperable and reusable (Patra et al., 2020). Building 

interfaces, platforms and analytical models that can easily be reused for 

solving other company problems or meeting new requirements became an 

outcome of implementation across all three companies. 
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Enhancing Usability Satisfaction (ease of use and viewing of data on user platforms), 

effectiveness and efficiency are the three major usability measures utilised 

in different domains (Commerce & Gordijn, 2002; Mator et al., 2021). 

Successful technology solution providers consider product usability critical 

to user adoption and company transformation. Good interface usability 

enables human performance, increases the speed of use and result 

production, and increases market share for the user’s organisation (Mator et 

al., 2021). 

Legacy systems in all three case companies were difficult to use with some 

reports taking up to a day to run. In Company B for instance, separate teams 

were dedicated to the manual analysis of data (i.e., use of Microsoft Excel) 

and report production, which were not efficient as insights were often wrong 

and delivered late. One of the objectives for delivering the BDAS platform 

was to deliver levels of usability not found in existing legacy systems, and 

this was achieved with the new solution, at different levels, across all three 

case companies.  

 

 

Table 5.33: Big Data ecosystem major codes (sub themes) 

Big Data ecosystem Description  

Delivering Big Data Analytics 

Solutions 

One of the core outputs of BDAS implementation is the delivery of the 

BDAS enabling currently reported outputs and future capabilities. As 

described in Section 2.3 of Chapter 2, BDAS involves the application of 

statistical methods and models, machine-learning and computing 

technologies in the analysis of large datasets and extraction of insights.  

Delivering Big Data Management BD comprise the combination of IT infrastructure and software (operating 

systems and Datawarehouse management tools) to harness value from 

unusually different formats of large datasets from diverse sources. As 

discussed in Section 2.3, BD management entails the application of BD 

technology tools and techniques such as data mining (extraction and 

cleansing) and transformation, and unified data storage, with organisational 

processes to ensure the availability and consistency of the large datasets. 

This also includes centralising the customer and company data. All these 

precede the delivery of value from the datasets in a sustainable manner. This 

is one of the outcomes of the BDAS initiative, found in all three case 

companies. 

Visualisation Visualisation is one of the major outcomes of BDAS implementation. It 

enables the users to understand the problems that the BDAS is designed and 

deployed to solve. Visualisation help people to see and understand the data, 

the generated hypotheses, and provides multiple views of the data for richer 

insights (Golfarelli & Rizzi, 2020). Modern complex technologies, including 
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recent electronics and IT platforms provide faster processing speeds that 

have made visualisation possible.  

 

5.7.1.1 Technology Outcome (TO) – Company A   

The statistics of the references that constitute the TO for Company A are provided in Table 5.34 

and Figure 5.35. The most significant TO from the BDAS implementation is ‘BD ecosystem’, with 

forty-five references from the interviews of seven participants. This is followed by ‘technology 

ecosystem’, which emerged with a total number of twenty-four references from the interviews of 

six participants.  

 

Table 5.34: Company A subcategories - TO 

Subcategory References 

Building Big Data Ecosystem 45 

Building Technology Ecosystem 24 

 

 

Figure 5.35: Company A’s Technology Outcome subcategory chart 

Drilling down into the subcategories emanating from the data analysis results reported in Chapter 

4, Table 5.33 and Figure 5.36 showed the major codes, with ‘delivering big data management’ 

under the ‘building big data ecosystems’ subcategory being at the top, with twenty-four references. 
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This was closely followed by ‘delivering big data analytics’ with nineteen references. Further 

details on the related codes and extracts from the interviews are provided in the text below.  

Table 5.35: Company A subcategories and major codes (sub themes) – TO 

Subcategory Major Codes  References 

Building Big Data 

Ecosystem (BBDE)  

Delivering Big Data Management 24 

Delivering Big Data Analytics 19 

Visualisation 2 

Building Technology 

Ecosystem (BTE)  

Delivering Agility and Scalability 10 

Delivering Reusable Solutions 7 

Enabling Integrations 7 

 

 

 

Figure 5.36: Company A’s Technology Outcome tree map 

 

Subcategories Building Big Data ecosystem and building technology ecosystem  

Major codes Shown in Table 5.33 

Related codes BBDE – Delivering BD management: delivering real-time sales data, 

aggregating customer data, delivering real-time stock data, aggregating 

company data, aggregating sales and stock data, automating data analysis, 
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enhancing product data analysis, enhancing sales data analysis, delivering 

visibility of company data.  

BBDE – Delivering BD analytics: delivering predictive capabilities, 

delivering data driven insights, delivering descriptive analytics, delivering 

prescriptive capabilities, delivering predictive capabilities, delivering 

intelligent models, enhancing business decisions, data driven insight, 

enabling artificial intelligence. 

BTE - Delivering agility and scalability: building scalable solution, 

simplifying solution, delivering traceability, ensuring solution usability, 

delivering omni channel, considering cloud infrastructure. 

BTE – Enabling integrations: integrating different systems, existing technical 

infrastructure, delivering interfaces, prospecting online partnership. 

BTE – Enabling integrations: sharing & reusing data, exploring reusable 

technology & platforms, building technology ecosystem. 

 

Two coded extracts under ‘BBDE – Delivering Big Data Management’ are from the interviews of 

Participant 01, the Director IT & Business Change, and Participant 04, Company A’s Senior 

Solution Architect, and were coded in this subcategory/major change as shown below:   

58. Data has enabled us to understand how frequently we did not have many menu items 

available; how we have lacked ingredients to make some dishes in our pubs (P01), and 

 

59. The solution was to provide the business teams with a single customer view – get to know 

everything a customer is doing in our business; have a 360-degree view of a customer (P04). 

In the ‘BBDE – Delivering Big Data Analytics’ subcategory/major code, an extract from the 

interview of Participant 08, the Head of Architecture and Information Security, coded accordingly, 

is provided below: 
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60. A solution that creates or delivers new insights – e.g., here is the amount of money you 

have invested, and this is the amount you could have made from the investment or working 

capital. We should be able to visualize the gap. (P08) 

Similarly, Participant 04’s interview extract shown below attests to this theme and was coded 

accordingly: 

61. The predictive elements including changing of brands in particular locations, predicting 

footfall, sales, profit – accurately predicting ROI over 5 years. (P04) 

The extract from Participant 09, the BDAS Project Business Analyst was coded and formed part 

of the Visualisation subcategory: 

62. The implementation was to enable visibility of data which was non-existent or only existed 

in the backend of the systems. (P09)  

BTE - Delivering agility and scalability remains one of the foundational outcomes of the project. 

An extract from the interview of Participant 01, Director of IT and Business Change, coded under 

this theme is provided thus: 

63. We are a cloud agnostic company and chose to base our technology solutions on Microsoft, 

and BDAS platforms on MS Azure due to the Office 365 platform being associated with it. 

Hence, we prefer to use the Microsoft stack of applications in the cloud for agility, 

scalability and optimized performance. (P01) 

 

BTE – Enabling Integrations has the following extract from the interview of Participant 07, the 

Head of Digital Transformation coded and related to it:  

64. Did we build API, or did we build a point-to-point integration that cannot be reused 

anywhere else? Do we have a point-to-point integration that cost £500k that cannot be 

reused anywhere else and the restaurants’ guests ‘table booking’ Application 

Programmable Interface (API) cost £1m? (P07)  
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Company A’s subcategories, major codes and codes are like those of Companies B and C. 

However, the differences derived from data analysis are described in the cross-case comparison 

Section – 5.6.1.4.  More detailed comparisons on the technology outcomes are discussed in Chapter 

6. The next subsections provide TO statistics for companies B and C. 

 

5.7.1.2 Technology Outcome (TO) – Company B   

The statistics of the references that constitute the TO for Company B are provided in Table 5.34 

and Figure 5.37. The most significant TO from the BDA implementation is the ‘BD ecosystem’, 

with seventy-nine references from the interviews of seven participants. This is followed by 

‘technology ecosystem’, which emerged with a total of thirty-nine references from interviews of 

seven participants as well.  

 

Table 5.36: Company B subcategories - TO 

Subcategory References 

Building Big Data Ecosystem 79 

Building Technology Ecosystem 39 

 

 

 

Figure 5.37: Company B’s Technology Outcome subcategory chart 
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Analysing in depth the subcategories of Company B’s TO, the major code ‘delivering of big data 

analytics’ has the highest number references, forty-one, as shown in Table 5.37. ‘Delivering 

reusable solution’ tops the chart in the ‘building technology ecosystem’ subcategory, with eighteen 

references. Figure 5.38 depicts these statistics more clearly in a tree map format.  

 

Table 5.37: Company B subcategories and major codes (sub themes) - TO 

Subcategory Major Codes  References 

Building Big Data 

Ecosystem 

Delivering Big Data Management 29 

Delivering Big Data Analytics 41 

Visualisation 9 

Building Technology 

Ecosystem  

Delivering Agility and Scalability 13 

Delivering Reusable Solution 18 

Enabling Integrations 3 

Enhancing Usability 5 

 

 

Figure 5.38: Company B’s Technology Outcome tree map 

 

5.7.1.3 Technology Outcome (TO) – Company C   

The statistics of the references that constitute the TO for Company C are provided in Table 5.38 

and Figure 5.39. The most significant TO from the BDAS implementation is the BD ecosystem, 
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with eighty-one references from the interviews of eight participants. This is followed by 

‘technology ecosystem’, which emerged with a total of fifty-one references from interviews of nine 

participants.  

 

 

Table 5.38: Company C subcategories - TO 

Subcategory References 

Building Big Data Ecosystem 81 

Building Technology Ecosystem 51 

 

 

 

Figure 5.39: Company C’s Technology Outcome subcategory chart 

 

Examining in more depth the subcategories of Company C’s TO, the delivery of the ‘big data 

analytics’ major code has the highest number of references, which is fifty-one, under the ‘building 

BD ecosystem’ subcategory, as shown in Table 5.39. ‘Delivering agility and scalability’ tops the 

chart in ‘technology ecosystem’, with twenty-five references. Figure 5.40 depicts these statistics in 

a tree map format. The next section delves into the cross-case analysis of the three case companies.  
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Table 5.39: Company C subcategories and major codes (sub themes) - TO 

Subcategory Major Codes  References 

Building Big Data 

Ecosystem 

Delivering Big Data Management 24 

Delivering Big Data Analytics 51 

Visualisation 6 

Building Technology 

Ecosystem 

Delivering Agility and Scalability 25 

Delivering Reusable Solution 7 

Enabling Integrations 19 

 

 

 

Figure 5.40: Company C’s Technology Outcome tree map 

 

5.7.1.4 Technology Outcome (TO) – cross-case comparison  

The results of the analysis of primary data derived from the interviews show that ‘building big data 

ecosystem’ emerged as the most prominent technology outcome across all case companies, as 

shown in Figure 5.41. Examining in greater depth the constituent major codes of the subcategories, 

as shown in Table 5.40, the following significant differences were noted across the case companies: 

• Building Big Data Ecosystem - ‘delivering big data management’ was found to be the most 

significant TO in Company A, whereas ‘delivering big data analytics’ was the most 

significant in both Companies B and C. 
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• Building Technology Ecosystem - ‘delivering reusable solution’ was the most significant 

objective and outcome for Company B, while ‘delivering agility and scalability’ was the 

most significant outcome for Companies A and C. 

These are illustrated further in Figure 5.42, showing a tree map of the subcategories and major 

codes. 

 

 

Figure 5.41: Cross-case companies TO subcategory bar chart 

 

Table 5.40: All case companies’ subcategories and major codes (sub themes) - TO 

Subcategory/Major Code Company A Company B Company C 

Building Big Data Ecosystem 45 79 81 

Delivering Big Data Analytics 19 41 51 

Delivering Big Data Management 24 29 24 

Visualisation 2 9 6 

Building Technology Ecosystem 24 39 51 

Delivering Agility and Scalability 10 13 25 

Delivering Reusable Solution 7 18 7 

Enabling Integrations 7 3 19 

Enhancing Usability  5  

 

 

 

 

45

24

79

39

81

51

0

10

20

30

40

50

60

70

80

90

Building Big

Data

Ecosystem

Building

Technology

Ecosystem

Building Big

Data

Ecosystem

Building

Technology

Ecosystem

Building Big

Data

Ecosystem

Building

Technology

Ecosystem

Company A Company A Company B Company B Company C Company C

References



 

 

255 

 

Figure 5.42: Case companies TO subcategories and major codes tree map 

 

The top three technology outcomes under this category and across all three case companies are 

shown in Table 5.41 and Figure 5.43: ‘Delivering big data analytics’ makes up 35% of the total 

number of references; ‘delivering big data management’ accounts for 24%; and ‘delivering 

agility and scalability’ makes up 15%. The next section discusses the business model outcomes 

uncovered during the case study. 

 

Table 5.41: All case companies 

Technology Outcome - Major Codes  References 

Delivering Big Data Analytics 111 

Delivering Big Data Management 77 

Delivering Agility and Scalability 48 

Delivering Reusable Solution 32 

Enabling Integrations 29 

Visualisation 17 

Enhancing Usability 5 
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Figure 5.43: Case companies TO major codes pie chart 

 

5.7.2 Business Outcomes  

One of the aims of this research work is to explore the impact of BDAS on the business model of 

retail companies. The outcomes discovered in the three case companies classified under this 

category are the impact that the researcher set out to explore at the commencement of the study. 

Additionally, this category fulfils the objective of assessing the impact of BDAS on the RBM. 

Generally, the subcategories or themes that make up the BO category– optimising the value chain, 

increasing value delivered to customers, increasing market share and profit, building an agile 

organisation and improving pricing accuracy – are found across all three case companies. However, 

the order of priorities and the constituents, i.e., the major codes, vary from company to company 

as shown in Figure 5.44. Table 5.42 describes the subcategories of this outcome that cut across all 

the case companies. The rest of this subsection highlights the findings of this RDD attribute in each 

case company and concludes with the cross-case comparisons. 
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Figure 5.44 Business outcomes for three case companies 

 

Table 5.42: Business Outcomes subcategories 

Subcategory Description  

Optimising Value Chain As described in Section 2.5.2 of the literature review chapter, ‘value chain’ 

denotes the full range of value-added activities that are vital in the 

transformation of a product or service from its rudimentary conception – 

through to design, raw materials sourcing,  production/manufacturing/build, 

marketing and sales, distribution and support – to reaching the end user 

(Hultberg, 2021; Sorescu et al., 2011b; Thangavelu, 2019). These value 

chain activities differed across the three case companies and the 

implemented BDAS was found to aid their optimisation. Key activities 

impacted included enhancing new store locations, optimising store spaces 

and optimising supply chain operations. 

Increasing Value Delivered to 

Customers 

The value from a product or service delivered by a retail company relays the 

impact the product or service has on the customer and is often termed 

utilitarian and/or hedonistic (Babin et al., 1994; Fisher et al., 2019). The key 

activities seen in the data that impacted this aspect of the RBM were 

improving product mix, enhancing customer experience and improving 

market segmentation. 
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Increasing Market Share and 

Profit 

Market share is the proportion of the total revenue or sales in a particular 

market that a company's business is comprised of (Morelli, 2007; X. Wang 

& Ng, 2020). It is usually driven by increased sales and services, 

underpinned by an optimised value chain. The key activities derived from 

interview data included: increasing sales, reducing operational cost and 

improving the profit margin. 

Building An Agile Organisation An agile organisation is one that has set up functional teams and relevant 

technologies, and established networks and ecosystems of external 

resources, i.e. people, technology and suppliers, who are coordinated to 

deliver existing and new value to customers in an synergistic manner (Bushe, 

2021; Denning, 2016; Sorescu et al., 2011b). All these can easily be 

reconfigured to support new value delivery, and/or increased sales and 

services. Key activities and processes from the interview data included: 

enhancing business decisions, delivering agility and enhancing performance 

management. 

Improving Pricing Accuracy Price war is synonymous with retail business in the United Kingdom. Getting 

the price of products and services right with an adequate profit margin puts 

a company ahead of its competitors (Bradlow et al., 2017; Cao, 2014; 

Schneckenberg et al., 2017). This is often complicated and found to be one 

of the key problems which the first set of BDA solutions was aimed at 

solving in some of the case companies. Key activities and processes derived 

from interview data include optimising markdowns, enhancing cost 

monitoring and improving pricing accuracy.  

 

 

A total of seventeen major codes were fed into the subcategories across the three case companies. 

The significant major codes are described briefly in the cross-comparison section and in detail in 

the discussions in Chapter 6. The rest of this section provides the individual case company statistics 

on business outcome. 

 

5.7.2.1 Business Outcome (BO) – Company A   

The statistics of the references that constitute the BO for Company A are provided in Table 5.43 

and Figure 5.45. The most significant BO from the interview data is ‘optimising value chain’, with 

thirty-six references from the interviews of seven participants. This is followed closely by 

‘increasing value delivered to customers’ which emerged with a total of twenty-eight references 

from interviews of six participants.  

 

A more detailed examination shows a total of eleven major codes derived from data analysis, all 

of which are describable as constituents of the RBM impacted by BDAS implementation. The most 
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significant of the impacted constituents, as shown in Table 5.44, is the optimisation of the 

company’s supply chain operations, with twenty-seven references, followed by increase in sales, 

with eighteen references. Figure 5.46, showing the tree map of the major codes, illustrates this 

further. The detailed discussions on this and other underlying factors are provided in Chapter 6. 

 

Table 5.43: Company A subcategories - BO 

Subcategory References 

Optimising Value Chain 36 

Increasing Value Delivered to 

Customers 

28 

Increasing Market Share and Profit 27 

Building An Agile Organisation 6 

Improving Pricing Accuracy 1 

 

 

 

 

Figure 5.45: Company A’s BO chart 

 

Table 5.44: Company A subcategories and major codes - BO 

Subcategory/Major Codes Sum of References 

Building An Agile Organisation 6 

Delivering Agility 3 

Enhancing Business Decisions 3 
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Improving Pricing Accuracy 1 

Improving Pricing Accuracy 1 

Increasing Market Share and Profit 27 

Increasing Sales 18 

Reducing Operational Cost 9 

Increasing Value Delivered to Customers 28 

Enhancing Customer Experience 8 

Improving Market Segmentation 10 

Improving Product Mix 10 

Optimising Value Chain 36 

Enhancing Store Location 2 

Improving Product Availability 7 

Optimising Supply Chain Operations 27 

Total 98 
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Figure 5.46: Company A’s BO subcategories and major codes tree map 

 

5.7.2.2 Business Outcome (BO) – Company B 

Similar to Company A, the statistics of the references that constitute the BO for Company B are 

provided in Table 5.45 and Figure 5.47. The most significant BO from the interview data is 

‘optimising value chain’, with thirty-five references from the interviews of five participants. This 

is followed by ‘increasing value delivered to customers’ which emerged with a total number of 

twenty-five references from interviews of seven participants.  

 

Drilling down showed a total of thirteen major codes derived from data analysis, all of which are 

describable as constituents of the RBM impacted by BDAS implementation in Company B. The 
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most significant of the impacted constituents, as shown in Table 5.46, is the enhancement of 

customer experience, with nineteen references. This is closely followed by optimisation of the 

company’s supply chain operations, with eighteen references. Figure 5.48, showing the tree map 

of the major codes from Company B’s interview data analysis result, illustrates this further. The 

detailed discussions on this and other underlying factors are provided in Chapter 6, Discussion.  

 

Table 5.45: Company B subcategories - BO 

Subcategory References 

Optimising Value Chain 35 

Increasing Value Delivered to Customers 25 

Increasing Market Share and Profit 22 

Building An Agile Organisation 10 

Improving Pricing Accuracy 8 

 

 

 

Figure 5.47: Company B’s BO chart 

 

Table 5.46: Company B subcategories and major codes - BO 

Subcategories/Major Codes Sum of References 

Building An Agile Organisation 10 

Delivering Agility 1 

Enhancing Business Decisions 4 

Enhancing Performance Management 5 
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Improving Pricing Accuracy 8 

Enhancing Cost Monitoring 5 

Improving Pricing Accuracy 3 

Increasing Market Share and Profit 22 

Improving Marketing 8 

Improving Profit Margin 5 

Increasing Sales 9 

Increasing Value Delivered to Customers 25 

Enhancing Customer Experience 19 

Improving Product Mix 6 

Optimising Value Chain 35 

Enhancing Store Location 3 

Optimising Store Spaces 14 

Optimising Supply Chain Operations 18 

Total 100 

 

 

 

 

Figure 5.48: Company B’s BO subcategories and major codes tree map 
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5.7.2.3 Business Outcome (BO) – Company C  

Similar to Companies A and B, the statistics of the references that constitute the BO for Company 

C are provided in Table 5.47 and Figure 5.49. The most significant BO from the interview data is 

also ‘optimising value chain’, with thirty-eight references from the interviews of eight participants. 

This is closely followed by ‘increasing market share and profit’, which emerged with a total of 

thirty-four references from interviews of eight participants. Additionally, Company C has a third 

outcome that is very close to the initial two: ‘improving pricing accuracy’, with thirty-three 

references.  

 

A closer examination showed a total of thirteen major codes derived from data analysis, all of 

which are also describable as constituents of the RBM impacted by BDAS implementation in 

Company C. The most significant of the impacted constituents, as shown in Table 5.48, was 

‘optimizing markdown’, with twenty-eight references. This was followed by ‘increasing product 

availability’ with twenty references. Figure 5.50, showing the tree map of the major codes from 

company C’s interview data analysis result, illustrates this further. The detailed discussions on this 

and other underlying factors are provided in the discussion chapter (Chapter 6).  

 

Table 5.47: Company C subcategories - BO 

Subcategory References 

Optimising Value Chain 38 

Increasing Value Delivered to Customers 20 

Increasing Market Share and Profit 34 

Building An Agile Organisation 26 

Improving Pricing Accuracy 33 
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Figure 5.49: Company C’s BO chart 

 

Table 5.48: Company C subcategories and major codes – BO 

Subcategory/Major Codes Sum of References 

Building An Agile Organisation 26 

Delivering Agility 9 

Enhancing Business Decisions 17 

Improving Pricing Accuracy 33 

Improving Pricing Accuracy 5 

Optimising Markdown 28 

Increasing Market Share and Profit 34 

Improving Profit Margin 8 

Increasing Sales 17 

Reducing Operational Cost 9 

Increasing Value Delivered to Customers 20 

Enhancing Customer Experience 12 

Improving Market Segmentation 3 

Improving Product Mix 5 

Optimising Value Chain 38 

Improving Product Availability 20 

Optimising Store Spaces 2 

Optimising Supply Chain Operations 16 

Grand Total 151 
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Figure 5.50: Company C’s BO subcategories and major codes tree map 

 

 

5.7.2.4   Business Outcome (BO) – Cross Company Comparison 

On a cross-case comparison, the subcategory ‘optimising value chain’ was found to be the most 

dominant BO in all three case companies. However, the second most dominant BO for company 

C, which was ‘increasing market share and profit’, differed from that of Companies A and B which 

for both of them was ‘increasing value delivered to customers’. These are all elaborated in Table 

5.49 and Figure 5.51. Distinctly, the third most prevalent BO in Company C was ‘improving 

pricing accuracy’. This differed from the other two case companies whose third most prevalent BO 

was ‘increasing market share and profit’.  

 

Drilling down into the ‘optimising value chain’ subcategory data for each case company showed 

that the underlying constituent codes / major codes under this subcategory remained the same for 
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Companies A and B, but were different in Company C, as shown in Table 5.50. The most prevalent 

for Company C was ‘improving product availability’, while ‘optimising supply chain operations’ 

was the most prevalent in Companies A and B. The next section examines the top three business 

outcomes across all three case companies. 

 

Table 5.49: Three case companies category table for BO 

Case 

Company 

Building An 

Agile 

Organisation 

Improving 

Pricing 

Accuracy 

Increasing 

Market Share 

and Profit 

Increasing 

Value Delivered 

to Customers 

Optimising 

Value Chain 

Total 

Company A 6 1 27 28 36 98 

Company B 10 8 22 25 35 100 

Company C 26 33 34 20 38 151 

Total 42 42 83 73 109 349 

 

 

 

Figure 5.51: Cross-case comparisons chart showing BO subcategories  
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Table 5.50: Drilldown on optimising value chain subcategory for BO 
 

Optimising value chain 

Case Company 
Enhancing Store 

Location 

Improving Product 

Availability 

Optimising Store 

Spaces 

Optimising Supply 

Chain Operations 

Company A 2 7  27 

Company B 3 
 

14 18 

Company C 
 

20 2 16 

Total 5 27 16 61 

 

5.7.3 Major business outcomes   

This section started by highlighting the technology outcomes from BDAS implementation, 

emphasising the significance of the foundational platform delivered by the outcome.  Business 

outcomes, which are the resulting impact of BDAS implementation on the RBM then followed, 

with the top subcategories found from the interview data of the three case companies highlighted.  

In this subsection, the top three business outcomes with the data of all three case companies put 

together from the subcategory and major codes perspectives were examined and reported.  

 

‘Optimising value chain’, with a total of one hundred and nine references, emerged as the most 

prevalent business outcome across the three case companies in terms of the subcategories. This 

was followed by ‘increasing market share and profit’ with eighty-three references and ‘increasing 

value delivered to customers’ with seventy-three references, as shown in Figures 5.52 and 5.53. 

Consequently, the value chain of the case retail companies was the most impacted by the BDA 

solution, accounting for 31% of the references made across the three case companies under this 

category. Mapping this result to business model components to provide a clear fulfilment of one of 

the research objectives is presented in Chapter 6. 
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Figure 5.52: Sum of references - BO subcategories across the three case companies  

 

Figure 5.53: Percentage and sum of references - BO subcategories  
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Examining in detail the major codes across the three case companies, as shown in Figure 5.54 and 

5.55, revealed that the business area most impacted by the BDAS was supply chain operations. A 

total of sixty-one references were made to activities and processes relating to optimising supply 

chain operations through the implemented BDA solution. As ‘optimising supply chain operations’ 

is a subset of ‘value chain operations’, this corroborates the findings across each individual case 

company reported in the previous sections.  

 

‘Increasing sales’ was the second most significant impact from BDA implementation. This also 

corroborates the second most prevalent subcategory, ‘increasing market share and profit’, of which 

‘increasing sales’ is a subset. Discussion on the mapping of this impact to the business model 

component is provided in Chapter 6.  

 

 

Figure 5.54: Sum of references - BO major codes across the three case companies  
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Figure 5.55: Percentage sum of references - BO major codes for all three case companies 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Delivering Agility

4%

Enhancing Business 

Decisions

7%

Enhancing Cost 

Monitoring

1% Enhancing Customer 

Experience

11%

Enhancing Performance 

Mangement

1%

Enhancing Store Location

1%

Improving Market 

Segmentation

4%

Improving Marketing

2%

Improving Pricing 

Accuracy

3%

Improving Product 

Availability

8%

Improving Product Mix

6%
Improving Profit Margin

4%

Increasing Sales

13%

Optimising Markdown

8%

Optimising Store Spaces

5%

Optimising Supply Chain 

Operations

17%

Reducing Operational 

Cost

5%

Business Outcomes Major Codes 



 

 

272 

5.8 Summary of findings 

The findings described in this chapter were structured in terms of the central theme or category 

titled the Responsive Delivery Distillation (RDD). This abstraction describes the overall BDAS 

implementation model through three areas (success enablers, challenges, and impact and benefits) 

and six properties (organisational competency, delivery perspective, delivery approach, technology 

outcomes, business outcomes and constraining factors), where implementation factors and 

processes were identified, developed and applied to deliver business outcomes for retail companies. 

Through the properties and/or attributes of the central category, BDAS implementation to impact 

RBM was described in relation to the involved actors, the fundamental social processes employed, 

and the contextual processes which were inclusive of the constraining factors. The typology of the 

three success enablers, one set of constraining factors (challenges) and two categories of 

implementation outcomes were discussed with excerpts from interviews incorporated. 

 

Numerous vital concepts, in the form of categories and themes initially, emerged from the study. 

Firstly, from the description of actors, situational and social maps, it has been established that 

BDAS implementation is a considerable undertaking that involves a large number of internal and 

external parties. Secondly, delivery methodology underpinned by different project management 

implementation factors and processes emerged as the most significant success enabler. Thirdly, the 

challenges affecting BDAS were brought to light, with delivery management issues being the most 

prevalent. Fourthly, the impact of BDAS on RBM was established, with optimising value chain 

being the most impacted area. 

 

In conclusion, the components of the derived central category offer a model or framework whereby 

a BDAS implementation programme or project can be carefully assessed with respect to the actors 

involved, the challenges encountered, the processes adopted, the applicable contexts and areas to 

be considered meticulously, and the situational and behavioural factors that impact the successful 

implementation to deliver value. The emerged concepts described are elaborated in the discussions 

chapter with additional hypothetical constructs supported with existing knowledge. Subsequently, 

the final chapter presents the theoretical, industrial and practical contributions of this study, the 

implications of the study to different bodies or groups, the limitations and the context for additional 

studies in the future. 
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6 DISCUSSION  

6.1 Introduction 

As explained in the first chapter of this thesis, this grounded theory with multiple case study 

research set out to address how a Big Data Analytics solution (BDAS) may be implemented to 

impact the retail business model through a better understanding of implementation issues and 

success enablers. The study aimed to identify and assess the success enablers and challenges in the 

implementation of BDAS in retail companies, and to explore the impact of BDAS on a business 

model of retail companies to deliver value to the business and customer. The associated research 

questions have been addressed through the literature review, data collection through case company 

interviews and data analysis with findings provided in the previous chapter. The findings are 

summarised in the RDD typology with six attributes grouped into three areas: firstly, the 

organisational competency, delivery perspective and delivery approach tagged as success enablers; 

secondly, constraining factors, tagged as challenges, and finally, business outcomes and 

technology outcomes, which are tagged as impact and benefits. These attributes are emphasised 

throughout this chapter to highlight the discursive application of these phrases and to distinguish 

them from their common language use. 

 

Furthermore, an implementation framework or model in the guise of the central category, the RDD, 

has been derived from the primary data and discussed in this chapter. Thus, the study has resulted 

in some vital contributions to the body of knowledge in the area of BDAS implementation 

literature, and heeding the calls for more studies focused on exploring an implementation model 

for BD and BDAS projects (Adrian et al., 2016; Cervone, 2016; Halaweh & Massry, 2015; Li et 

al., 2022b; Raut et al., 2021a; Steel et al., 2013). This chapter is structured to align with the findings 

chapter, discussing the BDAS implementation model, the six attributes of the central category, 

their theoretical underpinnings, significance of the findings and implications for practice. 

 

The concepts of the RDD are inter-related with cognisance of the three key areas from the research 

aims and questions: the success enablers, implementation challenges and impact/benefits of the 

implemented solutions. The first major discussion thread focuses on the success enablers’ 
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typologies, their links to literature, significance to practice and the retail industry, and how 

organisational culture and processes contribute to their effectiveness.  

 

In the second discussion thread, the significance of the constraining factors – also referred to as 

challenges to successful implementations – are discussed. The organisational factors and processes 

contributing to these challenges are also discussed. This thread culminates in steps that can be 

adopted by retail companies to mitigate these challenges. 

 

The third thread focuses on the outcomes of the BDA implementation, linking the key outcomes 

to the role played by the success enablers and the significance of overcoming the challenges. The 

outcomes are also mapped to the RBM components and overall impact on the case companies 

discussed. 

 

In the fourth thread, a new BDA solution implementation model is discussed. The processes and 

phases emanating from the data are considered in relation to the RDD. The importance of the 

implementation model for BDA solution implementation in retail companies and the relationship 

to industry practices are also discussed. This thread is closely followed by the testing of the 

implementation model in the industry through a final round of interviews. The chapter concludes 

with a section summarising the fulfilment of the research aims and objectives. The subsequent and 

final chapter discusses the implications of the study to the research community, professional groups 

and the industry. The theoretical, practical, industry and management contributions of the study, 

including the repeatability, limitations and potentials for future research are also discussed in the 

final chapter.  

 

6.2 Significance of Success Enablers in BDA implementation   

The factors enabling successful implementation of BDAS discussed in Section 5.5 provide the 

answer to the first research objective: ‘Evaluate the critical success enablers in the implementation 

of BDAS’. These factors, organisational competency, delivery perspective and delivery approach, 

which are further discussed below, were found to be key implementation enablers across the three 

case companies. Additionally, they contribute to the answer for the third research question, which 
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is: ‘Develop a framework or model for the successful implementation of BDAS in a retail 

company’, whereas the second research question is addressed in Section 6.3. Consequently, these 

enablers are constituents of the proposed model. The rest of this section reviews the significance 

and implications of these findings. 

 

6.2.1 Organisational Competency 

The first of the three success enablers emanating from the study data is the existence or building 

of organisational competency, which comprises the company’s programme or project delivery 

framework, competent resource availability and the existence of a technology roadmap, all of 

which are described in Section 5.5.1. This focuses more on organisational thinking, structure and 

processes from strategic planning to road mapping, and devolving specific organisational goals and 

objectives like BDAS initiatives into programmes and projects. The findings, though at different 

levels across the three case companies, align with principles found in the existing literature. 

Halaweh and Massry (2015), Kerzner (2019:15) and Wamba et al. (2017) all affirmed the 

significance of the availability of competent resources in project implementation. Brookes et al. 

(2014), highlighted the significance of the delivery framework, which is underpinned by the 

engagement of cross-functional teams across the company, and went on to describe delivery 

framework as a loose structure for the implementation of major projects interwoven with 

organisational culture. Sarvari et al. (2018:95) pointed out the importance of the technology 

roadmap in successful IT implementations and post implementation support. 

 

Although the three themes had fewer references (mentions) from interviews compared to other 

enablers, they were pointed out by directors and senior managers in different forms across the three 

case companies, and hence have been considered as strategic key enablers. Also, discovering that 

the engagement of cross-functional teams emerged as the most significant constituent or major 

code across all case companies came as a surprise. Predominant existing texts and industry reports 

claimed that project implementation methodologies place more emphasis on competent resources 

and often ignore the significance of cross-functional delivery teams. Additionally, key implications 

in relation to practice are that organisations seeking to implement BDAS need to ensure they have 

built a level of organisational competency first, focusing on developing resources competent in BD 
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and BDAS technologies, developing a culture or framework for cross-functional project 

implementation teams and putting in place a technology roadmap that takes BD technologies into 

cognizance.  

 

Company B, a car parts, tools and bicycle retail company with a nationwide reach did not make 

any reference to complementary resources or a technology roadmap. Though surprising, it affirms 

the BDAS delivery model adopted by the company and the low maturity level of its IT organisation, 

as witnessed by the researcher during the site visit. The BDAS implementation was completely 

outsourced in Company B, fully implemented by inhouse resources in Company C and 

implemented in Company A by a mix of external and internal resources.  Consequently, Company 

B reported the lack of competent resources as a major challenge to its BDAS implementation. On 

the other hand, Company C, with strong statistics on delivery framework, emerged as the case 

company with most BDA solutions delivered and many others inflight as at the time of the case 

interviews.  

 

6.2.2 Delivery Perspective  

This is the second of the success enablers and focuses on pre-programme or project formulation 

and pre-implementation organisational capability, also providing an answer to the first research 

question. Delivery perspective encompasses how an organisation conceptualises programmes and 

projects, allocates scarce resources to it and provides strategic support for successful delivery. Two 

of the three constituent factors of this finding align with literature. Researchers like Hajiheydari et 

al.(2021); Halaweh & Massry (2015) and Raut et al. (2021) all identified adequate funding and 

executive support/buy-in as fundamental factors for successful BDAS delivery, but none of them 

realised or discussed the significance of adopting an incremental approach, which was uncovered 

in this study. This result was unexpected as it had not been previously or widely reported in extant 

literature and had been ignored by most industry practitioners, due to the differences between 

current IT solution implementations and BDAS solution implementations, as discussed in Chapters 

2 and 3. 
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The right delivery perspective underpinned by ‘adopting [an] incremental approach’ to BDAS 

implementation was one of the main factors that led to the commencement of the project in 

Companies A and B.   In Company A, where funding was a challenge, the project sponsors 

jettisoned a strategic approach and adopted a tactical one, i.e., an incremental approach, focusing 

on using BDAS to make the stock and sales data real-time. This real-time data and BDAS interfaces 

became the foundation for more accurate forecasting and waste reduction. Thus, with an 

understanding of delivery perspective and having it in place, more retail companies will be able to 

deliver more BDAS successfully.  

 

All three case companies reported on the importance of ‘executive buy-in’ and ‘adopting 

incremental approach’ in the successful delivery. Company A had no reference for ‘adequate 

funding’ and Company B had just one. This shows that the two case companies had challenges 

with funding the project and hence resorted more to ‘incremental approach’, as the data has shown 

in Section 5.5.2. Company A delayed the project for six months after project kick-off, due to lack 

of adequate funding. This also corroborates the finding that both Companies A and B were in their 

infancy in BDAS delivery compared to Company C. In contrast, Company C had enough funding 

and relied less on executive buy-in. As at the time of the interview, Company C had already 

delivered some BDAS for their food business and was implementing similar solutions for non-food 

business. This meant that the executive and senior management were already aware of the benefits 

and provided relevant support. However, an incremental approach was adopted, due to the 

complexity of the solution and time required for model building and adoption by the users. 

 

6.2.3 Delivery Approach 

This is the last of the three success enablers, also providing an answer to the first research question. 

It comprises the company’s reviewed and approved project implementation processes, standards, 

tools and techniques. The ‘delivery approach’ entails the factors and processes that follow project 

formation and initiation, while ‘delivery perspective’ refers to the factors and processes that 

precede project conception and formation. Delivery methodology, business change management 

and data governance are three of the constituent factors of the delivery approach found from 

interview data and which are widely reported in literature as enablers for BDAS implementation 
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(Al-Sai et al., 2019; Hajiheydari et al., 2021; Halaweh & Massry, 2015). The fourth factor, clarity 

of objectives and requirements, is missing from both academic and industry publications.  

 

Interview data show that ‘clarity of objectives and requirements’ was the highest success enabling 

factor for two case companies – A and B – under this enabling category. Company A’s 

implementation was paused for a few months to clarify requirements, while one of the initial BDAS 

implementations embarked on by Company C failed due to lack of clarity on objectives and 

requirements. The BDAS implementation was repeated when this factor was found lacking at the 

initial stage and mitigated by senior leadership input, guidance and the right resourcing. Since 

BDAS are complex, expensive and wide reaching, having clarity with regard to the solution 

objectives per time or for each implementation will help ensure successful delivery. Additionally, 

clarity on requirements will help reduce waste and cost, as seen in Company C, and enhance 

successful delivery.  

 

There were no references to data governance as an enabling factor under ‘delivery approach’, in 

Companies A and C. Both companies are at the opposite ends of a spectrum: Company C had a 

mature data science organisation led by a Data Science Director reporting to the Chief Technology 

Officer (CTO), while Company A had no data science team but started planning for one after the 

BDAS implementation had started. However, it was not reported as a major challenge or 

constraining factor in Company A because limited data from different legacy systems was required 

for that phase of their BDAS implementation.  Company B had few references on data governance 

because it turned out to be one of the major challenges faced during implementation, hence reported 

as a constraining factor. Delivery methodology remains the most significant factor under this 

category, with Companies A and C reporting the adoption of hybrid project delivery methodology 

as the project implementation methodology used for the project. Company A’s implementation was 

conducted using a mix of internal and external resources while Company C’s was done by internal 

resources only. In contrast, as mentioned, Company B outsourced all aspects of its implementation, 

and hence had fewer references on delivery methodology. 
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6.3 Constraining Factors 

The second objective of this study was to investigate and appraise the challenges faced in the 

implementation of BDAS in retail companies. This has been fulfilled by the findings under this 

RDD attribute and the category called ‘constraining factors’. Challenging solution complexity and 

cost, confronting issues of data governance, data quality and delivery management, and partially 

considering RBM, are the five constituent factors and process issues that make up this constraining 

factors RDD attribute. Hajiheydari et al. (2021) and Halaweh and Massry (2015), like many 

researchers, identified three of the constituents as enablers but did not identify delivery 

management issues and lack of RBM considerations as challenges to implementation. 

Consequently, lack of impact analysis of BDAS on RBM and delivery management issues 

underpinned by project control and change management process issues, emanating from this study, 

were not found in most BDAS implementation literature.  

 

The two constraining factors uncovered from case companies interview data were unexpected, 

because they are not prevalent in the limited amount of available BD, BDA and BDAS literature. 

The implication for practitioners is that firstly, the assumption that project management practices 

are commonplace in the retail industry may not be true when it comes to BDAS implementation. 

This could be due to the complexity of the solution and/or the changes it brings about during and 

after implementation. Secondly, an impact analysis on the potential effect the BDAS will have on 

the RBM is vital for a successful BDAS implementation and adoption. Company A reported this 

constraining factor as the second of the five most critical challenges faced during their BDAS 

implementation. All five challenges need to be carefully considered and mitigated for a successful 

BDAS implementation in a retail company. 

 

Furthermore, all three case companies reported that delivery management issues were the greatest 

challenges faced during implementation, which is at variance with existing literature by writers 

such as Adrian et al. (2016), Halaweh and Massry (2015), Maçada et al. (2019) and Raut et al. 

(2021). As their second most significant challenge, Company A reported a lack of RBM 

consideration, while Company B reported data governance issues and for Company C it was 

solution complexity. Company A began the BDAS implementation with very lean executive 

support and thus could not conduct enough impact analysis of the solution on RBM, resulting in 
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this challenge. Company B outsourced the implementation and only discovered the seriousness of 

data governance issues when all the required data could not be secured and cleansed in a timely 

manner. Having more ownership of the implementation would have helped to uncover this 

challenge early and mitigate ahead of the peak of implementation. Company C with a more mature 

inhouse implementation team was engaged in more complex BDAS hence highlighted complexity 

as a key challenge but not an obstacle.  

 

6.4 Outcomes  

This RDD attribute and category is comprised of the tangible IT output emanating from the BDAS 

implementation. The major constituents of this category resulting from the interview data analysis 

are Big Data ecosystems and technology ecosystems (Jena & Kar, 2019; Kune et al., 2015). This 

finding fulfils part of the second research objective, which is ‘to investigate and appraise the current 

opportunities and challenges faced in the implementation of BDAS’ (see 1.5). Through the 

constituents outlined above and in Chapter 5, BDAS implementation demonstrates the exploitation 

of opportunities found in the retail companies that were studied. A typical example is the delivery 

of outcomes that enhanced user experience through increased processing speed, visualisation and 

easy to use widgets and interfaces. Another example is the aggregation of existing company and 

customer data and deploying solutions to derive insights from the data. 

 

Furthermore, this outcome also contributes to the fulfilment of the third research objective: to 

develop a framework or model for the successful implementation of BDAS in a retail company 

(see Section 1.5). As a result of these outcomes, the retail companies studied deemed the 

implementation to be successful, alongside the business outcomes. Hence, these technology 

outcomes have become part of the general success criteria for BDAS implementation and have 

been included in the implementation model described in Section 6.5.  

 

In practice, this finding arms practitioners with a good list of success criteria with which to start 

planning and helps in the selection of solutions. Most of the extant literature, for instance Bagiu et 

al. (2020), Joslin and Müller (2016), Loonam et al. (2018), Pace (2019) and Woźniak (2021), 

focused on success enablers and success factors, ignoring success criteria that play key roles in 

solution and vendor selection, as well as BDAS implementation planning and costing. This finding 
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also means that practitioners, especially those implementing BDAS for the first time, will not need 

to start from a blank slate.  

 

Company A focused to a great extent on data aggregation and building the BD platform, hence 

more references emerged on ‘delivering Big Data management’, unlike Companies B and C, which 

had more respondents that spoke about ‘delivering Big Data Analytics’. Company A was in its 

infancy in the BDAS delivery, while Company C had advanced in BDA technologies 

implementation and application. Company B’s BDAS applications were not as advanced as that of 

Company C, but more advanced than Company A’s. 

 

6.4.1 Business Outcome and Value 

6.4.1.1 Business Outcome 

The benefits and value delivered by BDAS implementation fall under this typology. The five main 

constituents of this RDD attribute – optimising value chain, increasing market share, building an 

agile organisation, improving pricing accuracy and increasing value delivered to customers – are 

all benefits of the solution and linked to the RBM, as shown in the next section. This fulfils the 

fifth and last research objective to be investigated, which is ‘assess the impact BDAS have on the 

retail business model components with focus on value delivery and benefits realisation’ (see 

Section 1.5).   

 

Extant literature on this kind of comprehensive study, exploring the impact of BDAS on the retail 

business model, is scarce. Existing research works have focused on different aspects of retail 

operations or the RBM. For example, Saggi and Jain (2018) focused on value creation, Liao and 

Tasi (2019) on store layout, Fan (2019b) and Jabbar et al. (2020) on marketing decisions and 

improvements, Akter et al. (2016), Arias-Pérez et al. (2021) and Wamba et al. (2017a) on firm’s 

performance, and Baryannis et al. (2019) and Raut et al. (2021b) on supply chain. Although the 

individual studies could be linked to the results of this current research, this study is focused on the 

retail industry and has produced a comprehensive list of business outcomes resulting from BDA 

implementation across three retail companies. Moreover, this study’s results are from case studies 

and primary data and not from literature or hypotheses drawn from industry reports, as is the case 
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with most of the existing literature. The results also affirm that the value chain of retail companies 

is the part of the RBM most impacted by an implemented BDAS.  

 

A major business outcome was not expected because the three case companies each had a different 

set of objectives for embarking on the initial BDAS implementation. Company A’s initial 

objectives were to integrate a point of sales (POS) system and inventory management system with 

the BD platform and convert the batched sales and inventory data (visibility of sales figures and 

stock levels provided to staff, twenty-four hours after transactions were made in the store floor) to 

real-time data. Company B set out to deploy BDAS for targeted marketing, space optimisation and 

basket analysis, while Company C aimed to replicate in the non-food sector the BDAS models that 

had worked in their food sector, going on to focus on solutions for markdowns, forecasting and 

procurement. Results from the data shows that ‘optimised value chain’ emerged as the most 

significant business outcome across all three companies regardless of the differing project 

objectives.  

 

In practice, retail industry practitioners now have data to prove to stakeholders that BDAS 

implementations will deliver business outcomes and benefits with an impact on RBM. Secondly, 

practitioners now have a formula or model/framework to implement BDAS to enhance the delivery 

of business outcomes, when the following antecedents are in place: ensuring that organisational 

competency exists, that delivery perspective and delivery approach are right (as described in 

Section 6.2) and that constraining factors are mitigated. Thirdly, less effort and funds will be 

expended in the implementation as outcomes lead to increased accuracy in planning, execution, 

risk management and modelling building. Finally, practitioners can assure their stakeholders that 

organisational culture or a mindset of increased confidence and joined-up strategic approach to the 

implementation will be adopted with the results of this study. 

 

6.4.1.2 Business Value 

Another set of findings from the study are value and quantifiable benefits delivered by BDAS 

across all three case companies. This fulfils the second part of the fifth research objective: ‘assess 

the impact BDAS have on the retail business model components with a focus on value delivery and 
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benefits realisation’ (see Section 1.5). Memos from case interviews revealed the quantifiable value 

and benefits delivered, as shown in Table 6.1. As seen there, the value and benefits are different 

across the case companies, and the links to business model components are discussed in the next 

section. 

 

Table 6.1: Business value and benefits realised from BDA implementation 

Case Company Value delivered and benefits Business Outcome area 

Company A • Aggregation of company and customer 

data into a single place – the BDAS 

platform. 

• Improved forecasting accuracy and 

reduced waste, hence contributing to 

4.6% in operating profit for financial year 

2019. 

Building an agile organisation 

 

Increasing market share and profit 

 

Company B • Goals moved towards targeted customer 

engagement with the insights from the 

data, and trading intensity increased by 

20% 

• Accuracy of targeted marketing 

campaigns improved considerably  

• Matching of customers to transactions 

increased from 3% to above 73% 

• Spend on advertising changed and began 

to move towards being more targeted. 

Paved way for more targeted audience 

and market segments which led to ROI 

increasing fourfold (x 4). 

 

Increasing value delivered to customers 

 

 

 

 

 

Increasing market share and profit 

 

 

Increasing value delivered to customers 

Increasing market share and profit 

 

 

Company C • 3 years’ progress - using data science, i.e.  

BDAS to power the forecasting, 

company is now stocked more frequently 

with promotional availability increasing 

from 62% to 71%, matching their non-

promotional availability. 

• Launch availability – how many products 

the company has on the shelves at the 

start/launch of an event or a promotion or 

a range change: 

o In year 1 of the BDAs there was a 

notable step-up – from 94% to 

96.5% 

o In year 2 – availability moved up to 

97% 

 

Optimising value chain 

Increasing value delivered to customers 

 

 

 

 

 

 

 

 

Optimising value chain 
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 • General Merchandise – Home Team have 

used the solution for about 1 year by the 

time of case interview: 

o Product availability has increased 

notably - 1% increase in product 

availability for domestic Non-Food 

products 

o Far east suppliers service level 

moved from 91% to 98/99% 

• General Merchandise – Home Team also 

used the BDAS for close to a year: 

o 2% to 3% increase in product 

availability 

o 2/3% to be gained in celebrations 

where the ‘as is’ availability is 

98%; at 50/50 for Domestic/Far 

East suppliers sourced 

o 2/3% gained in Stationery where 

the ‘as is’ availability is 97%; is 

currently at 30/70 for Domestic/Far 

East supplier split 

• Profitability of online business increased 

– the company improved the profitability 

of the online business to £74/1000 

impressions increasing profit per basket. 

Before the BDAS implementation, it was 

£12/1000 impressions. 

• Improved usability – BDAS also made it 

easier in terms of customer experience 

because with cold fusion and BDAS 

technology the company was able to 

measure page views per basket held. The 

lower the number the less friction. The 

solution reduced the page view per basket 

from 4/5 pages to 1/1.5 per basket 

 

 

 

 

Optimising value chain 

 

 

 

 

 

 

 

 

 

 

Optimising value chain 

 

 

 

 

 

 

 

 

 

 

 

 

Increasing value delivered to customers 

Increasing market share and profit 

 

 

 

 

 

   

 

In the next section, an attempt is made to map the business outcomes, business value and benefits 

to the RBM components. 

 

6.4.2   Impact on Business Model 

As part of fulfilling the fifth research objectives of this study, which is to ‘assess the impact BDAS 

have on the retail business model components with a focus on value delivery and benefits 

realisation’, the RBM business model components discussed in Chapter 2 are mapped to the 

business outcomes found from the study. Figure 5.50 provides a detailed picture of the mapping 
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with the solid connecting lines implying a clear correlation or direct mapping between the 

components and the related business outcome. The dotted lines in the image imply that the linked 

business outcomes may not have a strong correlation with the associated RBM component but 

contribute to some extent to the impact on that component. 
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Figure 6.1: Mapping of business outcome findings to RBM components  
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As mentioned earlier, the data that emerged from the study shows that optimising the value chain 

was the most prevalent business outcome. Consequently, the value chain component of the RBM 

is the business model component impacted most by BDAS implementation across all three retail 

companies studied. As found from the interview data of the three companies, the key operational 

outcomes underpinning the value chain operations were: optimising supply chain operations, 

improving product availability and enhancing store locations.  

 

The second most prevalent business outcome, as reported in Section 5.7, was increasing market 

share and profit. This outcome correlates with two RBM components: value appropriation and 

value driven finance. The main underlying operational outcomes and business value found across 

all three case companies were: reducing operational cost, increasing sales and improving profit 

margins. Thus, the value appropriation and value driven finance were also impacted by the BDAS 

implementation.  

 

Another of the top three business outcomes that correlate with two RBM components – value 

creation and value proposition – is the increasing value delivered to customers. This is mostly 

underpinned by the following operational outcomes and business value delivered by the BDAS: 

enhancing customer experience, improving product mix available to customers and improving 

market segmentation. Therefore, the value creation and value proposition factors of the RBM 

components are impacted positively by BDAS implementation in retail companies. 

 

Finally, the RBM component of value driven governance is also impacted by BDAS 

implementation. All three case companies started the BDAS implementation journey by attempting 

to aggregate all company and customer data into their BDAS platform, the main objective being to 

build an agile organisation ready to react to frequently changing market and customer demands. 

The highly significant technology outcome discussed in previous sections fall under this 

component, which in fact serves as the foundation for the impact seen in the other RBM 

components. 

 

In summary, BDAS implementation in retail companies has a direct impact on all aspects of the 

business model, depending on the scale of the implementation. Interestingly, as shown from the 
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case study, with different BDAS objectives across the three case companies, all aspects of the RBM 

were impacted, although to a different extent in each case.  However, the value chain was the most 

impacted, regardless of the project objective. Therefore, one may conclude that BDAS 

implementation in a retail company is highly likely always to produce the biggest impact on the 

value chain component of the RBM, and some level of impact on the other five RBM components. 

This implies that adequate impact analysis on a retail company’s value chain prior to BDAS choice 

and implementation will guarantee greater chances of successful implementation. The next section 

discusses the new implementation model emerging from the study. 

 

6.5 Evolved Theory - a new Implementation Model 

The findings leading to the attributes of the central category, the RDD, have been set out in detail 

in the previous sections. Building on these findings, the researcher uncovered a hidden pattern in 

the way the case companies went about the BDAS implementation that assured the reported 

outcomes, and could even improve the outcomes while saving them money and shortening the 

implementation timeline. This pattern of BDAS implementation is interpreted in five phases, 

described as a taxonomy of behaviours, practices, processes and concepts whereby BDAS 

implementation is carried out to deliver value and impact the business model in retail companies. 

The social foundations for BDAS implementation described in Chapter 3 are illustrated through 

the evolved RDD central category which incorporates six key properties grouped in three areas – 

success enablers, implementation challenges, and impact and benefits – aligned with research 

questions (see Figure 4.14) and overlaid by the implementation stages. These stages are 

exploration, appraisal, development, production and distillation – an abstraction (Lindgren et al., 

2020; Patton, 2014:603) related to the  exploration, drilling and refining of crude oil. The rest of 

this section is split into two, with the first part describing the RDD abstraction and the second 

explaining the five implementation stages. 

 

6.5.1 RDD description 

As mentioned, RDD is the abstraction that summarises the study findings through three areas, 

namely: success enablers, challenges, and impact and benefits, as shown in Figure 4.14. It is the 

set of organisational behaviours, practices and processes where BDAS implementation processes 



 

 

289 

are identified, developed and applied to successfully deliver BDAS in retail companies. RDD 

emanated from the interpretation of the results of data analysis. Responsive implies that the entire 

BDAS implementation process is iterative or cyclical. This is supported by Extract 9 in Section 

5.5.2.1 of this thesis and Figure 5.20, where the respondent and case results made clear the 

significance of agile methodology and the adoption of an incremental approach in the success of 

Company A’s BDAS implementation. Associated with the abstract term ‘responsive’ is the project 

delivery organisational competency built by the company, and its perspective of the entire 

implementation lifecycle, including other vital pre-implementation activities, is described in 

Section 5.5.2. 

 

Delivery, the second abstraction term, is taken to be the set of factors and processes for managing 

human and material resources. Delivery perspective, one of the six RDD properties, builds on 

organisational competency to set the stage for a successful implementation of the BDAS. 

Additionally, a distinctive delivery approach – as discovered from the data and described as part 

of the implementation stage – will aid successful BDAS implementation and the delivery of 

business value, as witnessed in all three case companies.  

 

Distillation is a process for heating, vaporisation and condensation in oil production. 

Metaphorically, in the context of this study’s results, heating symbolises implementation, and 

vaporisation typifies model building and experimentation, while condensation is likened to the 

impact of the implemented solution on the business model, plus the value delivered at different 

times as the organisation incrementally and iteratively applies the solution in driving different 

business processes and activities. 

 

The RDD’s underlying areas, which are the success enablers, challenges and BDAS impact and 

benefits, are described in detail in Sections 5.5, 5.6 and 5.7 respectively. These areas are 

underpinned by the six RDD properties: organisational competency, delivery perspective, delivery 

approach, constraining factors, technology outcomes and business outcomes. All these properties 

are also reported and discussed in detail in these sections. They are also illustrated in Figure 4.14. 
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6.5.2 Implementation model stages 

Related to the RDD are exploration, appraisal, development, production and distillation, the five 

metaphors used in this study to describe the five stages of BDAS implementation derived from the 

study data.  Table 6.2 shows the five stages mapped to the RDD properties, while Figure 6.2 shows 

the diagram of the five implementation stages overlaid on the RDD, thus presenting the full picture 

of the evolved BDAS implementation model for the retail industry.  

 

Exploration is the first stage, synonymous with oil exploration, and begins with the retail 

organisation examining its culture, practices and inclinations in relation to complex IT project 

implementations such as BDAS. Based on the constituents of the first RDD property, 

organisational competency, the retail company begins to assess the existence and robustness of a 

delivery framework, including the practice of deploying cross-functional teams for such projects 

without disrupting the business-as-usual activities. The company moves on to ascertain the 

availability of competent resources in BD and BDAS technologies that will implement and support 

the solution after implementation, and finally assesses the robustness of its technology road map 

and the implication of including a BDAS in its technology mix. Answers to these questions will 

help the company to ascertain its readiness for a successful implementation. Should the answers 

not be satisfactory, the company should delay the start of the BDAS project to give room for the 

building of these inhouse competencies. Alternatively, the company may go ahead and outsource 

the entire implementation as Company B did, thus mitigating the risks of potential implementation 

failure due to the absence of organisational competency. 

Table 6.2: Mapping of RDD and implementation stages  

Stage Implementation stage RDD Properties 

1 Exploration Organisational competency 

2 Appraisal Delivery perspective 

3 Development Delivery approach   

4 Production  Technology outcome, Constraining factors 

5 Distillation Business outcome, Constraining factors 

 

Appraisal is the stage where certain critical BDAS implementation success enablers themed as 

delivery perspective are put in place if not existing already. This should be championed by the 

business owner requesting for the procurement and implementation of the BDAS, and for the 
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resources that will deliver the solution, like the Director of Data Sciences in Company C. Typical 

assessment questions at this delivery stage are: Is there adequate funding for the project? Have the 

project sponsors secured the relevant executive buy-in to support the entire project lifecycle 

including risks and issues that will emerge? Does the company have the capability to adopt an 

incremental approach in the implementation? Affirmative answers to these questions emanating 

from the delivery perspective of RDD implementation model show that the retail company is ready 

for the implementation of the BDAS; otherwise, the company should consider putting the 

implementation start-up activities on hold until all these are in place. Furthermore, the 

component(s) of the business model that the solution will impact and the benefits the solution will 

deliver should be clear at this stage. 

 

Figure 6.2: Responsive Delivery Distillation – The BDAS implementation model 

Development is the stage where companies make choices as to how the solution will be 

implemented and the iterative part of the implementation model begins at this stage. After 

examining the organisational competency and ascertaining the company’s delivery perspective in 

the previous stages, retail companies will decide on the delivery approach to adopt for BDAS 

implementation. Data from the case study shows that choosing the right delivery methodology, 

having a clear definition of solution objectives and requirements, a robust business change 
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management plan and associated execution resources are the key factors at this stage that guarantee 

successful implementation. All these three factors are part of the delivery approach that emanated 

from the case companies’ interview data. The study found that Company C adopted the Agile 

methodology while Companies A and B adopted a hybrid methodology.  

 

Agile methodology deals with unpredictability by funding project resources to deliver solutions 

incrementally rather than using a traditional approach where all facets of the solution are delivered 

at once and through defined stages (Cao et al., 2013; Tanniru et al., 2021). Agile focuses on 

customers, their requirements and the impact of the solution on them, while the traditional approach 

focuses on processes and the project outcomes. The hybrid approach is the methodology where the 

implementation starts off with some of the traditional approach, and progresses to finishing the 

implementation with agile methodology (Cao et al., 2013; de Vasconcelos Gomes et al., 2022). 

This methodology has been proven to increase the implementation end results, increase the delivery 

of customer requirements and aid organisations to realise their strategic initiatives (Bagiu et al., 

2020; Costantini et al., 2021). The incremental approach is a significant part of the agile and hybrid 

methodologies (Craddock et al., 2017:20; Lieberum et al., 2022; Project Management Institute & 

Agile Alliance, 2017:79), and was found to be one of the key success enablers across all three case 

companies.  

 

Production is the stage when the core implementation activities take place. Prior to this stage, the 

company has assessed its competency and chosen an implementation approach. At this stage, the 

hybrid delivery cycle is followed and the BDAS functionalities are delivered incrementally. As 

shown in Figure 6.2, this stage is completely iterative, which is synonymous with hybrid 

methodologies. As discovered from the case study, a proof of concept (POC) is conducted to 

ascertain the viability of the first set of functionalities due to be delivered. Once this is achieved, 

and proven to be viable, additional functionalities are delivered incrementally to meet the desired 

outcome. A successful POC also heralds the delivery of business objectives and impact on RBM. 

At the POC phase of this stage, a temporary or lean technology platform is delivered to enable the 

POC. Depending on the type of BDAS and following the successful POC, a robust technology 

ecosystem, a subset of technology outcome described in Section 5.7, is then delivered and becomes 
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the platform for building the Big Data ecosystem, the foundational middleware and software 

platform for the BDAS.  

 

Furthermore, through careful planning and execution, the constraining factors identified during the 

study are mostly mitigated at this stage. Delivery management issues, non-consideration of the 

RBM, and challenging solution complexity and cost, which are the top three implementation 

challenges (constraining factors), become the focus of the implementation team from start to finish.  

 

At the distillation stage, the focus is on using the Big Data ecosystems to carry out experimentation 

that culminates in models that produce the desired solutions to business problems (Anwar et al., 

2021; Hartmann et al., 2016; Shah et al., 2021b). The vaporisation process, in the traditional 

distillation process, is a metaphor for the laborious and time-consuming model-building and 

experimentation activities carried out by data scientists and engineers to deliver the optimal model 

required for solving the business problems. For instance, evolving an optimal model that worked 

for Company C’s markdown of general merchandise products took up to six months. Similarly, it 

took up to three months to arrive at a model for optimising the ROI on Company B’s marketing 

investment in Google.  

 

As a sequel to evolving optimal BDAS models, the impact of BDAS on the RBM results in benefits 

and business value. As the models are used to deliver insights that drive different business 

processes and activities, value is delivered to the business. The greatest value delivered, as 

consistently found across the three case companies, is optimising the value chain. This is followed 

by an increase in market share, which is the aim of every retail company. 

 

6.5.3 Implementation Guide 

The table below provides a summary of practical guide for industry practitioners for applying the 

RDD implementation model in their BDAS projects. 
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Table 6.3: Implementation guide  

Explore  

Review portfolio mix, business appetite, technology roadmap and qualified resources 

Our philosophy, target operating model and cross-functional teams 

Appraise 

Analyse business model, plan for phased delivery and uncertainties, secure executive sponsorship 

Invest in discovery, understand it takes time and focus on outcomes 

Develop 

Ensure clear scope and requirements, understand maturity level, evolve delivery mechanism 

Robust adoption strategy, planning, implementation governance, team and tools 

Produce 

Execute the plan, manage challenges, execute POC, build BDAS, models and new processes 

Technology and Big Data ecosystems, scalable and repeatable solutions 

Distil 

Train the models, embed new processes and solutions 

Value chain optimisation, new markets and increased profits 

 

6.6 Theory Review  

This grounded theory multiple case study research process is split into two phases and four steps, 

as described in Section 3.6 and Figure 3.2. With the completion of the first three steps involving 

the literature review, case interviews with data collection, and data analysis with theory 

(implementation model) building, this section describes the fourth and final step, which is the 

theory and model review. As shown in Table 6.3, a  total of ten respondents from across the three 

case companies participated in the review of the evolved RDD model and provided their feedback 

or perspectives. The review was carried out by eight of them who took part in the original case 

study interviews in 2019 and 2020, and two new ones (Participants 26 and 27) who joined the 

companies after the original interviews. The respondents were engaged in a series of conference 

calls and face-to-face sessions between 17 May and 2 July 2022, using the summary of the research 

findings and the evolved RDD implementation model on a Microsoft PowerPoint presentation 

pack, shown in Appendix 5. The summary of the feedback and the updated RDD implementation 

model are provided in this section. 
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Table 6.4: List of respondents for Theory (RDD Implementation Model) testing  

S/N Respondents Job Title Interviewees Company  

1 Director IT & Business Change Participant 01 Company A 

2 Big Data Project Solution Architect Participant 03 Company A 

3 Head of Digital Transformation Participant 07 Company A 

4 BDA Project Business Analyst Participant 09 Company A 

5 Business Intelligence Manager Participant 10 Company B 

6 Group Business Analytics Manager Participant 15 Company B 

7 IT Applications Manager Participant 26 Company B 

8 Cyber Security Lead Participant 27 Company B 

9 Data Science Director, Technology Participant 20 Company C 

10 Change & Implementation Manager, GM Trade & Operations Participant 22 Company C 

 

6.6.1 Review of RDD implementation model 

 Most (about 85%) of the respondents involved in the theory review affirmed the findings and 

described how most aspects of the RDD model would help improve BDAS implementation in their 

companies. About 15% of the respondents suggested a slight modification of the RDD 

implementation model while affirming the potential significance of the model to their BDAS 

projects.  

 

The group of respondents that cut across the three case companies alluded to the robust nature of 

the study and findings and went on to affirm that the RDD implementation model would help 

improve BDAS and other IT software applications implementations in their retail/hospitality 

companies. A few extracts from their review interviews are as follows: 

 

1. The implementation model looks robust, and I see it working for us (P01).  

2. The research is very detailed, and the implementation model look robust and exactly what 

 we need. If possible, number the stages to make them easy to follow by practitioners (P03). 

3. Great work. If the model is embraced, it will help improve our governance and project 

 delivery process. It will take us a while to get there (P26) 
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Two of the respondents, while applauding the implementation model, expressed reservations on 

its adoption by retail companies without a simple step by step guide on how to use it. Some 

extracts from the sessions are: 

4. I like the model but would love to see the steps numbered so that my team will know which 

 stage comes first (P27).  

5. The model is good and if followed will help our company mitigate the current risks and 

 challenges faced in BDAS implementations. It will be good to have either a simplified 

 framework diagram or a step-by-step guide on using the framework (P22). 

 

Some of the respondents were of the view that since the initial interview, the company had 

improved in its BDAS implementation practices. One of them related the RDD model to current 

practices where the research and portfolio management team undertakes the activities in the first 

two stages of the RDD model, i.e., exploration and appraisal, then hands over to their engineering 

team which then carries on to the last three stages. However, they confessed that their current 

processes were not structured and lacked many of the details in the RDD model. Excerpts from the 

interviews are:  

6. We have an engineering team that works closely with the research and development team. 

 The research team carries out the requirements and conducts a POC. If the POC is 

 successful, the full development and implementation is done by the software engineering 

 team working closely with the business owners (P07) 

7. This implementation model will help bring a good structure to the way our core functional 

 BDAS implementation teams relate to each other and deliver solutions. Solutions have 

 always been delivered late, but if the model you have presented is implemented, the teams 

 will start delivering on time and save the company some money. 

 

A number of the respondents laid emphasis on the first two stages of the model, whilst agreeing 

with the findings. They emphasised the need for clear requirements and clarity of objectives or 

expected outcomes at the beginning of the implementation as captured by the RDD model. Another 

success enabler emphasised by the respondents was the close working relationship between the 

research, innovation, process and software engineering teams during the BDAS implementation. 
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This factor was also recognised as cross-functional teams, which is a success enablers, and one of 

the attributes of the RDD model. An extract from one of the interviews is as follows: 

 

8. Understanding BDAS project objectives and outcomes from the beginning is key to 

 success. This will help with the initial research and POC, and the crossover between the 

 development team and the engineering team (P15). 

 

Furthermore, some of the respondents highlighted the need for the sequencing of all the RDD 

implementation stages to be iterative and cyclical. This implies that each stage loops back into the 

ones prior, depending on the learnings, factors and processes that need to be improved and adapted 

in the retail company. A typical example is lessons learned from Production and Distillation stages, 

which are fed back into the retail organisation for the review and update of exploration stage. 

Participant 20 from Company C, while stating that the hybrid-like RDD implementation model 

worked for the retail company in 2019 and 2020, made it clear that the company has adopted an 

agile framework approach called Dual-Track Agile. An excerpt from the interview is as follows: 

 

9. We have a BDAS research team that carries out research on each related requirement. 

 This team builds a prototype, carries out [a] small trial, and if successful, hands the 

 development and implementation work over to our software engineering team. We started 

 using the dual-track agile framework to add some structure to what we do (P20) 

 

The dual-track agile is a form of agile development wherein the cross-functional product 

development teams split their daily development effort into two tracks: discovery and delivery 

(Luna, 2021). The discovery track focuses on creating new product ideas and validating them, 

usually through a prototype or POC, while the delivery track centres on converting those ideas into 

viable software solutions or product increments ready for the market (Lieberum et al., 2022; Sedano 

et al., 2020). A close review of the Dual-Track agile shows that it lacks the factors and processes 

like organisational competences, delivery approach and delivery perspectives that mitigate the 

challenges uncovered by this study. This agile framework fails to identify the success enablers and 

challenges in the BDAS implementation, all of which the respondents affirmed would aid in 

enhancing the success of their BDAS implementations. Additionally, the Dual-Track does not 
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provide the level of detail that the RDD implementation model provides; for example, the different 

stages of the RDD model make adoption of the model easy for practitioners and enhances 

consistency across teams and projects. 

 

Overall, the review of the RDD model shows that practitioners are ready to adopt it for enhancing 

their BDAS implementation success rate. Adjusting the stages of the model slightly; that is, making 

it cyclical and iterative, seems more practical and valuable for practitioners. The next section 

discusses the updated RDD model following this feedback. 

 

6.6.2 Updated RDD implementation model 

The feedback from the theory review led the researcher to review the RDD implementation model 

and update it to reflect a full iterative and cyclic process, as shown in Figure 6.3. Thus, the updated 

implementation process starts with exploration through to all the stages described in Section 6.6 

and illustrated in Figure 6.3. The major addition to the original model is that the learnings from the 

post exploration stage, i.e., the subsequent stages, are fed back into the model as shown by the arc 

that connects the distillation stage to the start of the exploration stage. This leads to an improvement 

in the model, underpinning processes, solution development and implementation cycle, giving rise 

to continuous improvement of the RDD model and in turn the BDAS implementation approach. 

Consequently, with every BDAS implementation, the model and associated organisational 

processes are adjusted and improved for a more successful solution implementation and targeted 

impact on the RBM components. Also, this updated model will instigate a culture of continuous 

improvement in the retail companies that will adopt it for BDAS implementation. 
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Figure 6.3: Updated RDD implementation model (an iterative link from Distillation to the start of Exploration added) 

Another remarkable change in this updated RDD implementation model is the change in the stage 

of the model where POC takes place. The original model in Section 6.6 proposed that POC should 

be executed at that start of the production stage. However, the feedback from testing shows that 

POC should occur during the appraisal stage. If the POC is not successful, the BDAS solution is 

not progressed, thus saving money for the organisation by avoiding the waste of resources in 

delivering a solution that will either fail or not produce the expected ROI. On the other hand, a 

successful POC at the appraisal stage will lead to the company progressing the BDAS 

implementation to the next stages. More details on this are provided in the implementation guide 

in the next section.  

 

6.6.3 Updated implementation guide 

Simplifying the RDD implementation model’s guide and providing more details that will enable 

practitioners to easily apply the model is another feedback from the theory testing. Consequently, 

an attempt is made at providing more details and simplifying the steps, in Table 6.5, highlighting 

focus areas, major implementation tasks and questions that will steer the practitioners towards 
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additional tasks and decisions. It is the belief of the researcher that practitioners can easily use this 

guide to carry out a successful implementation of BDAS in a retail company.  

Table 6.5: Updated implementation guide  

S/N Stage Key areas of focus Key implementation activities 

1 Exploration 

(Organisational 

competency) 

• Organisational 

culture 

• Strategy and 

roadmaps 

• Operating models 

• Business model 

• Cross-functional 

teams 

 

• Ascertain company’s operating strategy  

• Verify availability of qualified and experienced 

resources 

• Review company’s project implementation aptitude 

and overarching culture 

• Ascertain company’s technology roadmap; is it robust 

enough? 

• Is there an existing BDAS or IT project delivery 

framework? If yes, is it widely accepted across the 

company? 

• Is there a project portfolio plan? 

• What are the organisational level risks to the BDAS 

implementation? 

• How will the solution impact the company’s RBM 

(high level impact analysis)? 

2 Appraisal 

(Delivery 

Perspective) 

• Executive 

sponsorship 

• Appetite for change 

• Available funding 

• RBM consideration 

• Incremental 

approach 

• POC 

 

• Secure executives buy-in and sponsorship 

• Agree initial and high-level requirements 

• More detailed analysis of  company’s business model 

• Plan for phased implementation/incremental delivery 

• Assess technology landscape for complexity and 

interface building 

• Carry out a POC and ascertain viability of BDAS 

• What business value will be delivered? 

• Is there adequate funding for the project?  

• What are the implementation risks? 

•  What specific areas of the RBM will be impacted 

(detailed impact analysis)? 

3 Development 

(Delivery approach) 

• Implementation 

methodology  

• Clarity of objectives 

• Detailed 

requirements 

• Business change 

strategy 

• Solution adoption 

 

• Agree implementation approach (no one size fits all) 

• Writeup detailed requirements, use cases and user 

stories, and get sign-off 

• Validate BDAS implementation scope 

• Carry out change impact analysis 

• Develop robust business change management strategy 

and plan 

• Assemble resources and cross-functional teams 

• Develop data and solution architecture 

• Will implementation be managed inhouse or 

outsourced or done by a mix of both? 

• Is the entire company ready for this change? 

• What are the constraints to the BDAS implementation? 

• What level of governance is in place? 

• What implementation tools are available for ease of 

management, reporting and creation of visibility? 
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4 Production 

(Technology 

outcomes, 

constraining factors) 

• Execution/full 

implementation 

• Technology 

ecosystem 

• Legacy systems 

interfaces 

• Data acquisition and 

quality 

• Big Data ecosystem 

• Scalable solution  

 

• Build BDAS infrastructure platform and integrations 

with legacy and other existing systems 

• Cleanse and validate data  

• Implement BDAS – engineering, testing, release to 

production and handover to cross-functional teams for 

model building (following agreed architecture) 

• Execute business change plan including training 

• Are all data in one place – single source of truth? 

• Are interfaces repeatable?  

• Can additional functionalities be added to the BDAS? 

• Is the infrastructure platform and BDAS scalable? 

• Can the solution aid the retail company in reacting 

quickly to market turbulence? 

• Is there adequate data governance to support the 

solution? 

• Which business processes need to change? 

• Which areas of the RBM need modifications? 

5 Distillation 

(Business outcomes, 

constraining factors) 

• Model building and 

training 

• Aggregated 

company and 

customer data 

• Agile organisation 

• Business value and 

benefits 

• Customer impact 

• Adoption 

• Train the models for accuracy 

• Provide required insight to support business decisions 

• Make changes to RBM 

• Drive extensive engagements of business users for 

maximum adoption 

• Feedback results to relevant teams for improved 

BDAS implementation process 

• What business value have been delivered? 

• What impact is the solution having on customers, 

market share and profit? 

• When is the ROI? 

 

6.7 Significance of new implementation model for industry practice 

In Chapter 5, a new BDAS implementation model evolving from the study was discussed in detail. 

Existing studies and industry practice (Hajiheydari et al., 2021; Olabode et al., 2022) identified a 

few of the challenges that also evolved from this study, but lacked details and BDAS specific 

implementation methods in retail companies. There are few studies about BDAS implementation; 

for instance, Adrian et al. (2016), Halaweh and Massry (2015) and Raut et al. (2021a), and most 

have focused on highlighting the issues faced during implementation and adoption. The project 

management industry bodies over the years evolved the agile and hybrid methodologies for 

delivering software projects (Craddock et al., 2017:11; Project Management Institute & Agile 

Alliance, 2017:29). However, these did not take into consideration the uniqueness of BD and 

BDAS projects in the retail sector. The researcher did not find research or industry publications 

proposing a robust methodology for the implementation of BDAS in the retail sector. 
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Consequently, this new implementation model will aid the delivery of BDAS in retail companies, 

thereby increasing the implementation success rate. 

 

The new implementation model is tailored to BDAS implementation in retail companies and takes 

into consideration the current challenges faced in the industry. The adoption of this model by retail 

companies will help in any current or future implementation in the following ways:  

• increase the success rate of the implementation – ensuring organisational competency and 

right delivery perspective (Section 5.5.1.1), adopting the recommended delivery approach 

(Section 5.5.2.2) with iterative implementation cycles and model building which will lead 

to increased likelihood of successful implementation that will deliver business value. 

 

• getting it right the first time - new implementation adopting this model is highly likely to 

be implemented correctly the first time. Failure of initial implementation was reported in 

Company A and Company B (Section 5.5.2.3) which had cost implications. The new model 

has learned from that, and the challenges derived from the study are mitigated by it. 

 

• greater executive support – the first two stages of the implementation model deal with the 

company’s capability assessment and choice of delivery methodology. These stages also 

underpin a clear definition of project objective and requirements, all of which involve 

executive level engagements. Undertaking these activities guarantees executive support as 

the details of the implementation – objectives, benefits, impact on business model – would 

be communicated several times before the implementation starts. 

 

• greater room for impact on RBM – adopting this implementation model is highly likely to 

aid the delivery of BDAS that will impact the RBM, thus delivering business value at a 

reduced implementation cost. 

 

Other implications for industry practice are the availability of a repeatable process for BDAS 

implementation, increased predictability, reduced risk and continuous improvement; the last three 
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being synonymous with the agile manifesto (Craddock et al., 2017; Project Management Institute 

& Agile Alliance, 2017). 

 

 

6.8 Discussion summary   

There is scant extant literature on BDAS implementation and its impact on the RBM, and earlier 

studies were very specific, like the ones centred on data quality (Kwon et al., 2014), performance 

(Boone et al., 2018), supply chain (Waller & Fawcett, 2013), smart city (Nikitas et al., 2020), and 

risk management (Kusi-Sarpong et al., 2021), or they were restricted to a narrow BDA 

implementation context, such as manufacturing (Raut et al., 2021b), financial services (Hajiheydari 

et al., 2021), and the health sector (Jena & Kar, 2019). A few other studies focused too much 

attention on implementation issues based on the literature review but not case studies, and failed 

to address the retail sector (Attaran et al., 2018; Halaweh & Massry, 2015). 

 

Consequently, there is no over-arching picture of BDAS implementation challenges and success 

enablers showing the associated variety of actors, the range of contextual and non-contextual 

processes, the elements influencing the processes and the underlying settings, with regard to 

outcomes and the delivery of business value. The GT with a multiple case study approach, 

interviews and cross-analysis adopted in this study have enabled the establishment of factors that 

enable successful implementation, challenges faced during implementation, impact on the business 

model and potential value delivered to the business. The RDD model with its implementation 

stages assists in elucidating how the actors, settings, elements like techniques and processes all 

integrate to become a blueprint for a successful BDAS implementation that will impact the RBM.  

 

The discussion in this chapter has emphasised the significance of the six attributes (organisational 

competency, delivery perspective, delivery approach, constraining factors (challenges), technology 

outcome and business outcome) of the RDD model and the linkages to the five implementation 

stages. The significance of these attributes and their relationships to each other have been 

discussed. The first three attributes aligned to the exploration of implementation models and the 

appraisal stages have emerged as mitigating the constraining factors discovered in the study.  The 

iterative production stage delivers the technology platform, and interfaces with the distillation stage 
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for model building and value delivery. BDAS are delivered incrementally with a focus on each 

solution objective and requirements, the impact of RBM and the customer.  

 

The chapter ends with the implications of the implementation model for the retail industry, 

highlighting the repeatable process that emanates from a thorough case study that includes one of 

the largest retail companies in the United Kingdom. In the next chapter, the contributions and 

theoretical implications of the research are presented, following which the applied impact is 

presented for numerous practitioner groups: researchers, IT and project management practitioners, 

and retail industry professionals. Study limitations, final reflections and opportunities for future 

research are highlighted.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

305 

7 CONCLUSION  

7.1 Introduction  

The overall objective of this study was to investigate the challenges in the implementation of big 

data analytics solutions (BDAS) in retail companies to influence the retail business models (RBM). 

This final chapter starts by briefly discussing how the research question, aims and objectives have 

been fulfilled, and goes on to explore the contributions, benefits and limitations of the study, 

alongside the potential opportunities for future studies. The six themes that evolved in the context 

of the theoretical contribution comprise organisational competency, delivery perspective, delivery 

approach, technology outcomes, business outcomes and constraining factors. Through these 

derived themes, the study is considered to have contributed to BDAS implementation knowledge 

and practice, extended the literature on the BDAS impact on RBM, and added to the overall project 

management practice and business model literature. It is hoped that the utilisation of the 

researcher’s industry experience and network, the learnings from the extant literature that preceded 

the theoretical framework and unpinned data analysis, have assisted in enriching the contributions 

made by the study through combining IT, business operations, project management and retail 

operations concepts with the BDAS and BM concepts. Through these contributions, the study is 

believed to have fulfilled its main aims and objectives.  

 

The evolved RDD model establishes a set of processes for implementing BDAS in retail companies 

to impact the RBM and deliver business value. It illustrates the way environmental elements could 

influence practices, thus offering perceptions on ways of enhancing BDAS implementation. The 

limitations of the research have been examined and some will potentially lead into further studies. 

The evolved taxonomy – the RDD model – forms a strong basis for future research that may include 

the testing of the model, a deductive exploratory study, further exploration of each aspect of the 

taxonomy or be a prototype for case studies.   

 

It is considered that the research has resulted in a number of implications: firstly, for the academic 

community seeking more research in BDAS application areas; and secondly, for the IT and project 

management professionals, retail industry practitioners and other industry sectors looking to 
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explore and/or implement BDAS. The final section is a reflection on the process and outcomes of 

the entire study. 

 

7.2 Fulfilment of Research Aims and Objectives 

This research set out to address how a Big Data Analytics Solution (BDAS) may be implemented 

to impact the retail business model through a better understanding of implementation issues and 

success enablers. The study aimed to identify and assess the success enablers and challenges in the 

implementation of BDAS in retail companies, and to explore the impact of BDAS on a business 

model of retail companies to deliver value to the business and customer. Thus, this multiple case 

study with grounded theory research set out to accomplish two aims and five objectives, all of 

which have been fulfilled through the case company interviews, collected data and analysis, and 

findings. The first objective, to evaluate the critical success enablers in the implementation of 

BDAS, has been fulfilled through the data analysis, results and discussions reported in Chapter 4 

and this chapter. The success enablers derived from the study are organisational competency, 

delivery perspective and delivery approach. The delivery approach, underpinned by the 

implementation delivery methodology, clarity of objectives and requirements, emerged as the most 

prominent of the three enablers. 

 

Investigating and appraising the current opportunities and challenges faced in the implementation 

of BDAS was the second objective, which has also been fulfilled; the study results show five 

prominent challenges: delivery management issues, partial consideration of RBM, solution 

complexity and cost, data governance issues, and data quality issues, with delivery management 

issues being the most prominent. The delivery management issues were found to be underpinned 

by project control issues, lack of business change management and lack of competent resources. 

The major opportunity uncovered was the likelihood of improved implementation success if RBM 

was considered and in view, prior to and during implementation.  

 

Thirdly, the RDD central category that emerged became the foundation for the RDD 

implementation model that evolved, thus fulfilling the third objective, which was to develop a 

framework or model for the successful implementation of BDAS in a retail company. 
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Consequently, the fulfilment of the above first three objectives resulted in the accomplishment of 

the first aim of the research, which was to identify and assess the success enablers and challenges 

in the implementation of BDAS in retail companies. 

 

The fourth objective, which was to appraise the components of the retail business model, was also 

fulfilled, with six components emerging through desk research conducted before the case company 

visits. The derivation of the six RBM components, namely: value proposition, value creation, value 

appropriation, value driven governance, value driven finance and value chain, was validated 

during the case interviews, although the size and level of maturity of the components varied from 

company to company.  

 

Finally, the fifth research objective, to assess the impact BDAS has on the retail business model 

components with a focus on value delivery and benefits realisation, was also fulfilled - see Figure 

6.1. The findings show that the value chain was the most impacted RBM component, followed by 

the value appropriation. Tangible business values and benefits realised by the retail companies 

because of BDAS implementation were also reported in this chapter – see Table 6.1. Fulfilling the 

research objectives four and five led to the accomplishment of the second aim of the study, which 

was to explore the impact of BDAS on the business model of retail companies to deliver value to 

the business and customer. 

 

7.3 Theoretical contributions  

7.3.1 Theoretical Contribution 1 

This study contributes by exploring the factors (challenges/constraining factors) that impede the 

implementation of BDAS in retail companies. Additionally, the study integrates four theoretical 

approaches (i.e., Big Data, Project Management, Business Operations and Retailing). In doing so, 

it expands previous studies that have been based on BDAS implementation or Business Model 

exclusively to understand the BDA-RBM link. 

 

In this contribution, the findings from the three case companies extend existing theory on BD and 

BDAS implementation challenges and success enablers. Existing literature on BDA 
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implementation considered data mining and quality issues (Jena & Kar, 2019; Sivarajah et al., 

2017), lack of skilled resources (Adrian et al., 2016; Al-Qirim et al., 2017), or lack of executive 

team support and funding (Halaweh & Massry, 2015; Raut et al., 2021b) as the most significant 

implementation challenges. However, this study complements these and other similar earlier 

studies by recognising additional significant implementation challenges. The study found delivery 

management issues underpinned by a lack of requisite project controls (the most significant 

underlying factor), and change management and skilled resources as the most significant 

implementation challenges faced in the retail industry. Other closely related challenges are solution 

complexity and non-consideration of the impact of BDAS on RBM during implementation.  

 

7.3.2 Theoretical Contribution 2 

The study makes a second theoretical contribution by way of the comprehensive exploration of the 

environmental elements and processes that underpin the derived central category culminating in 

the RDD implementation model for BDAS. This finding helps in articulating the underlying factors 

and processes that influence the successful implementation of BDAS in retail companies. In doing 

so, this study addresses the calls of Halaweh et al. (2016) and Jena and Kar (2019) for more work 

on the BDAS implementation model that is industry specific, thus providing a better understanding 

of the implementation challenges and enabling factors peculiar to specific industries. 

 

The level of rigour applied in the study, which originated from the adopted GT with a multiple case 

study approach, enhances the quality and reliability of the derived BDAS implementation model 

(Giles et al., 2016; Turner & Astin, 2021). Thus, the study and its output can reliably be considered 

as robust and adoptable in the academic and industry for diverse use. 

 

7.3.3 Theoretical Contribution 3 

This study contributes to our understanding of some related constructs that have not been explored 

in depth in previous studies or literature relating to BD, Business Operations, Project Management 

and Retailing. Consequently, it assists in advancing the understanding of the mechanism of 

interaction between these four domains with regard to BDAS and business value delivery in the 

retail industry (Bradlow et al., 2017; Olabode et al., 2022a). In this regard, the findings in this study 
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reinforce the importance of understanding the implementation challenges (Anwar et al., 2021; 

Halaweh & Massry, 2015; Raut et al., 2021a) and the role of the RDD implementation model in 

achieving successful implementation to impact the RBM and deliver business value. 

 

7.3.4 Theoretical Contribution 4 

This study demonstrates what the outcomes are of BDAS implementation in retail companies. 

These outcomes and their classifications are correlated with the RBM, a contribution that does not 

appear to have been reported in any recent previous research work, and which should help 

researchers and practitioners to focus their efforts and investments better. It is expected that this 

study will add to BDAS studies in the context of RBM and help in developing the understanding 

of BDAS and its impact on RBM. This is particularly important since the extant literature is almost 

silent on the impact of BDAS on business models in general, and RBM in particular. 

 

Moreover, the results are from case studies and primary data rather than literature review or 

hypotheses drawn from industry reports as is the case with most of the existing literature on BDAS 

implementation and RBM. 

 

7.3.5 Theoretical Contribution 5 

The data that emerged from the study shows that optimising the value chain was the most prevalent 

business outcome. Although all three case companies had different objectives for embarking on 

their BDAS implementation, the findings show that across all three it was the value chain that was 

most impacted. Consequently, the value chain component of the RBM is the business model 

component impacted most by the BDAS implementation.  

 

This study thus makes a theoretical contribution by adding to remediation of the established gap in 

the knowledge and literature on the BDAS impact on RBM (Aktas & Meng, 2017; Ciampi et al., 

2021; Raut et al., 2021b). By making this linkage, the study helps researchers and practitioners to 

understand the major significance of BDAS for retail businesses, thus highlighting the business 

and operational areas that will be impacted most by the technology solution. This can therefore 
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steer researchers towards focusing on areas that will deliver quick returns and significant business 

value to retail companies. 

 

7.3.6 Theoretical Contribution 6 

Finally, the study makes a theorical contribution by closing the following contextual literature gaps. 

Firstly, it closes the gap on the BDAS implementation challenges peculiar to the retail industry, as 

the study uncovered challenges (constraining factors) not previously reported in the literature or 

found to be significant impeding factors. Secondly, the gap in relation to the impact of BDAS on 

RBM is closed: the study emerged with empirical evidence on the business outcomes of BDAS 

implementation linked directly to RBM. Thirdly, it closes the gap on the implementation model for  

BDAS implementation in retail companies, which is transferable to other industries: a new 

implementation model evolved from this grounded theory with multiple case study research work.   

 

7.4 Industrial and practical contributions  

In the non-academic sphere, many industry practitioners often criticise academia for embarking on 

studies that do not have any significance for industry (Halse & Mowbray, 2011; Santos et al., 2021).  

To contribute to the mitigation of this criticism and ensure the relevance of this study to the retail 

industry, one of the research objectives set out was to develop a framework or model for the 

successful implementation of BDAS in a retail company. This objective has been met by the RDD 

which evolved and this section highlights this and other contributions of the study to the retail 

industry and other industrial and business sectors.       

 

7.4.1 Industrial contribution 1 

The RDD BDAS implementation model that emerged from the study proffers a solution for 

overcoming the existing and evolved BDAS implementation challenges. Many authors (such as 

Halaweh & Massry, 2015; Lai et al., 2018; Raut et al., 2021a) in the literature review chapter 

discussed implementation challenges; for instance, executive support, data quality, funding, 

organisational change and behaviour, but none arrived at a solution as comprehensive as the RDD 

model or related it directly to successful implementation of BDAS or enterprise IT solutions. The 
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organisational competency and preparedness properties of RDD define the foundational processes 

for successful implementation and mitigation of the challenges. Collectively, this concept, together 

with the delivery perspective and delivery approach, helps to describe the organisational and people 

context and associated processes, and point out areas of focus, to enable successful delivery of 

BDAS. The implication therefore is that retail organisations can achieve successful implementation 

of BDAS and impact their business models by adopting this RDD model for their BDAS 

implementation.  

 

Similarly, the RDD model through the production and distillation stages will steer the retail 

company into delivering a solution that is fit for purpose for the organisation. This provides 

solutions to existing issues of using generic IT project implementation methodology to deliver 

BDAS, which gave rise to many challenges and issues uncovered by the study. The implication, 

therefore, is a solution to existing and new challenges to BDAS implementation in retail companies. 

 

7.4.2 Industrial contribution 2 

The findings from this study will bolster the change of mindset of the decision makers in the retail 

industry. Fear of the unknown, in other words the impact of BDAS on RBM, perceived complaints 

regarding the complexity and cost of BDAS, and many more challenges, have led to a lack of 

support from the executive teams. The detailed findings on business outcomes, technology 

outcomes and predominant implementation challenges provide the long-sought answers that will 

allay their fears. Additionally, the business value reported from the case study companies, one of 

which is among the top 3 UK retail companies, provides the fulcrum for BDAS detractors among 

the decision-makers to reconsider their stance. The implication, therefore, is that business leaders, 

retail company executives and top management teams will change their mindset and support the 

BDAS implementation when presented with the results of this study. 

 

Furthermore, the RDD implementation model, an industry-specific systematic implementation 

method or process, will bolster their confidence in the implementation process and heightened 

likelihood of implementation success. The model will also help them to better understand that it 

takes some time to start reaping the benefits from their BDAS expenditure and the initial 

investment required in organisational competency development, impact analysis and process 
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changes for a successful implementation. It is hoped that these will lead to a change in mindsets to 

become favourably disposed towards BDAS. 

 

7.4.3 Industrial contribution 3 

One of the major challenges in IT project management is implementing a new solution which has 

no established and proven implementation process or methodology. BDA solutions are new and 

not typical IT solutions, and thus do not yet have any established implementation methodology, 

hence the adoption of the generic agile and/or hybrid methodology by some of the case companies. 

This implementation complexity led Company B to completely outsource its implementation to an 

external company. Also, the newness of the BDAS in retail implies that there are no widely 

available templates on the implementation process, impact and outcomes. Consequently, the 

numerous findings of this study can be adopted by project management teams in retail companies 

as templates to aid BDAS implementation. For instance, the technology outcomes can be used as 

templates for scope definition, requests for proposals, and initial and detailed implementation 

planning. The business outcomes – and technology outcomes as well – can be used as success 

criteria and critical success factors.  

 

By recognising these factors and adopting them as frameworks and templates, project managers 

and directors can reduce the cost of BDAS implementation and the risk of failure. The likelihood 

of successful implementation, with the delivery of benefits and business value, will increase. 

 

7.4.4 Industrial contribution 4 

The data that emerged from the study shows that optimising the value chain was the most prevalent 

business outcome. This was an unexpected finding because the three case companies had divergent 

objectives for their BDAS initiatives. Additionally, the other business outcomes of the solution 

implementation have been linked to the different RBM components in this study. The implication 

for retail operators, executives and managers is that the findings will help them to prioritise 

investments, and steer efforts towards RBM and retail operations areas/processes from where quick 

wins and huge benefits can be derived. 
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Furthermore, the mapping of the business outcomes to the entire set of RBM components not only 

helps to solve the issue by means of the RBM impact analysis, but also helps practitioners to better 

understand which BDAS mix will impact which RBM component. The additional impact of these 

is that the ROI will be more predictable and inefficiencies leading to increased implementation cost 

will be reduced immensely.  

 

 

7.4.5 Industrial contribution 5 

Study results also show that retail companies will differ in their success in implementing BDAS, 

and the success will be underpinned by the level of the adoption of the evolved RDD 

implementation model. Thus, retail companies need to start the implementation by first carrying 

out a capability assessment to ascertain their level of competency to undertake the project 

successfully; the RDD provides a template and checklist for this activity set. Secondly, the retail 

organisation should appraise its perspective on the delivery, ascertaining that the right 

organisational factors describing the readiness of the retail company to successfully execute a 

BDAS or BD solution are also in place. This is a set of three fundamental organisational processes 

and actors, starting with the existence of a robust digital and/or BDAS projects delivery framework, 

the organisation’s technology roadmap – which helps to define the scope, choice of technology and 

degree of compatibility of technology mix – and cross-functional teams’ working arrangements. 

Next is the choice of delivery approach, followed by project execution, and experimentation 

aligned to incremental approach and delivery of outcomes. Therefore, the level to which the RDD 

model is adopted will determine the effectiveness of the implementation, and thus the level of 

business value and benefits delivered.  

 

7.5 Implications of the Research 

In view of the above listed and discussed contributions, the following benefits are foreseen for 

scholars and practitioners.  
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7.5.1 Benefits to the research community 

The evolved implementation model and its attributes addresses five research objectives. These will 

aid the research community in their current and future research initiatives related to BDAS 

implementation, RBM and the impact of BDAS on RBM. The study also offers a common 

framework to bring the research community interested in the impact of BDAS in the retail sector 

into a consistent structure to cultivate common ground, starting from the well-researched 

implementation challenges, identifying RBM components impacted and classifying success 

enablers related to successful implementation and business value delivery. 

 

This study will add to BDAS studies in the context of RBM and will assist in developing the 

understanding of BDAS and its impact on RBM. This is particularly important since, as mentioned, 

literature on the impact of BDAS on RBM is scant. 

 

 

7.5.2 Benefits to project management practitioners 

The attributes and elements of the proposed RDD implementation model could be helpful for 

practitioners in understanding the implementation challenges, success enablers and potential 

technology and business outcomes. These will help them in the selection or building of the best-fit 

BDA solutions, successfully implementing them, and delivering optimal business value.  

 

The study also provides different frameworks and details from which checklists, templates and 

case studies can be derived to aid their stakeholders’ buy-in, support and successful 

implementation. Additionally, some elements of the RDD, particularly the success enablers, 

highlight techniques and processes that may be useful for the practitioners in retail and other 

companies to develop or modify their BDAS strategy and measures, to derive optimum benefit 

from the solution.  

 

7.5.3 Benefits to retail industry 

This study demonstrates the comprehensive technology and business outcomes of BDAS 

implementation in retail companies. This would help the companies to better prioritise their efforts 
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and investments in BDAS for maximum benefit.  The results of the study may help retail companies 

change and improve their strategies on BDAS, and derive more benefits from the solution, 

especially in optimising their value chain and increasing market share. 

 

Retail companies may consider the proposed RDD implementation model and related BDAS 

strategies and initiatives in their organisations to manage BDAS implementation and impact on 

their RBM to boost organisational and operational efficiencies, data-driven decision-making, 

creation of competitive advantage and increase in market share. 

 

7.5.4 Benefits to global project management organisations and practices 

The study may be helpful in creating an awareness and understanding about the peculiarities of 

BDAS implementation in retail companies, as well as the challenges and the success enablers. As 

there is no existing or widely publicised BDAS implementation model for the retail industry, or  

indeed other industries, the evolved RDD implementation model could be adopted by these project 

management organisations. The RDD could also be used by these organisations as the foundation 

for building a global BDAS implementation methodology.  

 

7.6 Limitations  

Grounded theory methodology with a multiple case study method was carefully chosen from the 

array of constructivist approaches. Taking cognizance of the numerous GT variants, great care was 

taken in selecting the right variant for this study that brings the academics and industry together, 

as well as in ensuring that the constructivist GT variant was applied all through the study. However, 

all methods have limitations, some of which are: limited resources, time constraint, and the need 

to make uneasy choices when confronted by divergent options. The significant limitations of the 

study, focusing on the constructivist GT execution in the study are concisely presented in this 

section, comprising data collection and analysis, interviews, time constraint, sampling methods and 

theory building. 
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7.6.1 Data collection  

The data collection in this study was predominantly carried out through face-to-face interviews 

held before the COVID pandemic started, and was complemented by field notes, internal and 

external retail company documents, and publications. Although the field notes spanned 

engagement with the three case companies for up to one year, the interview of each participant in 

most cases was a single event. There were a few follow-up interviews to validate some facts 

gathered during the initial interviews or to ascertain emerging codes and perceptions. Hence, the 

research data is the representation of the participants’ understandings of the factors, processes and 

events. Consequently, this data is likely to contain some errors of fact (Dikko, 2016; Queirós et al., 

2017), deemed tolerable within the contextual limits of the study, in which the focus is on the 

actors’ perceptions of events, instead of the unbiased facts.  

 

The interviews involved discussions on several aspects of BDAS implementations and the impact 

of the solution on the business processes and the case companies’ business models. After the 

interviews with the three case companies, a date was arranged for another set of face-to-face 

interviews with respondents in a potential fourth case company. However, this did not take place, 

due to COVID: the company cancelled the interviews as many staff members were furloughed and 

the few staff at work overwhelmed. Consequently, the additional data expected for the study was 

not collected. However, the twenty-five respondents successfully interviewed across the three case 

companies were sufficient to complete the study. 

 

7.6.2 Interview process 

Limitations were also identified during the interview process. Due to the difficulties in soliciting 

objective answers from respondents during interviews, researchers can be tempted to influence 

respondents through their demeanour and question types. To minimise this limitation and ensure 

consistency of interview process and good quality data resulting from the interviews, the 

recommendations of Boyce & Neale (2006) and Dikko (2016) were adopted and clear interview 

question sets and protocol were developed and applied during the case interviews (see Chapter 3).  
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As a result of the highly competitive environment of the retail industry in UK, the commercially 

sensitive information divulged and data protection regulations, case companies were indisposed 

towards electronically recording the interviews. Consequently, notes were taken by the researcher 

during the interviews, making it difficult to capture all the answers to the semi-structured questions 

and follow-on conversations.  It was also difficult to capture the tonality and facial expressions of 

the respondents while making every effort to take notes for the key points. The use of a contact 

summary sheet (Miles et al., 2020) and memoing (Creswell, 2001; Creswell & Plano Clark, 2018; 

Foley et al., 2021), which took place not more than twenty hours after the interview, was used to 

mitigate this limitation and ensure the quality of data from the interviews. The process was also 

buoyed by the use of reflexive journaling (Meyer & Willis, 2019) to reduce the researcher’s 

influence during the data analysis.  

 

7.6.3 Sample limitations  

The initial plan was to interview up to ten respondents from each retail company, with a sample 

size of five retail companies in the UK in scope. Eventually, access to only three case companies 

was secured and twenty-five respondents were interviewed, with nine in Company A, eight in 

Company B and eight in Company C. Also, while these three case companies had a strong online 

presence, a popular and predominantly online retail company could not be included in the study as 

access could not be secured. It is predominantly online retailers that have reported a strong adoption 

of BDAS to drive sales and operational improvements; this might have provided a very rich data 

set for the study. Consequently, the absence of such an online retailer in the study sample is 

considered a limitation because additional significantly insightful data that may have improved the 

study’s dataset and findings could have been collected from the company. However, having one of 

the top UK’s retail companies in the mix of the three case companies helped reduce the impact of 

this risk and limitation.  

 

The geographic area selected for the study was the United Kingdom, due to its proximity, and the 

researcher’s professional connections and access to data. Consequently, the interviewees were 

carefully chosen according to the theoretical sampling methods; however they were situated in the 

Southeast and Midland regions of the United Kingdom. The exclusion of participants from the 
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other regions of UK is considered a limitation as social processes and contexts particular to those 

areas may not have been covered by the collected data. Although many retail companies across the 

UK and western world have embraced BDAS, the derived social process taxonomy can be said to 

be related to a north-western European background, and thus could be easily reproduced in other 

regions of UK and Europe. However, the resulting taxonomy may not be so easily reproduced in 

other parts of the world. 

 

7.6.4 Analysis process limitations 

Most of the analysis in this study was carried out in Nvivo version 12 and was conducted by a 

single researcher. A few analyses were done with Microsoft Excel with charts and process flow 

diagrams put together using Excel and Visio. The limitations with Nvivo are its inability to link all 

research data, and its susceptibility to disengaging the analyst from the meanings inside the data. 

This is mitigated by the phased approach to data collection and analysis described in the methods 

through which this study was undertaken, in the research methodology chapter. These methods 

were made accessible for supervisory review, inspection and approval prior to data collection. 

Furthermore, the adoption of the grounded theory approach, triangulation and regular supervisory 

reviews ensured consistency and rigour in this qualitative study throughout the research work.  

 

7.6.5 Theory building  

The evolution and characterisation of theory has been a controversial subject in grounded theory 

methodology (Charmaz, 2014; Evans, 2013; Glaser, 2002), with the positivists and constructivists 

at opposite ends of the debate. The chosen methodology of a multiple case study design combined 

with a GT approach was suitable for creating a hypothetical model, owing to its capability in 

steering the researcher into developing a theory that evolved from the primary data. Additionally, 

the adopted constructivist epistemology stance guided the conceptual development, and although 

presented in discursive format, efforts were made to avoid generalisations (Burns et al., 2022; Giles 

et al., 2016). However, the discursive style used meant that the hypothetical or theoretical model 

underpinned by the evolved taxonomy did not provide a robust set of propositions which could be 

tested as part of this study, a limitation synonymous with such GT studies. However, the clarity of 
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the taxonomy, the hypothetical model and contextual details will make it easy for scholars to 

develop and test propositions.  

 

7.7 Future research  

BD and BDAS remain hot topics and the case study companies are beginning to grasp the value 

that can be derived from BDAS, in relation to the challenges with implementations and 

opportunities for their business. This section presents four areas of potential further studies in the 

BD and BDAS domain. Firstly, future research may consider further case studies involving more 

retail companies, especially the ones that are predominantly online retailers. Secondly, the impact 

on the value chain component (the one most impacted by BDAS) of RBM needs to be investigated 

further to enable retail organisations to prioritise BDAS investment better. Thirdly, each of the 

components or major categories of the central taxonomy, i.e., the RDD model, can be further 

investigated and separately or collectively tested in varying settings within retail industry. Finally, 

future research can apply the RDD model to other industries such as financial services, 

manufacturing, education and healthcare provision. 

 

Bearing in mind the huge cost of setting up the Technology and BD ecosystems (Anwar et al., 

2021; Iansiti & Richards, 2006; Shah et al., 2021a), it is still not clear whether  BDA can be 

affordable for small retail companies and fully embraced by the large companies. This study shows 

that even some of the large retail companies, such as Companies A and B, are still in their infancy 

in the adoption of BDA for business transformation. The online retailers who are renowned for 

being innovative (Sorescu, 2017) and are quick to embrace new technologies to stay ahead of 

competitors, may have advanced in their adoption of BDAS. Within these leading retail companies 

that already have embraced BDAS and advanced in their adoption of it, it will be fascinating to 

understand their main challenges in the implementation and adoption of their BDAS, including the 

mitigation actions taken and ensuing factors that enabled current successful implementations. 

 

Many retail companies are constantly evolving their RBM to stay ahead of competition and retain 

their market share (Sorescu et al., 2011b). In recent years, many retailers have completely 

transformed themselves from being bricks and mortar businesses into online sales ones, which has 

led to a huge transformation in their business models. These transformations are supported or 
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underpinned by IT. The advent of BDAS has now taken centre stage in the RBM transformations 

(Griva et al., 2018; Sorescu, 2017).  The research objective of ascertaining the impact of BDAS in 

RBM is therefore justified. This has resulted in discovering that the value chain component of the 

RBM is the area most impacted by BDAS implementation. Consequently, gaining insights into the 

different areas of the RBM value chain that are impacted by BDAS will be of interest to industry 

practitioners and researchers alike. Further research is this area is therefore recommended. 

 

Following the constructivist GT principles adopted in this study, the theoretical results are 

described in discursive style instead of the commonly preferred propositional style. Consequently, 

the study becomes the foundation for additional investigations and future research rather than 

prematurely halting further hypothesis development through a set of fixed propositions.  

 

Finally, although the study has highlighted industry and practitioner implications, it contributes to 

the theoretical realm with the output requiring practical validation to bridge the gap between 

academia and industry. Further research may consider applying the research output, especially the 

RDD model, in a typical BDAS implementation of a retail company. Furthermore, new insights 

can be derived by applying this retail industry specific RDD model to other industries. Different 

implementation challenges, success enablers, outcomes and BDAS capabilities may emerge. 

 

7.8 Conclusion Summary 

The significance of BDAS in retail business is unquestioned in both academia and industry, yet the 

BDAS implementation factors and their impact on RBM have not been adequately researched. As 

the BDAS is identified as one of the key enablers of business transformation for achieving 

competitive advantage (Bradlow et al., 2017; Dekimpe, 2020b), several researchers have called for 

studies in this area (Halaweh & Massry, 2015; Kache & Seuring, 2017). This study set out to 

investigate the challenges in the implementation of big data analytics solutions (BDAS) in retail 

companies to influence the retail business models (RBM). In fulfilling the aims and objectives, the 

study identified firstly, a set of BDAS implementation challenges and success enablers specific to 

the retail industry. It is expected that the understanding of both will help change organisational 

mindsets and cultures, and transform the BDAS implementation processes and methodology to 

enhance the chances of successful implementation.  
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Secondly, the study uncovered the impact of BDAS in RBM through the outcomes of the 

implemented BDAS which were mapped to the RBM components. Additionally, tangible benefits 

observed and derived from the case study interviews and company documents have also been 

articulated and reported. These will help decision-makers in retail organisations to prioritise 

investments and better understand the ROI on the implementation of BDAS. 

 

Thirdly, six major themes were identified and underpin the RDD typology/taxonomy that is the 

culmination of this study. In these themes, the importance of building organisational competency 

prior to embarking on BDAS implementation is highlighted. Ensuring that the right delivery 

perspective is embraced and that a fit for purpose delivery approach is selected are vital to the 

success of the implementation. Understanding the constraining factors (challenges), the 

technology outcomes that must precede the business outcomes are all critical to a successful BDAS 

implementation. The recognition and astute management of the underlying factors of these six 

themes will enable retail companies to increase the success rate of BDAS implementation and 

business value with ROI. 

 

Finally, the six themes become the attributes of the RDD typology which was developed further 

into the BDAS implementation model. This five-stage implementation model is one of the major 

contributions of this study to academia and industry. The research questions, therefore, are 

answered, with the associated research aims and objectives realised.  

 

In conclusion, this study has established a comprehensive set of behaviours, processes and practices 

through which retail companies implement BDAS to impact the business model and deliver 

business value. It has uncovered the success enablers for the successful implementation of BDAS, 

challenges encountered during the implementation and the impact of the implemented solution on 

the retail business models. The outcomes identified include new technology platforms and the 

diversity of BDAS has triggered potential changes to the business model to increase market share 

and business value. 
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9 APPENDICES 

9.1 Appendix 1 – Participant Information and Consent Form  
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9.2 Appendix 2 – Semi-structured interview prompts 

Version 1 used for interview solicitation 

1. Could you tell me a little bit about the main business objectives or business drivers for 

implementing the Big Data Analytics solution? 

2. Where there parameters or pivots that influenced the Big Data Analytics solution design 

and implementation? 

3. Did you think about the company’s business model during the solution design? Do you 

think the solution has had any impact on the business model? 

4. Could solution design and implementation have been different if the business model had 

been in view during the concept and design stages? 

5. What difficulties did you encounter during the implementation? 

6. Do you consider the solution implementation to be a success? (Prompt: if yes, what do you 

think are the key factors that led to the success?) 

7. If the solution had been implemented differently, could it have impacted the business 

model? Could a better result have been achieved? 

8. How do you relate this Big Data Analytics solution to product availability? 

 

Version 2 used for Case Company A interview 

1. Could you tell me a little bit about the main business objectives or business drivers for 

implementing the Big Data Analytics solution? 

2. Were there parameters or pivots that influenced the Big Data Analytics solution design and 

implementation? 

3. Did you think about the company’s business model during the solution design? Do you 

think the solution has had any impact on the business model? 

4. Could solution design and implementation have been different if business model had been 

in view during the concept and design stages? 

5. What difficulties did you encounter during the implementation? 

6. Do you consider the solution implementation to be a success? (Prompt: if yes, what do you 

think are the key factors that led to the success?) 
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7. If the solution had been implemented differently, could it have impacted the business 

model? Could a better result have been achieved? 

8. How do you relate this Big Data Analytics solution to product availability? 

9. Have you noticed any increase in number of customers or market share since you started 

using BDA solutions?  

 

Version 2 Case Company B interview 

1. Could you tell me a little bit about the main business objectives or business drivers for 

implementing the Big Data Analytics solution? 

2. Were there parameters or pivots that influenced the Big Data Analytics solution design 

and implementation? 

3. Did you think about the company’s business model during the solution design? Do you 

think the solution has had any impact on the business model? 

4. Could solution design and implementation have been different if the business model had 

been in view during the concept and design stages? 

5. What difficulties did you encounter during the implementation? 

6. Do you consider the solution implementation to be a success? (Prompt: if yes, what do 

you think are the key factors that led to the success?) 

7. If the solution had been implemented differently, could it have impacted the business 

model? Could a better result have been achieved? 

8. How do you relate this Big Data Analytics solution to product availability? 

9. Does your organisation have a Data & Analytics Operating Model (DAOM)? How was it 

taken into consideration during solution design and implementation? (Prompt: if no, are 

you considering developing a DAOM that will be an interface between your Business 

Model and BDA initiatives?) 

 

Version 3 prior to Company C interview 

1. Could you tell me a little bit about the main business objectives or business drivers for 

implementing the Big Data Analytics solution? 
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2. What factors influenced the Big Data Analytics solution design and implementation? For 

example, how it was phased, choice of technology platform, selection of business problems 

to solve first. 

3. What did you do that led to the successful delivery and adoption of the solution? 

4. What are the outcomes or effects of the solution to the organisation? Any impact on product 

availability? 

5. Did you think about the company’s business model during the solution implementation? 

Do you think the solution has had any impact on the business model? 

6. Could the solution implementation have been different if the business model had been in 

view during the project delivery, especially the design stages? 

7. What difficulties did you encounter during the implementation? 

8. If you have another opportunity, will you implement the solution differently? If the solution 

had been implemented differently, could it have impacted the business model? Could a 

better result have been achieved? 

9. Does your organisation have a Data & Analytics Operating Model (DAOM)? (Prompt: if 

yes, how was it taken into consideration during solution design and implementation?  If no, 

are you considering developing a DAOM that will be an interface between your Business 

Model and BDA initiatives?) 

10. Did you carry out a Data Value Chain Analysis as part of the implementation? 

o Did you identify all core processes that generate data? 

o Did you review your business model from a data lens? e.g., anything that generates, 

touches or uses data from the entire value chain? 
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9.3 Appendix 3 - Contact Summary Sheet 

Contact Summary Sheet 
Company: C 

 

Contact type: Activity Planning & Optimisation Manager Site: Welwyn, UK 

Visit  ☒ Phone ☐  Contact Date: October 2019 

Contact Name:  Person 21 Today’s Date: 2 October 2019 

Coder: Osita Chukwuma Written By: Osita Chukwuma 

Duration 45mins (15:35 – 16:35); 60mins Date Coded:  14 October 2019 

 

Relevance of contact to the research:  

Person 21 is the Portfolio Activity Planning & Optimisation Manager responsible for pricing, promotions, stock 

control on the food side. He has been part of the company for 29 years and is one of the key stakeholders and 

beneficiaries of the BDA solution. 

P21 is involved in managing seasonality, e.g., Christmas – setting up the ordering system; events management in 

stores – worked in these areas for 12 years.  He is now in the GM side of the business, setting up seasonal events.  

He also setup a team for demand planning  

 

Meeting details: 

Case session to go through semi structured interview question and interview lasted for about one hour. 

 Salient Points  

9. P21 main duty relating to solution 

a. P21 sits between the Demand planning team and the suppliers. He oversees: 

i. 6 months view of orders – orders shared with suppliers 6 months. Provides a view of 

where we [the company] are expecting our sales to be taken from 

ii. Forecast sent to suppliers once a month 

iii. Managing spikes in promotions – included in monthly forecast shared with suppliers 

b. Taking the analytics (forecasting especially) that has worked in Food into Non-Food i.e., GM 

c. Making availability of goods no.1 priority 

d. Looking after help to upskill team in using the new tools 

e. Working better with Suppliers on collaborating for efficiency and availability – enabling them 

to give us better availability 

f. Promoting a better working relationship with supplier base 

i. Suppliers in India and China for General Merchandise 

 

10. “As Is” position 

a. Main ordering system is used for 

i. LM- Logistics Management, and 

ii. CL – Continuous replenishment system which has been around for over 15 years 

b. Company invested in a new DSP (Demand and Supply Planning) solution not long ago.  

i. It is a web-based tool that enables better and more regular forecasting to suppliers 

which previously was not very helpful 

ii. Developed inhouse by our sourcing team in Hong Kong, in collaboration with UK 

team 

iii. Used for domestic and international shipment 

 

11. New Technology platform/Systems 

a. What we have built is a new forecasting system called DSP – Demand and Supply Planning 

(implementation took place 2016 and improved models as years went by) 
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12. Could you tell me a little bit about the main business objectives or business drivers for implementing 

the Big Data Analytics solution? 

• Poor availability of GM/Nonfood items 

• Poor forecasting – spreadsheet sent to suppliers did not help them 

• Increase in service level for Far East suppliers – from 91/92% to 98% 

• Replicate algorithms and models that are successful in food business into the nonfood divisions 

 

13. What did you do that led to the successful delivery and adoption of the solution? 

• Business change management – new ways of working 

a. Communications was critical to the success – suppliers were onboard 

b. Landing the message with suppliers 

c. Training and knowledge transfer 

• When the project started, training and communication was poor – has improved now 

• After initial, failures, project secured senior management backing 

• Funding was released to project 

• Project team – resources increased 

• Better technology options explored and procured 

• Data cleansing  

• Senior stakeholders backing from early 2019 

• Solution approved accepted by UK teams 

 

14. Challenges - what difficulties did you encounter during the implementation? 

• Relaunch happened in early 2019 

• A small team started the development work initially and it did not go well 

• Funding was inadequate 

• Lack of stakeholder support 

• No detailed rollout plans 

• Data issues – data was inaccurate  

• Complexity of the solution – it was complex and not user friendly. Initial version was rolled back and made 

simple before relaunch 

• More effort required to land the message of the solution in Far East, especially with small suppliers 

 

15. What are the outcomes or effects of the solution to the organisation? Any impact on product 

availability? 

• GM – Home Team have used the solution for about 1 year now 

a. Product availability has increased tremendously 

b. 1% increase in product availability for domestic non-food products 

c. Far East suppliers service level will move from 91% to 98/99% 

• GM – Paper Shop 

a. 2% to 3% increase in product availability 

b. 2/3% to be gained in celebrations where the ‘as is’ availability is 98%; at 50/50 for Domestic/Far 

East suppliers sourced 

c. 2/3% to be gained in Stationery where the ‘as is’ availability is 97%; is currently at 30/70 for 

Domestic/Far East supplier split 
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16. Does your organisation have a Data & Analytics Operating Model (DAOM)? (Prompt: If yes, how was 

it taken into consideration during solution design and implementation?  if no, are you considering 

developing a DAOM that will be an interface between your Business Model and BDA initiatives?) 

There is no Data Governance  

17. If the solution was implemented differently, could it have impacted the business model? Could a better 

result have been achieved? 

The number of concurrent changes going on with the GM team is phenomenal. New system and new ways of 

working with people being moved from one job role to another. People new to the business need time to settle. 

A lot of dependencies are on people. Against this backdrop the following will be done differently: 

• Aim to get it right the first time –  

o get funding and  

o senior management buy in 

• Ensure internal and external training is properly done before rollout 

• Good rollout plan  

 

18. Did you think about the company’s business model during the solution implementation? Do you think 

the solution has had any impact on the business model? 

• No considerations and no models have been altered to cater for this. 
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9.4 Appendix 4 – Cross Section of Company A’s Code Book 

S/N Name Description Files References 

1 BM_Lacking Analysis 

Solution deployed with impact analysis on Business Model. 

Business Model was not considered during the BDA design and 
implementation. 

3 3 

2 
BM_No Harmonisation with 

solution 
Aware of potential impact of solution on BM, but did nothing 2 3 

3 
BM_Operational View 

Consideration 

Business Model considered at operational level, surpassing more 
than one department including a few not benefiting directly from 

solution 

4 4 

4 BM_Partial Consideration 
Business Model was scantly considered during the BDA design 

and implementation with conscious actions resulting. 
2 3 

5 BM_Tactical View Consideration 
Business Model considered at tactical level, limited IT and 

departments directly impacted by the solution 
2 2 

6 
BN_Delivering Prescriptive 

Capabilities 

Decision support and automation for making known best options 

and steps to take 
1 1 

7 
BN_Delivering Predictive 

Capabilities 

Helping company to know what will happen based on the analytics 

solution and human input 
1 3 

8 BN_Descriptive Analytics Delivers models for telling us what happened; trend analysis 1 1 

9 BN_Enhancing Auto Ordering 
Auto Order requires accurate Realtime sales and stock data to 

function. BDA makes this data available for the auto order solution 
2 3 

10 
BN_Enhancing Auto Stock 

Counting 

Automated Stock counting in already place requires accurate 
Realtime stock data for improved accuracy. BDA makes this data 

available 

1 1 

11 BN_Enhancing New Store Location 
BDA solution location optimisation module delivers better options 
for locating new stores 

1 1 

12 BN_Enhancing Product Availability 

Realtime sales and Stock data leads to improved forecasting and 

distribution network management, thus delivering better product 
availability in the stores 

4 5 

13 BN_Improved Forecasting 
Realtime Sales and stock data delivered into company's forecasting 

application delivers improved accuracy of forecasting 
1 1 

14 BN_Improving Fulfilment 
BDA solution delivers Realtime stock that which combined with 
store and online sales operations leads to improved customer 

fulfilment 

2 3 

15 
BN_Improving Operational 

Efficiency 

Solution carries out analytics at very high speed and delivers time 

saving through Realtime data provision, improved counting, 
ordering, forecasting accuracies, etc. 

1 1 

16 
BN_Increased Customer 

Satisfaction 

With improved product availability (was very low before the 

project) and fulfilment comes increased customer satisfaction 
1 1 

17 BN_Increasing Sales 
Increased customer satisfaction, product availability and fulfilment 
lead to increased sales and market share. 

1 1 

18 
BN_Instituting Targeted Offers & 

Discounts 

Offers and discounts will be targeted and no longer blanket, thus 

delivering more results and cost savings 
1 1 

19 
BN_Prediction of Consumer 
behaviour 

Solution has statistical and predictive models that detect customer 
buying patterns and tell us how they will continue to behave 

1 1 

20 BN_Reducing Long Waiting Time 

A combination of Realtime data, improved forecasting and 

planning, predictions of customer behaviour and optimisation 
models delivered by the solution, leads to reduced waiting time for 

customers in the Pubs 

1 1 

21 CH_Business Model View Missing Business Model was not considered in design and implementation 1 1 

22 
CH_Detailed Benefit Analysis 

Lacking 

Lack of detailed Benefits Analysis led to continual challenging of 

project scope and business case which caused delivery delays 
1 2 

23 CH_Differing Data Structure Data existed in different systems and in different formats 1 1 

24 
CH_Excluding from Strategic 

Roadmap 

The BDA solution was excluded from strategic roadmap 
intentionally. This made requesting additional funding difficult, 

BM impact analysis missing and lack of executive support 

2 2 

25 CH_Finding Qualified Supplier 
Experienced suppliers were few and when one was selected, 
sourcing the resources with the right skillset within the company 

was challenging 

1 1 

26 CH_Lacking Strategic Approach 

Project was delivered as a tactical one, hence missing strategic 

direction which would have helped with securing funding with 
ease, executive support and business model considerations 

1 1 
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27 CH_Lacking Executive Buy-in 
Project was not supported from CEO level, which led to scope and 
funding limitations, making it impossible to apply economies of 

scale. 

1 1 

28 CH_Lacking Skilled Resources 
Internally skilled resources to deliver and support the solution was 

one of the biggest problems 
3 3 

29 CH_Legacy Sys Limitation 

Legacy systems interfacing with the BDA solution posed 

challenges during the design with some constraints that impacted 

the final solution 

1 1 

30 CH_Poor Planning 
Lack of detailed planning from the onset led to scope and budget 
changes which caused delays in securing funding and delivery 

1 1 

31 
CH_Promoting Technology First 

Agenda 

Delivery of technology solution without proper analysis of its 

impact to the business 
1 1 

32 CH_Resisting Change 
Users’ unwillingness to use the new solution and associated 
changed business processes 

2 3 

33 CH_Solution Complexity 
BDA solution is often complex, cutting across several technology 

platforms, which are often from different suppliers or companies 
1 1 

34 CH_Strategic Objectives Lacking 
Solution was not interwoven into company's strategy, hence 
limited in impact and lacking in companywide support 

1 1 

35 DG_Considering DAOM 

Considerations for Data Analytics Operating Model, a set of 

processed focused on centralizing strategy, governance, and 
technology to make the most out of Big Data 

1 1 

36 DG_Missing DAOM 

Data Analytics Operating Model, a set of processed focused on 

centralizing strategy, governance, and technology to make the most 

out of Big Data not considered 

2 2 

37 DR_Accurate Forecasting 

The desire to improve complex stock forecasting to reduce waste 

and increase customer satisfaction was one of the major drivers for 

the project 

1 5 

38 DR_Aggregating Company Data 
The need to have all company data in one place or system was an 

enabler 
1 1 

39 DR_Aggregating Customer Data 
The need to have all customer data in one place or system was also 

an enabler 
3 5 

40 DR_Building Agility 

The need to have a system - set of technologies and business 

processes - that will enable flexibility and ease of response to 

constant market changes 

1 1 

41 
DR_Building Technology 
Ecosystem 

The desire to build a system that interfaces with other systems and 
easy to integrate new systems and different types of data 

1 1 

42 
DR_Delivering Competitive 

Advantage 

Build a solution that delivers a platform enabling company to 

outperform its competitors 
1 1 

43 DR_Delivering Omni Channel 
Delivery of platform that enables sale of products and services via 
multiple channels 

1 1 

44 DR_Delivering Realtime Sales Data Making company's sales data visible to users as trading is going on 2 2 

45 
DR_Delivering Realtime Stock 

Data 

Making company's stock data visible to users as trading is going on 

- shows stock depletion and balance in Realtime 
1 1 

46 DR_Enhancing Digital Marketing 
Accuracy, timeliness and granularity of data delivered by the 
solution leads to increase on ROI digital marketing 

1 1 

47 DR_Enhancing Online Sales 

Accuracy, timeliness and granularity of data delivered by the 

solution feeds into Online sales portal - increased accuracy of 

product availability 

1 1 

48 DR_Enhancing Speed to Market 

Accuracy, timeliness and granularity of data delivered by the 

solution reduces product development lifecycle and delivers 

optimised supply chain 

1 1 

49 DR_Facilitating Personalisation 
Accuracy, timeliness and granularity of data delivered are 
foundations for personalisation that works 

1 2 

50 DR_Improving Business Strategy 
Solution delivers insights for decision support and decision 

automation 
1 1 

51 DR_Improving Marketing 
Accuracy, timeliness and granularity of data leads to more targeted 

marketing campaigns. Improves ROI on marking 
2 3 

52 
DR_Improving Product & Pricing 

Accuracy 

Insights from solution leads to improved pricing of products 

including markdowns 
1 1 

53 DR_Improving Sales Promotion 
Insights from the BDA optimisation models helps in the 

maximisation of sales promotions for increased revenue 
1 1 

54 DR_Ineffective Marketing 

Lack of data accuracy, timeliness and granularity led to poor ROI 

on marketing. The desire for increased ROI became a driver for the 
project. 

1 1 

55 DR_Integrating different systems 
The desire to integrate different disparate complex systems into 

one platform became an enabler. 
1 1 

56 DR_Loss of Market Share 
The loss of market share due to reduced sales and operational 
efficiency became an enabler 

1 1 
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57 
DR_Orchestrating Product 
Development 

Accuracy, timeliness and granularity of data that will be delivered 
by the system will enable product development 

3 5 

58 DR_Promoting Disruption 
The desire to disrupt the market through technology and catch up 

with new digital companies became an impetus for the project 
1 1 

59 DR_Prospecting Online Partnership 
Integrating suppliers and delivery partners into one platform for 
data and insight sharing 

1 1 

60 
DR_Reducing Customer 

Complaints 

Improving operational efficiency to reduce customer complaints 

and missed sales 
1 1 

61 DR_Reducing Waste 
Waste was a big issue with some of the case companies - reducing 
waste was one of the major enablers for the project 

1 2 

62 IM_Delivering Data Driven Insights 
Solution provides accurate and deeper understanding of aspects of 

business operations from internal and external data 
1 1 

63 IM_Enabling AI 
The solution provides foundation for Artificial Intelligence leading 
to actions that maximise the chances of more successful outcomes 

1 2 

64 
IM_Enabling understanding of 

missed Sales 

The output of analytics, data accuracy and timeliness provide vivid 

pictures of sales positions including missed opportunities 
0 0 

65 IM_Enhancing Distribution 
Increased forecast accuracy, auto ordering and counting made 
possible by the solution has a positive knock-on effect on product 

distribution 

1 1 

66 IM_Enhancing Order Management 
The improved forecast accuracy and Realtime stock position 

visibility increases the efficiency of order management 
1 1 

67 
IM_Enhancing Product Data 

Analysis 

Delivers better understanding of product data across the entire 

supply chain including sales/stock depletion 
1 1 

68 IM_Enhancing Sales Data Analysis 
Realtime sales data delivered with other company and customer 

data improves quality of analysis and output 
1 1 

69 IM_Enhancing Stock Management 
The management of stock through Realtime stock positions and 

accuracy in impacted positively 
1 1 

70 IM_Enhancing Table Availability 
Increases the accuracy of vacant tables made available for 
customers' booking 

1 1 

71 
IM_Facilitating Customer 
Segmentation 

Solution making data led customer analysis, groupings and 

actionable insights for executing successful campaigns and 

meeting of customer needs 

1 1 

72 IM_Improving Advertising 
The solution makes positive impact in advertising activities - 

increasing ROI 
1 1 

73 
IM_Increasing Supply Chain 

Efficiency 

Results of analytics and different optimisation models enhances 

supply chain operations 
1 1 

74 
IM_Instituting Personalised 
Marketing 

Solution making analytics and data led customer analysis, 

groupings and actionable insights for executing successful 

personalised campaigns and meeting of individual customer needs 

3 4 

75 
IM_Optimising Campaign 

Management 

Solution making analytics and data led customer and location 
analysis, and actionable insights for executing successful 

marketing campaigns 

1 1 

76 IM_Reducing Supply Chain Cost 
Results of analytics and different optimisation models enhances 
supply chain operational efficiency including cost reduction 

1 1 

77 IP_Adopting Quick wins 

Delivering parts of the solution with short delivery timelines so 

that the company begins to get results and realise some benefits 

sooner 

1 1 

78 IP_Adopting Tactical Approach 

Implementation that takes into consideration sections or parts of 

the organisation and its business model and not all of it. Many 

sections or parts that can be impacted are ignored 

2 2 

79 IP_Neglecting Business Model 
Implementation that ignores the potential impact of the solution 
from a wholistic point of view, i.e.  the end-to-end business 

operations 

2 2 

80 IP_Phasing Implementation 
Solution delivery split into phases with areas of greatest benefits 
prioritised 

2 3 

81 
PA_Considering Cloud 

Infrastructure 

Choice of cloud platform affects design and final solution 

especially for companies with strategic roadmap on platforms 
1 1 

82 
PA_Constraining Supplier 
Capability 

Skillset and competency of suppliers play vital role in direction of 
final solution 

2 2 

83 PA_Funding Limitation Amount of money set aside or approved for the project 2 2 

84 
PA_Exploring Reusable 

Technology & Platforms 
Building a solution that can be applied to multiple use cases 1 2 

85 PA_Legacy System Limitation Connecting to existing systems that are often obsolete and complex 2 2 

86 SF_Adopting Tactical Approach 
Delivery of solution to solve specific business problem, ignoring 

other problem areas and use cases that can be catered for 
1 1 

87 SF_Building Right Solution Mix 
Drive to get the right combination of technologies that are 

compatible and sustainable 
1 1 
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88 SF_Clear & Realistic Planning 
Having a plan that is achievable with risks and constraints 
considered 

1 1 

89 SF_Defining Use Cases 
Have a concise business requirements understood by suppliers and 

stakeholders 
1 1 

90 SF_Designing from Strategic View A blueprint that caters for the entire organisation and not parts 1 1 

91 SF_Embarking on Pilot 
Delivery that starts with a fraction of the end users before rolling 

out to entire organisation 
1 1 

92 
SF_Embracing Clarity of 

Objectives 

Purpose of solution simplified and communicated to relevant 

stakeholders 
1 2 

93 SF_Embracing Clarity of Strategy 
Approach and plan of action agreed and properly communicated to 

relevant stakeholders 
1 1 

94 SF_Engaging the Right Skillset Involving suitably qualified and experienced professionals 1 2 

95 
SF_Existing Technical 

Infrastructure 
Current solutions that can be reused for the project 1 2 

96 
SF_Promoting Structured 

Transition 

Well planned and phased adoption of new BDA solution from 

existing one 
1 1 

97 SF_Solution Usability Making the use convenient and beneficial 1 1 

98 SF_Starting with Quick Wins 
Visible, can be delivered quickly and producing immediate 
benefits 

1 1 
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9.5 Appendix 5 – Theory/RDD Implementation Model review pack 

 

 

 



 

 

385 

 

 

 

 

 



 

 

386 

 

 

 

 

 



 

 

387 

 

 

 

 

 



 

 

388 

 

 

 

 

 



 

 

389 

 

 

 

 

 



 

 

390 

 

 

 

 

 



 

 

391 

 

 

 

 

 



 

 

392 

 

 

 

 

 



 

 

393 

 

 

 

 

 



 

 

394 

 

 

 

 



 

 

395 

 

 

 

 

 



 

 

396 

 

 

 

 


