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ABSTRACT
Phishing e-mail scams continue to threaten organisations around

the world. With generative artificial intelligence, conventional

phishing detection advice such as looking out for linguistic er-

rors and bad layouts will become obsolete. New approaches to

improve people’s ability to detect phishing are essential. We report

on promising results from two experiments (total 𝑁 = 183) that

engaging people with an adversarial mindset improves their ability

to detect phishing e-mails compared to those who received con-

ventional or no training. Participants who completed conventional

training were nearly three times as likely to fall for a simulated

phishing attack compared to those who completed the adversarial

training, in which they watched a fictitious cybercriminal explain

how to devise a targeted phishing e-mail, and then wrote targeted

phishing e-mails themselves. Although further research is needed

to examine the training’s long-term efficacy with larger sample

sizes, the present findings show an encouraging alternative to con-

ventional phishing training approaches.
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1 INTRODUCTION
The threat of online scams has steadily increased since the COVID-

19 pandemic [29, 34, 22, 8] and is set to become more sophisticated

with the use of generative artificial intelligence (AI). For instance,

industry reports observed a growth of linguistically more com-

plex phishing e-mail scams since the release of ChatGPT [48]. This

suggests that generative AI, capable of producing content indistin-

guishable from human creations [35, 18], is already being used to

generate phishing e-mail scams.
1
As a result, conventional phish-

ing detection advice such as looking out for grammar and spelling

1
Note that we regard phishing as a quintessential type of online scam and distinguish

phishing from spam e-mails by the former’s malicious nature.
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mistakes and bad layouts [33] will likely become less effective. To-

gether with findings that suggest a limited efficacy of conventional

phishing awareness training [42, 33, 24, 28, 55], it is therefore imper-

ative to develop better ways to help people detect phishing e-mail

scams. Here, we propose an adversarial training concept to improve

people’s ability to detect phishing e-mail scams, and compare its

efficacy to those without additional training (Experiment 1) and

those who completed a conventional phishing awareness training

(Experiment 2).

The notion of “thinking like an attacker” (i.e., an adversarial

mindset) is not new to cybersecurity practitioners, but has rarely

been researched in the context of educating the general public. Only

one previous study found that letting people create phishing URLs

themselves led to better detection of phishing URLs [37]. As most

people are mostly honest themselves [45, 13] and scammers are

said to exploit people’s trusting nature, engaging with an adver-

sarial mindset may particularly help people with understanding

what tactics scammers use and why. In other words, once people

can imagine what a scammer may say, it may be easier for them

to detect them. In line with this phenomenon of “self-projection”

to understand others [1, 4, 6, 9, 23, 30, 31, 40], we developed an

adversarial training video in which a cybercriminal explains how

they would craft a phishing e-mail highly targeted at a single indi-

vidual (i.e., a spearphishing e-mail) and then ask people to write

three phishing e-mails themselves. Indeed, we find promising re-

sults that such adversarial training reduces phishing susceptibility

compared to people who received no additional (Experiment 1) or

conventional training (Experiment 2).

Next, we will turn to prior approaches to phishing detection

education (Section 2), followed by the methods (Section 3) and

results (Section 4) of our experiments. We conclude with a reflection

on the ethics, limitations and future feasibility of our adversarial

training concept, with the speculation that the concept may well

apply across scam contexts (Section 5).

2 BACKGROUND
Methods to improve people’s ability to detect phishing heavily rely

on training and education programs [14, 19]. They are often part of

larger organisational cybersecurity training efforts, including simu-

lated phishing tests that present additional phishing training after

people click on simulated phishing links [49]. While the contents of

these training programs are usually comparable, various delivery

approaches have been tried. Prior works range from conventional

training programs in text- and/or video-based online or in-person

formats [7, 20, 44, 51, 53] and serious games [26, 27, 15, 11, 5, 46,

52, 17], to simulated phishing campaigns [26, 3, 49, 25, 10].

To see the long-term efficacy of a conventional type of phishing

training, Reinheimer et al. analysed the phishing detection rates of

409 public sector employees from four months after they completed

https://doi.org/10.1145/3617072.3617121
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the training. They found that the training effects on people’s knowl-

edge waned from six months after completing it, suggesting that

people need to be reminded of training content every six months for

training to remain effective [42]. In terms of what training reminder

format works best, they found that video and interactive phishing

e-mail examples work best [42]. Thus, while conventional phish-

ing education may increase people’s awareness of phishing and

detection abilities in the short term, many of them may need more

frequent reminders than often is the case to remain effective [42].

Serious games “Anti-Phishing Phil” [27] and “PHISHY” [15] have

initially shown promising results of engaging people in a new and

fun way to learn how to recognise phishing e-mails, but their effi-

cacy compared to conventional training, nor their long-term efficacy

has been researched or published yet. The use of simulated phishing

attacks has in turn been criticised for its burdensome treatment of

employees [49]. Moreover, results from a recent large-scale study

suggest that simulated attacks with training after people fall for

them has a worsening effect on their phishing susceptibility [28].

This is possibly due to a false sense of security induced by the

simulations and embedded training.

The limited efficacy of these training approaches may also be

due to the lack of usability of often given cybersecurity advice.

Redmiles et al. surveyed the practical use of 1264 online privacy and

security recommendations and found that the majority of advice

was (indeed) not fully understandable for a general public [41]. In

line with this, most conventional phishing training advises people

to hover over links found in e-mails before clicking them to see

if they may be malicious [33], which may be especially unhelpful

since people often wrongly interpret URLs [2].

A few studies tested alternative approaches to phishing detection

training that, for example, place less emphasis on technical details.

Jensen et al. hypothesised that people may be more susceptible to

phishing e-mails when they are rushed and busy, and thus proposed

a mindfulness-based phishing awareness training that taught indi-

viduals to stop and reflect on the plausibility of requests made in

e-mails. This approach diverged from giving conventional advice

and effectively reduced phishing susceptibility, though mainly for

those who had prior knowledge about phishing [21].

Wash and Cooper tested the effect of “teachers” and content

format: how effective stories told by peers would be compared to

conventional phishing detection advice provided by security ex-

perts. They found that stories-based phishing training was more

effective when told by peers and “facts-and-advice”-based phishing

training led to better phishing detection when told by experts, and

that the conventional advice from experts was most effective [51].

These results suggest that people have strong expectations regard-

ing how peers and security experts talk about security matters,

which in turn affects training efficacy.

Collectively, these works imply the need to develop new ap-

proaches to make phishing education more effective. Here, we test

an approach rooted in the psychology of judgement and decision-

making, where we rely on the premises that most people (i) are

honest [45, 13] and do not engage in phishing scams themselves

and (ii) use their own behaviour to infer the honesty of others [1, 4,

6, 9, 23, 30, 31, 40]. As a result, honest people may be particularly

prone to phishing scams, as the thought of someone else trying

to scam them may not occur to them in the first place. Thus, by

engaging people with an adversarial mindset, we aim to improve

their understanding of how and why scammers may use certain

phishing tactics, which we expect to enhance people’s detection

ability.

This approach inherently departs from teaching users how to

spot phishing e-mails based on, e.g. inspecting URLs, but indirectly

encourages people to think of e-mail contents that are most prone

to be used in phishing scams. We take the role of (perceived) train-

ing sources into account in the creation of our adversarial and

conventional phishing training, where the former involves an actor

dressed as a louche cybercriminal and the latter the same actor

dressed as a professional security adviser.

3 METHODS
We performed two experiments to measure the efficacy of an adver-

sarial approach to phishing education. Experiment 1 was conducted

with online participants as a pilot study to compare the adversarial

training with the phishing detection of people without additional

training. Experiment 2 was conducted to provide a more ecologi-

cally valid test with e-mail users from a large public sector partner

organisation, that compared the adversarial training’s efficacy to

that of a conventional phishing awareness training. Both studies re-

ceived prior ethics approval from our departmental research ethics

board. See Section 5.2 for a more comprehensive discussion of the

ethics of this study.

3.1 Participants Experiment 1
We recruited 20 participants for the adversarial training group and

24 participants for the control group (i.e., no training) through the

Prolific crowd-sourcing platform. The adversarial training group

first completed the training task and were selected to participate in

an e-mail processing task two weeks later. We did not make them

aware of the two-stage nature of the study to avoid biasing their

responses toward phishing detection in the second task. Fifteen

out of 20 adversarial training group participants also completed

the second task and could therefore be analysed. The control group

only completed the “second” e-mail processing task. Experiment

1 was kept small intentionally due to budget constraints and was

therefore set up as a pilot to inform the pursuit of Experiment 2.

All participants were compensated at a rate of £9 per hour and each

task took approximately 30 minutes to complete.

3.2 Participants Experiment 2
Over the course of seven months, we recruited 104 participants

for the conventional training and 40 participants for the adver-

sarial training through e-mail invitations sent to all our partner

organisation’s staff, and distributed the study invitation across 35

internal departments and their internal research volunteers pool.

Due to organisational constraints, we could not include a third “no

training” group. To encourage participation, all participants were

entered into a draw to win an iPad. They were informed that the

study would not take more than 30 minutes to complete and aimed

to gather feedback to help improve phishing education materials.

Participants were not made aware of the two different testing con-

ditions. After clicking the provided link to the training task, they

were randomly assigned to either of two training conditions. We
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only recruited from one organisation to be able to use simulated

phishing attacks to measure phishing detection in an ecologically

valid way.

3.3 Phishing detection training task
To test the potential of engaging people with an adversarial mindset

to improve phishing detection, we developed an adversarial and

conventional phishing awareness training. After participants gave

informed consent and navigated to the next page, the training video

started playing automatically. They were allowed to restart, play

and pause the video at any point. Skipping to the end of the video

was disabled. When the video finished playing, a button appeared

below it to proceed to the next part of the training task.

3.3.1 Adversarial mindset training. The adversarial training video

showed a professional male actor dressed in a black hoodie and

sunglasses with the hood on at a desk in a dark computer servers

room, to look like a stereotypical cybercriminal (see Figure 1). The

actor used various jokes throughout the video, meant to actively

engage the viewer with the adversary’s thought process. In the

video, he talked the viewer through each step in devising a realistic

spearphishing e-mail, based on information commonly available

through social media (here, LinkedIn). It started with finding a

public cybersecurity conference on LinkedIn. He then browsed

the event’s attendants and found the CEO of one of the event’s

organising companies among the attendants list as well as their

executive assistant. To impersonate the CEO’s e-mail, the cybercrim-

inal created a GMail address that followed the company’s e-mail

naming convention. The last part of the video shows him typing

a spearphishing e-mail to the executive assistant, requesting the

assistant to urgently buy Amazon vouchers as a gift for their event’s

guest speakers. See Figure 1.

After watching the video, participants were asked to describe

in one word how they felt about the video, and rate how engag-

ing and useful they found the video on a slider scale from “not

engaging/useful at all” to “very engaging/useful”. Then, they were

informed that the next part of the study would require them to

write three spearphishing e-mails themselves according to three

scenarios. If they felt uncomfortable with proceeding to this part of

the task, they were instructed to discontinue their participation (i.e.,

return to Prolific in Experiment 1 or close the task in Experiment

2) and excluded from any analyses. Otherwise, they clicked “Next”.

Three phishing scenarios were presented one at a time, each

containing a brief explanation of the e-mail context, the goal of the

to be written e-mail, a hint to think of what fake e-mail address

to use, and a target recipient’s name, organisation and e-mail ad-

dress. Participants were then asked to come up with a sender name,

sender e-mail address and write a convincing e-mail message. The

scenarios were: (i) a Nigerian prince scam aimed at convincing the

recipient to transfer money as soon as they can, (ii) a credential

harvest attack aimed at a senior employee at the United Nations,

(iii) an urgent request to an event organiser to buy Amazon gift

vouchers to reward guest speakers. After completing all e-mails,

participants were asked to describe any strategy they used in writ-

ing the e-mails, if they had any concerns about them and rated how

difficult they found the task on a slider scale from “very easy” to

“very difficult”.

Figure 1: Stills from adversarial mindset training video.

After this, participants answered demographics questions (age,

gender, education level, occupation status), how often they receive

phishing e-mails themselves (daily, weekly, monthly, rarely), how

many cybersecurity or anti-phishing training they completed be-

fore, rated how knowledgeable they are about cybersecurity on

a 6-point scale from “not at all knowledgeable” to “very knowl-

edgeable”, and provided optional feedback on the study. Finally,

participants were debriefed to not pursue targeted phishing attacks

in real life, that none of their e-mails would be used in real attacks

and that the study’s sole aim is to educate them about how to detect

phishing e-mail scams.

3.3.2 Conventional training. The conventional training consisted
of a video on phishing detection, in which the same professional

male actor, dressed in a smart casual suit, sat at a desk against

the backdrop of a well-lit office space (see Figure 2). He explained
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Figure 2: Stills from conventional phishing awareness train-
ing video.

what phishing e-mails are and how to detect them. He showed

screenshots of two real phishing examples purporting to be from

the NHS—taken from real attacks observed during the COVID-19

pandemic, and a LinkedIn profile and spearphishing e-mail to the

person in the profile that urgently requested them to purchase gift

vouchers for presenters at an event they organised. The latter was

to have a comparable example to the one used in the adversarial

training video. Whilst describing the examples, the actor pointed

out the various suspicious signs to look out for that may indicate

phishing, e.g. how to verify URLs and sender details, in line with

often given advice in cybersecurity education [41]. The actor’s tone

of voice remained serious and professional throughout the video

to give viewers the impression of an actual security adviser. See

Figure 2.

After the video, participants were asked to describe in one word

how they felt about the video, and rate how engaging and useful

they found the video on a sliding scale from “not engaging/useful

at all” to “very engaging/useful”. Next, they answered the same

demographics and experiential questions as the adversarial training

group. In the version for Experiment 2, we also asked for partici-

pants’ anonymous e-mail alias and department.

3.4 Phishing detection measurement
We measured people’s phishing e-mail detection ability through an

online e-mail processing task (Experiment 1) or simulated phishing

tests (Experiment 2) two weeks after they completed the training

task. Due to the nature of these detection methods, the accuracy

metrics differ per experiment. In Experiment 1, we used indepen-

dent samples t-tests to compare overall performances between

the adversarial and no training groups. In Experiment 2, we used

Fisher’s exact test to test for equality of proportions of participants

who fell for the simulated attacks in the adversarial versus con-

ventional training groups, as well as logistic regression analyses to

see the effect of testing condition on phishing victimisation while

controlling for other factors (e.g. demographics and prior training).

Statistical significance was evaluated against a 0.05 threshold. We

also report the effect sizes for all statistical tests related to phishing

detection and performed post hoc power (1 − 𝛽) analyses for the

main effects of interest (phishing detection recall and precision in

Experiment 1 and victimisation proportions in Experiment 2). All

analyses were performed in R [12].

3.4.1 Experiment 1: Mock inbox task. Since we were not allowed
to ask for Prolific participants’ e-mail addresses to send them sim-

ulated phishing e-mails, we developed a basic Outlook e-mail in-

terface to simulate an e-mail processing experience. Participants

were told the study aimed to understand how people process e-

mails. They were asked to play the role of an executive director

at a fictitious corporation, and process their e-mails in the simu-

lated Outlook inbox. Each e-mail could be replied to, forwarded,

deleted or kept in the inbox. After selecting an action, participants

specified their reason for doing so in a secondary bar menu that

appeared beneath the main actions bar. For example, if participants

clicked “delete”, they had to select one of the following reasons:

“uninteresting or irrelevant”, “no action required”, “spam”, “phish-

ing” or “other”. All reasons were based on qualitative works on how

people process e-mails [54, 50, 38]. Phishing e-mails were said to be

detected if participants “deleted” the e-mail and selected “Phishing”

as the reason. Phishing e-mails that were not marked as such were

counted as false negatives. See Figure 3.

The inbox contained 33 legitimate e-mails adapted from the En-

ron e-mail database and 6 phishing e-mails adapted from open

sources on recent attacks and our personal inboxes: a malicious

Zoommeeting invite andOneDrive file share, two “Nigerian prince”-

style scams and two spearphishing examples with urgent requests.

Through this setup, we were able to compute participants’ over-

all phishing detection precision (i.e., proportion of true positives

out of all e-mails marked as phishing) and recall (i.e., proportion

of all phishing e-mails marked as phishing) rates, as well as their

detection of specific phishing e-mail types. The total number of

4



Phishing to improve detection EuroUSEC 2023, October 16–17, 2023, Copenhagen, Denmark

Figure 3: Screenshot of an example spearphishing e-mail in the simulated inbox that is about to be labelled as “Phishing” after
clicking “Delete”. The interface mimics that of the Outlook web client.

e-mails and phishing proportion was determined to reflect the typi-

cal imbalance of phishing versus legitimate e-mails in real inboxes,

and to be processed within 30 minutes. Task instructions were al-

ways available to participants via the “Help” icon in the top right

corner. After processing all e-mails, participants were instructed

to click “Done”. They then answered demographics questions (age,

gender, occupation, income level, industry, organisation size, years

of professional working experience) and what they thought was

the purpose of the study.

3.4.2 Experiment 2: Simulated phishing attacks. To measure phish-

ing detection in a more ecologically valid way, we worked with

the partner organisation’s IT Security team to use Office 365 to

send simulated phishing attacks to the participants two weeks after

they completed the training. We selected five different phishing e-

mail types to represent a diverse set of phishing threat models that

did not contain obvious layout or language errors: 1. a OneDrive

file sharing notification with phishing URL, 2. a job offer with a

malicious URL, 3. Office 365 password reset warning, 4. credential

harvest through malicious Zoom meeting invitation link, 5. fake

conference invite (closest example to spearphishing if recipient’s

experience happened to relate to the conference topic). After con-

firming that a participant completed the training task, they were

randomly assigned one of the five attack types. At the time of the

study, our partner organisation had not sent simulated phishing

tests in over six months, and before that phishing simulations were

conducted at most once per year. Sending simulated phishing e-

mails is part of the IT Security’s duties and the phishing e-mails

were similar to those used in previous iterations.

The Office 365 phishing attack simulator tracks which users

were compromised by, or read, replied to, reported or deleted the

simulated attack, where compromised users clicked on a malicious

URL, download a malicious attachment, provided credentials on a

spoofed web page and/or replied to the e-mail. We found in prelimi-

nary testing that the “read” status was unreliable, however, and that

participants may delete or ignore an e-mail merely based on the

subject line and never opened the full e-mail. As a result, we could

not exclude participants based on the read receipts and refrained

from using it in the analyses. Hence, we computed the overall com-

promise rates across all users per attack type and task condition,

and performed a Fisher’s exact test to infer if any difference in com-

promise rates between training conditions is statistically significant.

Compromised participants were informed about the phishing simu-

lation and they were suggested to review our partner organisation’s

phishing awareness materials.

4 RESULTS
We performed two experiments to see if an adversarial approach

could improve people’s ability to detect phishing e-mails. To this

end, we developed an adversarial mindset training that engages

people with writing phishing e-mails from an attacker’s perspective.

We then tested if it led to better phishing detection compared to

people that received no additional training (Experiment 1) or a con-

ventional phishing awareness training (Experiment 2). The latter

was inspired by existing mandatory phishing detection education.

4.1 Training feedback
After watching the respective training video, participants in the

conventional (Experiment 2) and adversarial (Experiment 1 and 2)

training groups were asked to describe in one word how they felt

about the video. These responses are visualised in word clouds in

Figures 4a and 4b to give an impression of people’s sentiments. The

words from the adversarial group lean toward more negative and

intense emotions.
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(a) Conventional training video (Ex-
periment 2).

(b) Adversarial training video (Exper-
iment 1 and 2).

Figure 4: Word clouds of the one-word descriptions of how
participants felt after watching the training video. Text size
corresponds to word frequency.

From: Susan Smith

From e-mail: ssmith@gmail.com

Hi Adam,

Hopefully you remember me from the conference last week. I

am in very excited as i have a fabulous business opportunity

for you . I am sure a man of your knowledge will be inter-

ested. Its concerning a quick payback in the property sector

in Manchester. I need a small investment of £20k to secure

the final payment on a million pound deal. Due to a brother

illness i am not able to ask my family at this time and have

reached my limit with the banks. If you are willing to assist

me then i am able to offer you a 50% return on your money

for just 2 weeks of the loan. Please let me know by return as

i need to secure this today.

Kind regards

Susan

Example e-mail 1: Scenario 1: Nigerian prince (advanced fee)
scam, response from experiment 1

Overall, participants in the adversarial training group in both

Experiment 1 and 2 seemed engaged and empathised with the three

phishing writing scenarios. A randomly selected response for each

scenario is presented in E-mails 1–3. The full data set is available

upon request.

After finishing the adversarial training, participants expressed

concerns over whether the written e-mails were convincing enough,

whether they would be used in real scams, discomfort when writing

the e-mails—although some found it fun to use their creativity—

and how easy it is to write such e-mails. All anonymous feedback

responses are available via Open Science Framework (OSF).

4.2 Experiment 1 (pilot)
Fifteen participants (mean age = 34.4 (SD = 11.3), 35.7% female)

completed the adversarial training and processed e-mails in a simu-

lated inbox two weeks later. Twenty-four participants (mean age

= 37.0 (SD = 12.4), 54.2% female) in the control group only per-

formed the e-mail processing task. We computed all participants’

From: Fran Kappali

From e-mail: support.it.un@gmail.com

Dear Robyn,

I’m contacting you because we have a report that there has

been problems in the UN mail server, some account log in

have been failing and your password could be affected by this

malfunctions in the server. The whole project management

department is currently experience an update in the mail

account and password.We have a problemwith access to some

IT data base, and we expect you cooperation for the matter,

we would need your current password and user number so

we can verify if it has not been experiencing problems. We

hope your soon response and cooperation

IT department specialist

Fran Kappali

Example e-mail 2: Scenario 2: Obtaining login credentials,
response from experiment 2

From: James at IBM

From e-mail: J.S.ltd@ibm.com

Hey pete!

Me and some of the guys have managed to se up a quickfire

quiz round after lunch to get people hyped up for the rest of

the event and thought it would help to throw in some actual

prizes too! Could you quickly get together 5 £100 Amazon

vouchers for me and send them via email - ill print them out

over lunch! I’ll pay you back as soon as were back in the

office.

thanks again, James

Example e-mail 3: Scenario 3: Get Amazon gift vouchers,
response from experiment 1

phishing detection ability in terms of their precision and recall.

Overall, we find that those who received the adversarial training

tended to have a better recall than those who received no training

(𝑡 (28.1) = −1.48, 𝑝 = .150, Cohen’s 𝑑 = −0.50, 1 − 𝛽 = 0.32; Fig-

ure 5a), while the overall precision was comparable across groups

(𝑡 (26.3) = 1.16, 𝑝 = .255, Cohen’s 𝑑 = 0.40, 1 − 𝛽 = 0.22; Figure 5b).

That is, participants who received adversarial mindset training de-

tected more phishing e-mails compared to the group that received

no training, without becoming significantly less precise in their

judgements (e.g. overly labelling e-mails as phishing).

Next, we looked at what phishing e-mail types the adversarial

training group was particularly better at detecting compared to

the control group. We found that they were better at detecting the

two spearphishing e-mails compared to the no training group, both

in terms of recall (𝑡 (23.9) = −1.91, 𝑝 = .069, Cohen’s 𝑑 = −0.67,
1 − 𝛽 = 0.51; Figure 6a) and precision (𝑡 (22.4) = −2.10, 𝑝 = .047,

Cohen’s 𝑑 = −0.75, 1 − 𝛽 = 0.60; Figure 6b). Since the adversarial

mindset training focused primarily on targeted phishing e-mails

(i.e., spearphishing), these findings strongly suggest that engaging
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Figure 5: Adversarial mindset training tends to improve over-
all phishing detection recall (𝑡 (28.1) = −1.48, 𝑝 = .150, Cohen’s
𝑑 = −0.50, 1 − 𝛽 = 0.32) compared to having no training.
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Figure 6: Adversarial mindset training specifically improves
spearphishing detection precision (𝑡 (22.4) = −2.10, 𝑝 = .047,
Cohen’s 𝑑 = −0.75, 1 − 𝛽 = 0.60) and tends to improve recall
(𝑡 (23.9) = −1.91, 𝑝 = .069, Cohen’s 𝑑 = −0.67, 1 − 𝛽 = 0.51)
compared to having no training.

people with an attacker’s perspective helps improve their detection

ability.

These results were encouraging enough to pursue Experiment

2 with simulated phishing attacks, especially given the small and

imbalanced samples of the pilot study.

4.3 Experiment 2
Given the encouraging results from Experiment 1, we aimed to

examine the efficacy of our adversarial mindset training with a

more ecologically valid way to measure phishing detection: sending

participants simulated phishing e-mails. Furthermore, we compared

the efficacy of the adversarial training with a conventional training

approach that contained common phishing detection advice and

aligned with the organisation’s existing training material.

One-hundred-and-forty-four participants (aged between 18 and

45) completed either the adversarial (𝑁 = 40; 57.5% female; 31.7%

in technical department) or conventional (𝑁 = 104; 73.1% female;

35% in technical department) phishing training and were sent one

of five phishing e-mail simulations two weeks afterward. Both

groups rated their respective training videos as equally engaging

(𝑡 (83.3) = 0.581, 𝑝 = .563) and useful (𝑡 (91.3) = −0.714, 𝑝 = .477).

Overall, 15 out of the 104 (14.4%) conventional training group

participants and 2 out of the 40 (5%) adversarial training group

participants fell for the simulated phishing attacks. That is, people

who completed conventional training were nearly three times as

Table 1: Number of people (not) compromised per training
condition.

EXPERIMENT 2 Not compromised Compromised

Conventional 89 (85.6%) 15 (14.4%)

Adversarial mindset 38 (95%) 2 (5%)

Conventional
(N=107)

Adversarial mindset
(N=40)

Training condition

0

2

4

# 
co

m
pr

om
is

ed

Simulated phishing victims per training group

Phishing type
Employment offer
Office 365 password reset
OneDrive file share
Zoom invite
Conference speaker invite

Figure 7: Victimisation count per simulated phishing type
for each training condition.

likely to fall for a simulated phishing attack compared to those who

completed the adversarial training. The difference in the number of

people who were compromised between the training groups was at

a trending significance level with a small effect size (Fisher’s exact

test = 0.314, 𝑝 = .154, Cohen’s ℎ = .328, 1 − 𝛽 = 0.29; see Table 1).

The lower statistical power is mostly due to the imbalanced sample

sizes.

Victims in the conventional training group fell almost equally

for all but one of the five simulated phishing types. It is possible

that nobody in this group fell for the fifth phishing type, as it

purported to invite recipients to speak at a medical conference

and most participants did not work in a medical research context.

In the adversarial training group, one person fell for it, and one

person fell for an e-mail requesting recipients to reset their Office

365 password due to security reasons. See Figure 7.

Three out of the 40 adversarial (7.5%) and nine out of the 104

conventional (8.7%) training participants reported the simulated

phishing e-mails. This was not a statistically different proportion

(Fisher’s exact test = 0.866, 𝑝 = 1, Cohen’sℎ = .044). Thus, the train-

ing conditions did not affect the amount of people who reported

phishing e-mails. That is, both proportions were small, despite the

conventional training concluding with the advice that participants

should report phishing e-mails to IT. Other participants deleted the

e-mail instead of reporting it. Sixteen out of 40 adversarial (40%) and

31 out of the 104 conventional (29.8%) training participants deleted

the e-mail, of which one individual deleted it after clicking on the

phishing link. This was neither a statistically different proportion

(Fisher’s exact test = 1.565, 𝑝 = .321. Cohen’s ℎ = .215).

Lastly, we aimed to control for any potential associations be-

tween phishing detection, demographics and other personal factors.

To this end, we ran a logistic regression predicting whether par-

ticipants fell for the simulated phishing attack from their training

condition, training video ratings (engagement, usefulness), demo-

graphics (age, gender, education level, department), number of
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previously completed cybersecurity training and which phishing

type they were sent. This only revealed three small to medium sized

effects of trending significance. Participants from the adversarial

training group (𝛽 = −1.38, 𝑧 (128) = −1.66, 𝑝 = .098, OR = 0.25)

and those from a technical department (𝛽 = −1.68, 𝑧 (128) = −1.87,
𝑝 = .061, OR = 0.187) tended to be less compromised, and those

who identified as male tended to be more compromised (𝛽 = 1.32,

𝑧 (128) = 1.95, 𝑝 = .051, OR = 3.74).

Together, these experiments show promising results of engag-

ing people with an adversarial mindset to improve their phishing

detection ability.

5 DISCUSSION
Phishing detection may seem an adversarial arms race, especially

with the advent of generative AI. However, if people understand the

principles of online deception tactics, they may understand better

why they need to look out for certain message contents and “fake”

e-mail addresses. Here, we provide consistent evidence suggesting

that engaging people with an adversarial mindset, i.e., thinking

of fake e-mail addresses and writing phishing e-mails as if they

were an adversary, improves their ability to detect phishing e-mails.

Specifically, those who received adversarial training performed

better than those who received no (Experiment 1) or conventional

(Experiment 2) training.

5.1 Retention of learning
In both experiments, participants’ phishing detection abilities were

measured two weeks after they completed the provided training.

Since we expect training effects to remain high after two weeks,

we may regard the present results as an upper-bound estimation of

the adversarial training’s efficacy versus that of conventional and

no training. In this view, the proportional difference in Experiment

2 where the adversarial training group was three times less suscep-

tible than the conventional training group may be seen as quite a

dramatic improvement.

Prior works on conventional training efficacy suggest that detec-

tion abilities are back to baseline (before training) levels after 5–8

months [42]. Although the results from Experiment 2 suggest that

adversarial training leads to a steeper initial enhancement in phish-

ing detection ability compared to conventional training, further

studies are needed to measure the adversarial training retention

over longer periods of time.

5.2 Dual-use of teaching people how to phish
It is inherently necessary to understand how cybercrime works to

defend oneself against it. Cybersecurity awareness training usually

describes cybercrime operations and signals to identify them in a

passive way. Our adversarial mindset training goes one step fur-

ther by actively engaging participants to put their passively gained

knowledge about phishing into practice. While we did not teach

participants new skills about phishing, we may have reduced their

inhibitions to write phishing e-mails themselves. This is a classical

dual-use scenario, as our method can be used for both defence and

offence [43, 47]. There is not much guidance from existing literature

on how to deal with dual-use scenarios in teaching [36], whereas

more is available on the dual-use of academic research itself [32].

To reduce dual-use risks, the adversarial mindset training did not

involve any technical knowledge to teach people how to success-

fully perform a real phishing attack and we debriefed participants

to not pursue phishing in real life. There are a myriad of technical

defenses against phishing that successful cybercriminals have to

navigate [16].

To further mitigate the risks and to inform our participants about

the potential risks of our study, we made participants aware of the

writing task after the video, so they could decide if they wanted

to continue. Fifteen more people initially started the adversarial

training task in Experiment 1, but did not finish it, and we obtained

an imbalanced sample in Experiment 2 despite months of sustained

recruitment campaigns. We could not verify if participants morally

objected to continuing the writing task or if they were not inter-

ested in this cognitively more demanding task. Nonetheless, we

expect that the potential gains from such adversarial training will

weigh up to the fraction of people who may be compelled to pursue

phishing in real life, provided all go through the same training and

other multi-layered security controls are put in place. Given these

precautions, we believe that our adversarial training is ethically

acceptable.

5.3 Effort required to implement in
organisations

In terms of the practical implementation of the adversarial train-

ing, we designed it to take less than 30 minutes on average to

complete—comparable to conventional phishing awareness train-

ing. The difference is that the adversarial training requires active

engagement, whereas conventional training approaches (not seri-

ous games) typically use more passive teaching styles [7, 20, 44,

51, 53]. As a concept, we expect an adversarial approach to be

equally applicable to helping people in other scam contexts, such as

phone scams and phishing through SMS or instant text messages,

and highly encourage further studies to test the concept in those

domains.

5.4 Limitations
Most of our results were at trending significance levels due to the

imbalanced sample sizes in both experiments. Moreover, if our ad-

versarial training groups had been of comparable size to the “no

training” and conventional training groups, we likely would have

obtained higher statistical power. Yet, especially given the complica-

tions in acquiring more participants overall, we are optimistic that

the present results provide valuable and encouraging insights for

researchers and practitioners who seek different ways to improve

phishing detection.

Other limitations of Experiment 2 were the unreliable read re-

ceipts, having no convincing spearphishing examples since that

required tailoring e-mails to individual contexts, not measuring

long-term effects and having no control group due to organisational

constraints. We did not perform systematic qualitative analyses

of the phishing e-mails participants wrote in the adversarial train-

ing groups as it was deemed beyond the scope of the study. We

encourage further research in this realm, however, to see if there

is a relation between how convincing people’s phishing e-mails
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are, what persuasion tactics they use (see e.g. [39]), and individ-

ual differences in detection ability. Participants’ feedback data are

available via OSF and written e-mails are available upon request.

6 CONCLUSION
Generative AI is already fuelling the threat of sophisticated phishing

attacks. As a result, we need to revise conventional phishing detec-

tion training that contains unusable advice and provides limited

detection improvement. We proposed the concept of an adversarial

phishing training and show over two experiments that it improves

detection compared to those who received conventional or no addi-

tional training. By not teaching people the technical intricacies of

how to perform successful real attacks, but merely engaging their

thinking with that of a cybercriminal, we found a nearly three-fold

reduction in phishing susceptibility. These findings provide an en-

couraging new perspective to advance cybersecurity training that

may be applied to various contexts beyond phishing.
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