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## Abstract

All simulations of physical systems employ the use of numerical algorithms and approximations to accurately mimic a system's behavior. In classical molecular dynamics (MD), there exists an important tradeoff between the desired accuracy and time scale of a simulation. To decrease computational load and preserve long time scales, MD simulations have often ignored long-range physical interactions among particles after some arbitrary cutoff distance. In many cases, as this cutoff distance is decreased, the accuracy of a simulation significantly degrades.

In biochemical systems with relatively large amounts of polar water molecules, the error introduced through the use of cutoff distances or other approximation schemes could be significant. The purpose of this research is to determine if long-range coulombic contributions from polar water molecules have a nontrivial impact on the accuracy of recent and historical MD simulations.

As a first step, we have constructed and partially validated a classical MD simulation of rigid (i.e., fixedgeometry) water molecules. As future simulations will be highly computationally-intensive, the underlying code has been built to utilize the recently-realized power of the graphics processing unit (GPU).
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## Chapter 1

## Introduction

### 1.1 GPU Computing

In high-performance computing, there exists a constant demand for increased processing power. Until recently, computers had used "single-core" central processing units (CPUs), or computer chips containing only one independent processor (or core), to execute program instructions. However, as the circuit density of computer chips begins to approach hard physical limits [1], the single-core processor mav soon attain its maximum potential. The death of the single-core processor may be evidenced by the relatively recent manufacture of multiple-core CPUs. Major chip manufacturers no longer aim to substantialiy increase the speed of single-core processors but rather increase the number of processors per chip. Presently, personal computers lave between two to cight independent processing cores present in their CPU.

Single-core processors perform program instructions in sequence. Multi-core processors, on the other hand. have the ability to run multiple instructions synchronously (or "in parallel"), increasing the speed of programs which may be decomposed into several data-independent functions. However, as multi-core processors commonly share pathways to system memory, conflicts for memory access may be relatively frequent. For this reason among others [1], it is difficult to attain the anticipated $n$-fold speedup from an n-core CPU.

As multi-core CPU technology remains in its infancy, there are several alternatives to obtain the processing power required by computationally-demanding applications. One such altemative is the use of computer clusters. which contain many instances of low-cost hardware distributed across high-speed local networks. However, such clusters usually attract a large number of users and are often quite difficult to build and maintain. Another alternative is the use of supercomputers, which share similar problems. A more recent, cost-effective solution has been the use of graphics processing units (GPUs) [2].

Unlike a CPU. GPUs devote themselves almost entirely to intensive data processing rather than caching (storing memory) or flow control (managing data transmission). Consequently, today's GPUs contain hundreds of processing cores capable of executing many calculations simultaneously. These propertios make

GPUs well-equipped to handle problems that can be interpreted as mutually exclusive. data-parallel computations. In such problems, as similar functions are executed on each data element, there is little need for sophisticated flow control. Also, as such applications are extremely computationally-intensive, delays due to memory access may be reduced by "hiding" data access and GPU-CPU data transfer operations behind large calculations $[3,4]$.

Figure 1.1 displays the very recent evolution of the GPU as a computational powerhouse. It has grown to be not only a powerful graphics engine but also a massively parallel, programmable processor with arithmetic bandwidth much greater than its CPU counterpart. The rapid increase of GPUs in both capability and programmability has allowed for the successful mapping of several computationally-demanding problems to the GPU [4]. Notably, the recent development of the NVIDIA® ${ }^{\circledR}$ CUDA $^{\text {TM }}$ programming environment has allowed for easy access to processing units on NVIDIA $®$ GPUs. thereby allowing for easily-obtained speedups in parallelizable programs.
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Figure 1.1: Comparison of floating-point operations per second and memory bandwidth among historical GPUs and CPUs [3].

### 1.1.1 CUDA programming basics

CUDA allows the programmer to create a parallel program partitioned into a hierarchy of blocks and threads. In a single-GPU parallel program, the GPU's computational grid is first partitioned into a user-defined
number of blocks. Each block is then divided into a number of threads. These threads are the functional building blocks of the program; each thread points to data elements for the program to operate on in parallel. This computational hierarchy is more clearly illustrated in figure 1.2.


Figure 1.2: Hierarchy of CUDA threads and blocks [3].

CUDA kernel functions are then defined by the programmer. Kernels contain the instructions used to operate on data elements within each thread. When called, these functions are executed $N$ times in parallel by $N$ different threads. During execution, these threads may access data from three primary locations: private (local) memory, block memory, and global memory [3]. This memory hierarchy is illustrated in figure 1.3 .

To serve as an example of CUDA syntax and structure, the CUDA C Programming Guide provides a sample program describing the addition of two $N \times N$ matrices [3]:

```
// Kernel definition
__global__ void MatAdd( float A[N][N], float B[N][N], float C[N][N] )
{
    int i = threadIdx.x;
    int j = threadIdx.y;
```



Figure 1.3: Hierarchy of CUDA memory defining the relationships of private memory, block memory, and global memory to threads, blocks, and grids [3].

```
    C[i][j] = A[i][j] + B[i][j];
}
int main()
{
// Kernel invocation with one block of N * N * 1 threads
int numBlocks = 1;
dim3 threadsPerBlock(N,N);
MatAdd<<< numBlocks, threadsPerBlock >>>(A, B, C);
}
```

In this program, MatAdd is defined as a kernel function which adds the elements of two $N \times N$ matrices, $\mathbf{A}$ and $\mathbf{B}$, and stores the result as matrix $\mathbf{C}$. In the kernel, $i$ and $j$ represent the row and column positions of
each matrix element, respectively. Within the CPU program, the computational grid is first partitioned into one block. This block is then divided into $N \times N$ threads; each thread points to one element of an $N \times N$ matrix. The kernel function is then called by the CPU, and the corresponding elements of matrices $\mathbf{A}$ and $\mathbf{B}$ are added concurrently. This example serves as a good demonstration of CUDA's syntax and ease-of-use.

### 1.2 GPU-Accelerated Molecular Dynamics

In molecular systems with large numbers of particles, it is often impossible to determine properties of such systems analytically. Consequently, it is necessary to simulate these systems using numerical techniques. One such approach, molecular dynamics (MD), is regarded as one of the most powerful computational tools in biochemistry. In molecular systems with large numbers of particles, MD employs definitions of molecular mechanics force fields to estimate forces and potential energies among particles. MD then uses the laws of classical mechanics to integrate the motion of interacting particles over time [5]. Although MD proves useful in visualizing chemical and biological systems, it is more readily used to determine thermodynamic properties of large systems by computing statistical averages of various energetic quantities. These quantities can be used to characterize temperature-related phenomena (e.g., phase change behavior), diffusion processes, viscosity, adsorption, pressure, and much more.

As similar force fields are computed for each particle in MD, such simulations may be highly parallelized. For example, one could assign each processor (or thread) a set of atoms or molecules upon which to operate. One might also assign each processor a number of interactions to compute. One may also assign each processor a fixed spatial region of the system to work with. MD simulations also do not require large amounts of memory; only position and energy information of each atom or molecule must be stored. Thus, such simulations are usually "large" in only two respects: the number of particles and number of timesteps [6].

As researchers in the field of MD continue to study increasingly large biomolecules and cellular processes occurring on longer time scales, the demand for increased processing power has continued to grow. Over the last decade, general-purpose MD codes such as LAMMPS [6], GROMACS [7], and NAMD [8] have been developed to run on distributed-memory computer clusters [9]. More recently, these and many other packages have begun to be ported to GPU-compatible code. Documented attempts to produce MD simulations that harness the power of GPUs have been very successful, in some cases providing a performance that is thirty to seven hundred times greater than that achieved with a single-core CPU [9, 10]. Thus, in building modern MD simulations, scientists should take advantage of the GPU's computational capabilities.

### 1.3 Motivation to Study Long-Range Interactions in Molecular Systems

All simulations of physical systems employ the use of numerical algorithms and approximations to accurately mimic a system's behavior. In classical MD, there exists an important tradeoff between the desired accuracy and time scale of a simulation. To decrease computational load, MD simulations have often ignored longrange physical interactions among particles after some arbitrary "cutoff distance." In many cases, as cutoff distance is decreased, the accuracy of a simulation significantly degrades [11, 12, 13].

In biochemical systems with relatively large amounts of polar water molecules, the error introduced through the use of cutoff distances or other approximation schemes could be significant. The aim of this research is to eventually determine if long-range coulombic contributions by polar water molecules have a nontrivial impact on the accuracy of biochemical MD simulations.

As computational technology has advanced, classical MD simulations containing tens of thousands of atoms with time spans on the order of nanoseconds have become commonplace. In all such simulations, atoms generate forces on one another. Historically, there was usually insufficient computational power to perform all $N^{2}$ force calculations required by large systems. Thus, several simple approximation techniques were utilized [14]. It is well-known that the calculation of electrostatic forces is the most computationallyexpensive component of MD simulations. In the past, to reduce this bottleneck, simulations had either neglected long-range coulombic interactions or truncated them at some cutoff distance [12]. More recently, rather than resorting to the use of arbitrary cutoffs, several methods for computing long-range interactions have been developed and employed. In particular, Ewald summation methods [15], fast particle mesh methods [16], and fast multipole methods [17] have been used [14]. However, these methods also carry degrees of uncertainty and are often quite difficult to implement.

In many biomolecular systems, we argue long-range electrostatic interactions deserve the utmost attention. For example, in biomembrane systems, phospholipid molecules that make up the lipid bilayer are polar and charged. Clearly, the long-range electrostatic interactions of phospholipids with polar water and other charged molecules could play a large role in determining the overall behavior of the system. Nonetheless, in simulations containing large amounts of such molecules, researchers had truncated interactions at some arbitrary distance (typically $1.5-2.0 \mathrm{~nm}$ ). In 2004, Patra, et al. recognized all examined truncation distances (1.8-2.5 nm) led to major effects on bilayer properties, all of which were significantly inconsistent with experimental data. Patra, et al. concluded "the truncation of electrostatic interactions may lead to profound artifacts in the properties of lipid bilayer systems, and should be used with great care, if at all" [12].

The use of cutoffs in MD simulations of solvated peptides, or short amino acid chains surrounded by a water solvent, was also found to entail significant numerical artifacts. In one such study, three coulombic cutoff radii $(0.6,1.0$, and 1.4 nm ) were tested in a system containing a model peptide in the presence of over one thousand water molecules. Although the stability of an alpha-helical (coiled) structure was observed using the cutoff radius of 1.0 nm , this stability was peculiarly lost as the cutoff was increased to 1.4 nm . The study concluded "even 1.4 nm [was] too short for a cutoff" and "this truncation scheme seems questionable for molecular dynamics simulations of solvated biomolecules" [13].

In another study, long-range electrostatic interactions in a system of a highly charged oligonucleotide (a short nucleid acid polymer) immersed in aqueous solution were also found to be of large consequence. The two tested truncation methods in the study failed to accurately mimic experimental behavior. Nonetheless, by employing particle mesh methods for long-range interactions, the simulation was found to be stable and accurate [11].

Clearly, it is reasonable to assume that in biochemical systems with relatively large amounts of water, coulombic interactions associated with surrounding polar and/or charged molecules contribute greatly to the accuracy of MD simulations. Because many biochemical processes take place either in or surrounded by an aqueous environment, it is of value to consider and examine the effects of long-range electrostatic interactions from polar water molecules on the accuracy of biochemical MD studies. In such testing, it would be crucial to compare results with those gained via truncation methods and summation/mesh methods. It is our hope the results of such tests would lead to the adoption of more accurate water approximation schemes by the MD community.

### 1.4 Research Objectives

Commonly, MD simulations are developed using specialized, prebuilt software packages. Naturally, these packages can be either difficult or impossible to modify in order to suit a particular study. Thus, we have chosen to build our MD simulations entirely from scratch to allow for full customizability of all accuracyrelated components of the code. With the recent advent of GPU programming, we will have sufficient computational power to more accurately estimate long-range water-molecule interactions in biochemical systems, allowing us to test our aforementioned predictions. Building such code from the ground up also serves an important pedagogical purpose.

We have begun by first developing a classical MD simulation of water molecules for the GPU. As we are primarily interested in simulating biomolecules in the presence of water, the use of a simple, rigid (i.e., fixed-
geometry) water model has been employed in our simulations. Our current research aims to validate this water model's accuracy by comparing numerically-obtained properties of the system with experimentallyvalidated thermodynamic quantities and plots. In the process of continually developing our code, the GPU simulation will be further optimized and benchmarked, and more sophisticated algorithms will be implemented to decrease the simulation's computational load while maintaining sufficient accuracy.

## Chapter 2

## Model and methodology

### 2.1 Water Models

In MD, to characterize the physical properties of solvated molecules (i.e., molecules surrounded by a solvent such as water), one must first accurately describe the water contained within the system. This can be accomplished by employing either implicit or explicit solvation methods. Implicit solvation methods represent water as a continuous medium, while explicit solvation methods represent water as discrete, interacting molecules. Although implicit solvation methods are relatively quick and have shown promise in the simulation of larger systems, they often fail to reproduce the finer details of many microscopic systems. For this reason, MD simulations most often employ explicit solvation methods [18].

In MD, explicit water models may be used to approximate the shape and interaction site distributions of discrete water molecules. Such models are most readily used in the simulation of water clusters, liquid water, and molecules immersed in or surrounded by an aqueous environment. A variety of explicit models have been proposed, each of which may be categorized by three features: the number of particles used to define the model, whether the molecule has a fixed or flexible geometry, and whether the model includes polarization effects. Water models describe the estimated electrostatic charge sites for coulombic potentials as well as the Lennard-Jones site which accounts for the Lennard-Jones potential. The Lennard-Jones potential approximates the interaction between a pair of electrically neutral atoms or molecules and is further described in section 2.5 .

The goal of producing MD simulations in aqueous environments is to accurately characterize the physical properties of solvated systems. As molecules such as proteins and nucleic acids are typically highly charged, long-range electrostatic interactions must be properly accounted for. Thus, accurate descriptions of moleculewater interactions are necessary. As water-water interactions produce the highest computational cost for most MD simulations, it is important to use a water model which is both fast and accurate. More specifically, a good water model should reproduce statistical bulk water properties over a wide range of temperatures and physical states [18].

The simplest water models treat water molecules as rigid bodies and rely only on interactions with particles outside the molecule. Such models describe a water molecule as a system with $n$ sites, with $n$ often ranging from two to six. As the number of sites in a rigid water model increases, so usually does the model's accuracy in describing bulk properties. Thus, different models may be used for different applications and approximations. For example, three-site models have three interaction "sites" corresponding to the three atoms of a water molecule. Each atom is assigned a charge, and the oxygen atom is assigned an additional Lennard-Jones site. A five-site model, on the other hand, may include representations of the lone pairs of oxygen as charged "dummy atoms" to improve the estimate of the molecule's charge distribution [19].

### 2.1.1 TIP4P/2005

Four-site models place one negative charge on a dummy atom placed near the oxygen along the bisector of the HOH angle, intended to improve the charge distribution around the molecule. These models also place two positive charge sites on the two hydrogen atoms and one Lennard-Jones site on the oxygen atom. Historical four-site models did not reproduce bulk properties of water well, but more recent parameterizations have been developed for general-purpose MD simulations. The TIP4P model, in particular, was geared toward accurately reproducing the qualititative behavior of the entire phase diagram of water. However, the ice regime of the phase diagram was poorly estimated by this model [20].

The TIP4P/2005 model provides a substantial improvement on the TIP4P model and works well in simulations ranging in temperatures from 123 to 573 K and pressures up to 40,000 bar. This model provides impressive performance for a variety of thermodynamic states and has been found to be significantly more accurate than the TIP4P model [20]. Considering the general nature of future simulations, the choice of TIP4P/2005 as our working water model seems reasonable. Figure 2.1 and table 2.1 describe the parameterization of the TIP4P/2005 water model. $r_{O M}$ defines the distance from the oxygen atom to the negatively charged dummy atom, $\mathbf{M} ; r_{\mathrm{OH}}$ defines the distance from the oxygen atom to a hydrogen atom; $\sigma$ defines the nearest-neighbor oxygen-oxygen separation distance; $\epsilon / k_{B}$ defines the ratio of the depth of the LennardJones potential well, $\epsilon$, to the Boltzmann constant, $k_{B}$; and $q_{O}, q_{H}$, and $q_{M}$ represent the charges on the oxygen, hydrogen, and dummy atoms.

| $r_{O H}(\AA)$ | $\angle \mathrm{HOH}($ degrees $)$ | $\sigma(\AA)$ | $\epsilon / k_{B}(\mathrm{~K})$ | $q_{O}(\mathrm{e})$ | $q_{H}(\mathrm{e})$ | $q_{M}(\mathrm{e})$ | $r_{O M}(\AA)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.9572 | 104.52 | 3.1589 | 93.2 | 0 | 0.5564 | $-2 q_{H}$ | 0.1546 |

Table 2.1: TIP4P/2005 water model parameters [20].


Figure 2.1: Schematic representation of the TIP4P family of water models (courtesy of Carl McBride).

### 2.2 Parameters and Constants

### 2.2.1 Reduced units

Physical quantities in MD are represented as dimensionless or reduced units, placing all values of interest near unity. By working in reduced units, simulation results are scaled to reasonable magnitudes, allowing for easy interpretation. Such scaling also results in minimal floating-point rounding errors accumulated during computation. In MD, the kcal- $\AA$ ngstrom system often defines these units. In table 2.2 , reduced units are compared with their SI counterparts:

| System | Length | Mass | Time | Charge | Temp. | Velocity | Energy | Force |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| kcal-Ángstrom | Angstrom | Dalton | picosecond | e | Kelvin | $100 \mathrm{~m} / \mathrm{s}$ | $\mathrm{kcal} / \mathrm{mol}$ | $\mathrm{kcal} /(\mathrm{mol} \mathrm{s})$ |
| SI | meter | kilogram | second | Coulomb | Kelvin | $\mathrm{m} / \mathrm{s}$ | J | N |

Table 2.2: Comparison of reduced (kcal-Ångstrom) and standard units.

### 2.2.2 Other parameters

In addition to the parameters defined by the TIP4P/2005 water model in table 2.1, a number of other constant numerical and physical parameters were initialized near the beginning of the program. In our simulation, variable parameters were defined by the user in input.dat and included the desired system temperature, timestep, size of system in the $x, y$, and $z$ directions, total number of timesteps, and number of GPU threads per block. In most cases, the timestep was defined as $6.25 \times 10^{-4}$ picoseconds, or 0.625 femtoseconds. As we were required to describe both the acceleration of each molecule's center of mass as well as the inertia tensor of the TIP4P/2005 water molecule, we defined $m_{H}$, the mass of a hydrogen atom,
as 1.00794 Daltons and $m_{O}$, the mass of an oxygen atom, as 15.9994 Daltons. Of course, we defined the mass of the entire water molecule as $m_{C M}=2 m_{H}+m_{O}$. From these masses and the parameters listed in table 2.1, we defined the center of mass position relative to the oxygen atom as

$$
\begin{equation*}
r_{O C M}=\frac{1}{m_{C M}}\left(2 m_{H} r_{O H} \cos \frac{\theta}{2}\right), \tag{2.1}
\end{equation*}
$$

where $\theta$ is the HOH angle defined in table 2.1.
We also defined body-fixed unit vectors $\hat{x}^{\prime}, \hat{y}^{\prime}$, and $\hat{z}^{\prime}$ attached to the water molecule. We assumed $\hat{z}^{\prime}$ to point along the HOH angle bisector toward the hydrogen atoms and $\hat{x}^{\prime}$ to point toward the leftmost hydrogen atom displayed in figure 2.1. Using these definitions, we described the body-fixed positions of the the atoms (with the center of mass as the origin) as

$$
\begin{gather*}
H_{1, x^{\prime}}=r_{O H} \sin \frac{\theta}{2}, \quad H_{1, y^{\prime}}=0, \quad H_{1, z^{\prime}}=r_{O H} \cos \frac{\theta}{2}-r_{O C M},  \tag{2.2}\\
H_{2, x^{\prime}}=-r_{O H} \sin \frac{\theta}{2}, \quad H_{2, y^{\prime}}=0, \quad H_{2, z^{\prime}}=r_{O H} \cos \frac{\theta}{2}-r_{O C M},  \tag{2.3}\\
O_{x^{\prime}}=0, \quad O_{y^{\prime}}=0, \quad O_{z^{\prime}}=-r_{O C M},  \tag{2.4}\\
M_{x^{\prime}}=0, \quad M_{y^{\prime}}=0, \quad M_{z^{\prime}}=-r_{O C M}+R_{O M} . \tag{2.5}
\end{gather*}
$$

From these body-fixed positions, we described the diagonalized inertia tensor with elements $I_{x x}, I_{y y}$, and $I_{z z}$ as the following:

$$
\begin{gather*}
I_{x x}=m_{O} O_{z^{\prime}}^{2}+m_{H} H_{1, z^{\prime}}^{2}+m_{H} H_{2, z^{\prime}}^{2},  \tag{2.6}\\
I_{y y}=m_{O} O_{z^{\prime}}^{2}+m_{H}\left(H_{1, z^{\prime}}^{2}+H_{1, x^{\prime}}^{2}\right)+m_{H}\left(H_{2, z^{\prime}}^{2}+H_{2, x^{\prime}}^{2}\right),  \tag{2.7}\\
I_{z z}=m_{H} H_{1, x^{\prime}}^{2}+m_{H} H_{2, x^{\prime}}^{2} . \tag{2.8}
\end{gather*}
$$

We also defined the Boltzmann constant, $k_{B}$, as $1.9872065 \times 10^{-3}(\mathrm{kcal} / \mathrm{mol}) / \mathrm{K}$, epsilon as $k\left(\frac{\epsilon}{k}\right)=$ $0.1852076458 \mathrm{kcal} / \mathrm{mol}$, and the coulomb constant, $\frac{1}{4 \pi \epsilon_{0}}=k_{e}$, as $3.32063711 \times 10^{2} \mathrm{kcal}$ Angstroms $/ \mathrm{e}^{2}$. All parameters not defined in input.dat were defined as global device variables in init_vars.cu. Parameters declared in input.dat were later copied from CPU to GPU memory before entering the simulation's main loop.

### 2.3 Initial Configuration

### 2.3.1 Initializing unit cells

Simulations of ice-Ih (hexagonal ice) are of general interest to the molecular dynamics community. In particular, this representation of ice has been used widely in the simulation of ice surfaces, especially in the study of melting and freezing phenomena. Historically, these simulations had involved the use of large (48or 96 -molecule) periodic unit cells to describe an ice-Ih system with sufficient random hydrogen-bonding patterns. Hayward and Reimers instead described a method for generating sets of internally-consistent, minimal net-dipole water lattices from a small, eight-molecule unit cell [21].

In ice-Ih, each oxygen atom lies at the intersection of two hexagonal lattices. When hydrogen atoms are also considered, at least four water molecules are required to comprise a unit cell. The four-membered unit cell is hexagonal, and any number of these cells may be added to form a larger unit cell, allowing for more random hydrogen orientations. In our simulation, two of such unit cells were combined to form an eightmembered unit cell which had overall orthorhombic symmetry. As orthorhombic unit cells are advantageous in computer simulations, we considered these cells the basic building blocks of our simulation. Each cell was defined with spatial dimensions [21]

$$
\begin{equation*}
x_{\ell}^{0}=\sigma \sqrt{8 / 3}, \quad y_{\ell}^{0}=\sigma \sqrt{8}, \quad z_{\ell}^{0}=8 \sigma / 3 \tag{2.9}
\end{equation*}
$$

where $\sigma$ again represents the nearest-neighbor oxygen-oxygen separation. We constructed a "large" system of ice by replicating this building block by translation $n_{x}, n_{y}$, and $n_{z}$ times in the $x, y$, and $z$ directions, generating an ice structure containing a total of $N=8 n_{x} n_{y} n_{z}$ water molecules. The system dimensions $x_{\ell}$, $y_{\ell}$, and $z_{\ell}$ were then described as

$$
\begin{equation*}
x_{\ell}=n_{x} x_{\ell}^{0}, \quad y_{\ell}=n_{y} y_{\ell}^{0}, \quad z_{\ell}=n_{z} z_{\ell}^{0} \tag{2.10}
\end{equation*}
$$

It was first necessary to describe the position of each unit cell with respect to the entire system. In our initialization procedure, we first assigned a thread index to each molecule by assigning the label intid $=$ threadIdx. $x+$ blockIdx. $x *$ blockDim.x. The molecule index within an orthorhombic cell was then described as id \% 8. We then defined the relative location of each unit cell using code similar to the following:

```
cell_index = id / 8;
k = cell_index / ( nx * ny );
```

```
cell_index = cell_index - k * nx * ny;
j = cell_index / nx;
i = cell_index - j * nx;
```

where $i, j$, and $k$ corresponded to integer labels of a unit cell in the $x, y$, and $z$ directions.

### 2.3.2 Initializing atom positions

After defining molecular locations both within a unit cell and with respect to the entire system, we initialized the positions of atoms. As the positions of atoms within each molecule could be easily related to the position of each oxygen atom, we first initialized the positions of oxygen atoms within the system. Hayward and Reimers defined the locations of each molecule within a unit cell in table 2.3.

| Molecule | Site | $4 x / x_{\ell}^{0}$ | $6 y / y_{\ell}^{0}$ | $16 z / z_{\ell}^{0}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 3 |
| 2 | 2 | 3 | 2 | 5 |
| 3 | 3 | 1 | 1 | 13 |
| 4 | 4 | 3 | 2 | 11 |
| 5 | 1 | 3 | 4 | 3 |
| 6 | 2 | 1 | 5 | 5 |
| 7 | 3 | 3 | 4 | 13 |
| 8 | 4 | 1 | 5 | 11 |

Table 2.3: Description of the eight molecules inside the smallest possible orthorhombic unit cell for ice-Ih in terms of cell lengths [21].

After assigning values of $4 x / x_{\ell}^{0}, 6 y / y_{\ell}^{0}$, and $16 z / z_{\ell}^{0}$ to each molecule in the system, we then initialized positions of the oxygen atoms using the following relations:

$$
\begin{equation*}
O_{x}=\left(\frac{4 x}{x_{\ell}^{0}}\right)\left(\frac{x_{\ell}^{0}}{4}\right)+i x_{\ell}^{0}, \quad O_{y}=\left(\frac{6 y}{y_{\ell}^{0}}\right)\left(\frac{y_{\ell}^{0}}{6}\right)+j y_{\ell}^{0}, \quad O_{y}=\left(\frac{16 z}{z_{\ell}^{0}}\right)\left(\frac{z_{\ell}^{0}}{16}\right)+k z_{\ell}^{0}, \tag{2.11}
\end{equation*}
$$

where $i, j$, and $k$, again, represent a unit cell's indices with respect to the system in the $x, y$, and $z$ directions.
At each of the four sites in the unit cell, there existed six possibilities for the orientation of hydrogen atoms. Thus, there were a total of twenty-four unique water orientations. The possible arrangements for each site are listed in table 2.4 in terms of orthogonal unit vectors representing molecular-symmetric (c) and in-plane (b) axes [21]. These unit vectors were randomly assigned to each molecule, matching required site criteria. From these vectors as well as the position vector of the associated oxygen atom, $\mathbf{O}$, the positions of the two hydrogen atoms, $\mathbf{H}_{1}$ and $\mathbf{H}_{\mathbf{2}}$, were obtained using the water model's given $\mathrm{O}-\mathrm{H}$ bond length, $r_{O H}$,
and $\angle H O H, \theta$, using the following relations:

$$
\begin{align*}
& \mathbf{H}_{\mathbf{1}}=\left(r_{O H} \cos \frac{\theta}{2}\right) \mathbf{c}+\left(r_{O H} \sin \frac{\theta}{2}\right) \mathbf{b}+\mathbf{O}  \tag{2.12}\\
& \mathbf{H}_{\mathbf{2}}=\left(r_{O H} \cos \frac{\theta}{2}\right) \mathbf{c}-\left(r_{O H} \sin \frac{\theta}{2}\right) \mathbf{b}+\mathbf{O} \tag{2.13}
\end{align*}
$$

The molecule's charged dummy atom and center of mass were ther initialized using the following relations:

$$
\begin{align*}
\mathbf{M} & =\left(r_{O M}\right) \mathbf{c}+\mathbf{O}  \tag{2.14}\\
\mathbf{C M} & =\left(r_{O C M}\right) \mathbf{c}+\mathbf{O} . \tag{2.15}
\end{align*}
$$

| Site | Orientation | $c_{x}$ | $c_{y}$ | $c_{z}$ | $b_{x}$ | $b_{y}$ | $b_{z}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 0 | $(2 / 3)^{1 / 2}$ | $(1 / 3)^{1 / 2}$ | -1 | 0 | 0 |
|  | 2 | $-(1 / 2)^{1 / 2}$ | $-(1 / 6)^{1 / 2}$ | $(1 / 3)^{1 / 2}$ | $-1 / 2$ | $(3 / 4)^{1 / 2}$ | 0 |
|  | 3 | $-(1 / 2)^{1 / 2}$ | $(1 / 6)^{1 / 2}$ | $-(1 / 3)^{1 / 2}$ | $1 / 2$ | $-(1 / 12)^{1 / 2}$ | $-(2 / 3)^{1 / 2}$ |
|  | 4 | $(1 / 2)^{1 / 2}$ | $-(1 / 6)^{1 / 2}$ | $(1 / 3)^{1 / 2}$ | $-1 / 2$ | $-(3 / 4)^{1 / 2}$ | 0 |
|  | 5 | $(1 / 2)^{1 / 2}$ | $(1 / 6)^{1 / 2}$ | $-(1 / 3)^{1 / 2}$ | $-1 / 2$ | $-(1 / 12)^{1 / 2}$ | $-(2 / 3)^{1 / 2}$ |
|  | 6 | 0 | $-(2 / 3)^{1 / 2}$ | $-(1 / 3)^{1 / 2}$ | 0 | $(1 / 3)^{1 / 2}$ | $-(2 / 3)^{1 / 2}$ |
| 2 | 1 | $(1 / 2)^{1 / 2}$ | $(1 / 6)^{1 / 2}$ | $-(1 / 3)^{1 / 2}$ | $1 / 2$ | $-(3 / 4)^{1 / 2}$ | 0 |
|  | 2 | 0 | $-(2 / 3)^{1 / 2}$ | $-(1 / 3)^{1 / 2}$ | -1 | 0 | 0 |
|  | 3 | $(1 / 2)^{1 / 2}$ | $-(1 / 6)^{1 / 2}$ | $(1 / 3)^{1 / 2}$ | $-1 / 2$ | $(1 / 12)^{1 / 2}$ | $(2 / 3)^{1 / 2}$ |
|  | 4 | $-(1 / 2)^{1 / 2}$ | $(1 / 6)^{1 / 2}$ | $-(1 / 3)^{1 / 2}$ | $-1 / 2$ | $-(3 / 4)^{1 / 2}$ | 0 |
|  | 5 | 0 | $(2 / 3)^{1 / 2}$ | $(1 / 3)^{1 / 2}$ | 0 | $-(1 / 3)^{1 / 2}$ | $(2 / 3)^{1 / 2}$ |
|  | 6 | $-(1 / 2)^{1 / 2}$ | $-(1 / 6)^{1 / 2}$ | $(1 / 3)^{1 / 2}$ | $1 / 2$ | $(1 / 12)^{1 / 2}$ | $(2 / 3)^{1 / 2}$ |
|  | 1 | 0 | $(2 / 3)^{1 / 2}$ | $-(1 / 3)^{1 / 2}$ | -1 | 0 | 0 |
|  | 2 | $-(1 / 2)^{1 / 2}$ | $-(1 / 6)^{1 / 2}$ | $-(1 / 3)^{1 / 2}$ | $-1 / 2$ | $(3 / 4)^{1 / 2}$ | 0 |
|  | 3 | $-(1 / 2)^{1 / 2}$ | $(1 / 6)^{1 / 2}$ | $(1 / 3)^{1 / 2}$ | $1 / 2$ | $-(1 / 12)^{1 / 2}$ | $(2 / 3)^{1 / 2}$ |
|  | 4 | $(1 / 2)^{1 / 2}$ | $-(1 / 6)^{1 / 2}$ | $-(1 / 3)^{1 / 2}$ | $-1 / 2$ | $-(3 / 4)^{1 / 2}$ | 0 |
|  | 5 | $(1 / 2)^{1 / 2}$ | $(1 / 6)^{1 / 2}$ | $(1 / 3)^{1 / 2}$ | $-1 / 2$ | $-(1 / 12)^{1 / 2}$ | $(2 / 3)^{1 / 2}$ |
|  | 6 | 0 | $-(2 / 3)^{1 / 2}$ | $(1 / 3)^{1 / 2}$ | 0 | $(1 / 3)^{1 / 2}$ | $(2 / 3)^{1 / 2}$ |
| 4 | 1 | $(1 / 2)^{1 / 2}$ | $(1 / 6)^{1 / 2}$ | $(1 / 3)^{1 / 2}$ | $1 / 2$ | $-(3 / 4)^{1 / 2}$ | 0 |
|  | 1 | 0 | $-(2 / 3)^{1 / 2}$ | $(1 / 3)^{1 / 2}$ | -1 | 0 | 0 |
|  | 2 | $(1 / 2)^{1 / 2}$ | $-(1 / 6)^{1 / 2}$ | $-(1 / 3)^{1 / 2}$ | $-1 / 2$ | $(1 / 12)^{1 / 2}$ | $-(2 / 3)^{1 / 2}$ |
|  | 3 | 4 | $-(1 / 2)^{1 / 2}$ | $(1 / 6)^{1 / 2}$ | $(1 / 3)^{1 / 2}$ | $-1 / 2$ | $-(3 / 4)^{1 / 2}$ |
|  | 0 | 0 | $(2 / 3)^{1 / 2}$ | $-(1 / 3)^{1 / 2}$ | 0 | $-(1 / 3)^{1 / 2}$ | $-(2 / 3)^{1 / 2}$ |
|  | 6 | $-(1 / 2)^{1 / 2}$ | $-(1 / 6)^{1 / 2}$ | $-(1 / 3)^{1 / 2}$ | $1 / 2$ | $(1 / 12)^{1 / 2}$ | $-(2 / 3)^{1 / 2}$ |

Table 2.4: Unit vectors $\mathbf{c}$ and $\mathbf{b}$ describing all six possible water orientations at each of the four crystal sites [21].

### 2.3.3 Initializing molecular orientations

The motion of a rigid body can be separated into two components: translation of the center of mass and rotation of particles about the center of mass. Thus, rigid body dynamics often requires two frames: the space-fixed frame and the body-fixed frame. In section 2.2.2, we described the body-fixed coordinate system as well as the body-fixed inertia tensor common to all water molecules. These two definitions proved useful in our treatment of molecules' rotational dynamics.

## Euler angles

The orientation of a body-fixed coordinate system with respect to a space-fixed coordinate system may be described by three "Euler angles" $(\alpha, \beta, \gamma)$. These angles define three successive rotations from the spacefixed frame to the body-fixed frame. The first rotation occurs through an angle $\alpha$ about the space-fixed $z$ axis, resulting in a new coordinate system $(\xi, \eta, \zeta)$. This rotation is followed by a rotation of angle $\beta$ around the new $\eta$ axis, resulting in another coordinate system ( $\xi^{\prime}, \eta^{\prime}, \zeta^{\prime}$ ). The final rotation is through an angle $\gamma$ about the $\zeta^{\prime}$ axis, reproducing the body-fixed coordinate system $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)[22]$. Euler angles and their derivations are more clearly illustrated in figure 2.2 .


Figure 2.2: Euler angles representation of a finite rotation from a space-fixed frame (blue) to a rotated frame (red) (courtesy of Lionel Brits).

The initial Euler angles associated with each molecule were then determined using components of the unit vectors defined in table 2.4 [23]:

$$
\begin{equation*}
\alpha=\operatorname{atan} 2\left(\mathrm{c}_{\mathrm{x}},-\mathrm{c}_{\mathrm{y}}\right), \quad \beta=\operatorname{acos}\left(\mathrm{c}_{\mathrm{z}}\right), \quad \gamma=\operatorname{atan} 2\left(\mathrm{~b}_{\mathrm{z}}, \mathrm{a}_{\mathrm{z}}\right) \tag{2.16}
\end{equation*}
$$

where $a_{z}$ is a component of the vector $\mathbf{c} \times \mathbf{b}$, i.e., $a_{z}=c_{x} b_{y}-c_{y} b_{x}$.
Unfortunately, the use of Euler angles becomes unstable in integrating rotation as $\beta$ approaches 0 or $\pi$. To avoid such inconvenience, we defined the initial orientations of molecules in terms of Euler angles, then expressed the rotational motion of the rigid body using Hamilton's quaternions, described in the following section.

## Quaternions

The simplest way to avoid the disadvantages of Euler angles is to instead use quaternions. Consider a rotation of a particle about a fixed point. In a space-fixed coordinate system, a vector $\mathbf{r}$ may be rotated to $\mathbf{r}^{\prime}$ by applying the rotation

$$
\begin{equation*}
\mathbf{r}^{\prime}=\mathcal{A}^{T} \mathbf{r} \tag{2.17}
\end{equation*}
$$

where $\mathcal{A}$ is a $3 \times 3$ matrix describing the rotation for all vectors $\mathbf{r}$. If $\mathbf{r}(0)$ represents $\mathbf{r}$ at $t=0$ in the space fixed system, a series of finite rotations may be represented by a single rotation if all rotations are made about a single point. Thus, we may write

$$
\begin{equation*}
\mathbf{r}(t)=\mathcal{A}^{T}(t) \mathbf{r}(0) \tag{2.18}
\end{equation*}
$$

where $\mathcal{A}(t)$ is the time-dependent rotation matrix with $\mathcal{A}(0)=I$, where $I$ is the identity matrix [24]. More generally, we could write the above as

$$
\begin{equation*}
\mathbf{r}(t)=\mathcal{A}^{T}(t) \mathbf{r}_{r e f} \tag{2.19}
\end{equation*}
$$

where the time-dependent space-fixed representation of the vector, $\mathbf{r}(t)$, is expressed as a time-dependent rotation of the reference state $\mathbf{r}_{\text {ref }}$ such that the initial transformation matrix is no longer the identity matrix but rather the matrix that rotates the reference state to the orientiation in the space-fixed axis at $t=0, i . e .$,

$$
\begin{equation*}
\mathbf{r}(0)=\mathcal{A}^{T}(0) \mathbf{r}_{r e f} \tag{2.20}
\end{equation*}
$$

In our case, the reference configuration is where the water molecule aligns with the space-fixed axis such that

$$
\mathbf{b}_{r e f}=\left(\begin{array}{c}
1  \tag{2.21}\\
0 \\
0
\end{array}\right), \quad \mathbf{c}_{r e f}=\left(\begin{array}{c}
0 \\
0 \\
1
\end{array}\right)
$$

The rotation of these vectors described the time-dependent alignment of a water molecule in the space-fixed system, i.e.,

$$
\begin{equation*}
\mathbf{b}(t)=\mathcal{A}^{T}(t) \mathbf{b}_{r e f}, \quad \mathbf{c}(t)=\mathcal{A}^{T}(t) \mathbf{c}_{r e f} . \tag{2.22}
\end{equation*}
$$

In our case, we used quaternions to describe the rotation matrix $\mathcal{A}$. According to Rapaport [24],

$$
\mathcal{A}=2\left(\begin{array}{lll}
\frac{1}{2}-q_{2}^{2}-q_{3}^{2} & q_{1} q_{2}+q_{0} q_{3} & q_{1} q_{3}-q_{0} q_{2}  \tag{2.23}\\
q_{1} q_{2}-q_{0} q_{3} & \frac{1}{2}-q_{1}^{2}-q_{3}^{2} & q_{2} q_{3}+q_{0} q_{1} \\
q_{1} q_{3}+q_{0} q_{2} & q_{2} q_{3}-q_{0} q_{1} & \frac{1}{2}-q_{1}^{2}-q_{2}^{2}
\end{array}\right),
$$

and thus,

$$
\mathcal{A}^{T}=2\left(\begin{array}{lll}
\frac{1}{2}-q_{2}^{2}-q_{3}^{2} & q_{1} q_{2}-q_{0} q_{3} & q_{1} q_{3}+q_{0} q_{2}  \tag{2.24}\\
q_{1} q_{2}+q_{0} q_{3} & \frac{1}{2}-q_{1}^{2}-q_{3}^{2} & q_{2} q_{3}-q_{0} q_{1} \\
q_{1} q_{3}-q_{0} q_{2} & q_{2} q_{3}+q_{0} q_{1} & \frac{1}{2}-q_{1}^{2}-q_{2}^{2}
\end{array}\right) .
$$

The representation of the rotation matrix in terms of quaternions proved useful since the time-dependent quaternion vector,

$$
\mathbf{q}(t) \equiv\left(\begin{array}{c}
q_{0}(t)  \tag{2.25}\\
q_{1}(t) \\
q_{2}(t) \\
q_{3}(t)
\end{array}\right),
$$

could be described by a simple set of dynamical equations and integrated similarly to translational motion but also subject to the constraint

$$
\begin{equation*}
\sum_{m=0}^{3} q_{m}^{2}=1 \tag{2.26}
\end{equation*}
$$

Such a constraint was expected, as rotations may always be described via three independent parameters.
In terms of quaternions, then, we obtained the following expressions for the time-dependent vectors $\mathbf{c}$
and $\mathbf{b}$ describing the orientation of a water molecule:

$$
\begin{gather*}
\mathbf{c}(t)=\left(\begin{array}{l}
c_{x}(t) \\
c_{y}(t) \\
c_{z}(t)
\end{array}\right)=\mathcal{A}^{T}(t)\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right)=\left(\begin{array}{c}
2\left(q_{1} q_{3}+q_{0} q_{2}\right) \\
2\left(q_{2} q_{3}-q_{0} q_{1}\right) \\
2\left(\frac{1}{2}-q_{1}^{2}-q_{2}^{2}\right)
\end{array}\right),  \tag{2.27}\\
\mathbf{b}(t)=\left(\begin{array}{l}
b_{x}(t) \\
b_{y}(t) \\
b_{z}(t)
\end{array}\right)=\mathcal{A}^{T}(t)\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right)=\left(\begin{array}{l}
2\left(\frac{1}{2}-q_{2}^{2}-q_{3}^{2}\right) \\
2\left(q_{1} q_{2}+q_{0} q_{3}\right) \\
2\left(q_{1} q_{3}-q_{0} q_{2}\right)
\end{array}\right) . \tag{2.28}
\end{gather*}
$$

Before dynamical equations were used to determine $\mathbf{q}(t)$ and, thus, $\mathbf{b}(t)$ and $\mathbf{c}(t)$, the initial quaternion vector was defined for the rigid body. This was necessary to accurately reflect the initial molecular orientation axes, $\mathbf{b}(0)$ and $\mathbf{c}(0)$. To do so, we first used the Euler angle representation of the quaternion vector [24]:

$$
\mathbf{q}(0)=\left(\begin{array}{l}
q_{0}(0)  \tag{2.29}\\
q_{1}(0) \\
q_{2}(0) \\
q_{3}(0)
\end{array}\right)=\left(\begin{array}{l}
\cos (\beta / 2) \cos \frac{1}{2}(\alpha+\gamma) \\
\sin (\beta / 2) \cos \frac{1}{2}(\alpha-\gamma) \\
\sin (\beta / 2) \sin \frac{1}{2}(\alpha-\gamma) \\
\cos (\beta / 2) \sin \frac{1}{2}(\alpha+\gamma)
\end{array}\right),
$$

where the Euler angles ( $\alpha, \beta, \gamma$ ) were defined via the conventions described in the previous subsection. In this case, the Euler angles represented the rotation from a reference state to the initial state.

Again, in the reference state, $\mathbf{c}$ aligned with the positive $z$-direction, $\hat{z}$. Thus, we identified $\mathbf{c}$ with the body-fixed $z$ direction, $\hat{z}^{\prime}$, as described by Euler angle conventions: $\mathbf{c}=\hat{z}^{\prime}$. Likeweise, we identified $\mathbf{b}$ with the body-fixed $x$ direction, $\hat{x}^{\prime}$, i.e, $\mathbf{b}=\hat{x}^{\prime}$. The third axis in the body-fixed system was defined by the cross-product $\hat{y}^{\prime}=\hat{z}^{\prime} \times \hat{x}^{\prime}$.

### 2.4 Initial Time Derivatives of Motion

Prior to beginning the simulation's main loop, the first time derivatives describing translational and rotational motion were initialized. For the sake of simplicity, we defined these to be zero, i.e.,

$$
\begin{equation*}
\dot{\mathbf{r}}_{C M}(0)=0, \quad \dot{\mathbf{q}}(0)=0 . \tag{2.30}
\end{equation*}
$$

### 2.5 Interaction Functions and Definitions

### 2.5.1 Lennard-Jones interaction

In the interaction of two neutral atoms, an attractive van der Waals force balances a repulsive force resulting from the overlapping of electron orbitals. A commonly used approximation for such an interaction is called the Lennard-Jones potential (also called the LJ potential or 12-6 potential) proposed by John Lennard-Jones in 1924 [25]. The most common expression for the Lennard-Jones potential is the following:

$$
\begin{equation*}
V_{L J, i j}=4 \epsilon\left[\left(\frac{\sigma}{r_{i j}}\right)^{12}-\left(\frac{\sigma}{r_{i j}}\right)^{6}\right] \tag{2.31}
\end{equation*}
$$

where $\epsilon$ is the depth of the Lennard-Jones potential well, $\sigma$ is the distance between the two interacting Lennard-Jones particles at which the potential is zero, and $r_{i j}$ is the distance between two interacting particles labeled $i$ and $j$. The net Lennard-Jones contribution to the potential energy of an atom $i$ in a system of $N$ Lennard-Jones atoms is thus

$$
\begin{equation*}
V_{L J, i}=4 \epsilon \sum_{i \neq j}^{N}\left[\left(\frac{\sigma}{r_{i j}}\right)^{12}-\left(\frac{\sigma}{r_{i j}}\right)^{6}\right] \tag{2.32}
\end{equation*}
$$

Upon inspection of 2.31 , it is of note that the Lennard-Jones potential consists of two parts: a strongly repulsive term at small distances and an increasingly weak attractive term at larger distances. The LennardJones potential is displayed graphically in figure 2.3. As described in discussion of the TIP4P/2005 water


Figure 2.3: Graphical representation of the Lennard-Jones potential (courtesy of Olaf Lenz).
model, the Lennard-Jones site for each water molecule is placed on the molecule's oxygen atom. Thus, only
oxygen-oxygen interactions produce a nonzero Lennard-Jones potential in TIP4P/2005 water.
The Lennard-Jones force experienced by a Lennard-Jones particle $i$ from an interaction with a LennardJones particle $j$ may be expressed as

$$
\begin{equation*}
\mathbf{F}_{L J, i j}=\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right) \frac{48 \epsilon}{\sigma^{2}}\left[\left(\frac{\sigma}{r_{i j}}\right)^{14}-\frac{1}{2}\left(\frac{\sigma}{r_{i j}}\right)^{8}\right] \tag{2.33}
\end{equation*}
$$

Thus, the net Lennard-Jones force exerted by all $N$ oxygen atoms $j$ on one oxygen atom $i$ may be expressed as

$$
\begin{equation*}
\mathbf{F}_{L J, i}=\frac{48 \epsilon}{\sigma^{2}} \sum_{i \neq j}^{N}\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right)\left[\left(\frac{\sigma}{r_{i j}}\right)^{14}-\frac{1}{2}\left(\frac{\sigma}{r_{i j}}\right)^{8}\right] . \tag{2.34}
\end{equation*}
$$

### 2.5.2 Coulomb interaction

Coulomb's law describes the electrostatic interaction between two electrically charged particles. The potential between two charges $q_{i}$ and $q_{j}$ separated by a distance $r_{i j}$ is defined as

$$
\begin{equation*}
V_{C, i j}=k_{e} \frac{q_{i} q_{j}}{r_{i j}^{2}} \tag{2.35}
\end{equation*}
$$

where $k_{e}$ is the coulomb proportionality constant. The net coulombic potential energy contribution of a charge $i$ in a system of $N$ discrete charges is thus

$$
\begin{equation*}
V_{C, i}=k_{e} \sum_{i \neq j}^{N} \frac{q_{i} q_{j}}{r_{i j}^{2}} . \tag{2.36}
\end{equation*}
$$

The force experienced by a charged particle $i$ from an interaction with a charged particle $j$ may therefore be expressed as

$$
\begin{equation*}
\mathbf{F}_{C, i j}=k_{e} \frac{q_{i} q_{j}}{\left|r_{i}-r_{j}\right|^{3}}\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right) \tag{2.37}
\end{equation*}
$$

Thus, the net electrostatic force exerted by all $N$ charged particles $j$ on an charged particle $i$ may be defined as

$$
\begin{equation*}
\mathbf{F}_{C, i}=k_{e} \sum_{i \neq j}^{N} \frac{q_{i} q_{j}}{\left|r_{i}-r_{j}\right|^{3}}\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right) \tag{2.38}
\end{equation*}
$$

### 2.5.3 Translational acceleration

The force on the center of mass of a rigid water molecule $i$ may be described as the sum of all forces on the atoms of that molecule. Equation 2.34 describes the force experienced by an oxygen atom in a water molecule. Equation 2.38 describes the forces experienced by both hydrogen atoms as well as the negatively-
charged dummy atom in a water molecule. As each hydrogen atom experiences a force from all other hydrogen atoms in the system as well as all negatively charged dummy atoms, the net forces on the dummy atom and hydrogen atoms in our simulation were described as

$$
\begin{align*}
\mathbf{F}_{H_{1, i}} & =\sum_{j \neq i}^{N} \mathbf{F}_{H_{1, j} \rightarrow H_{1, i}}+\mathbf{F}_{H_{2, j} \rightarrow H_{1, i}}+\mathbf{F}_{M_{j} \rightarrow H_{1, i}},  \tag{2.39}\\
\mathbf{F}_{H_{2, i}} & =\sum_{j \neq i}^{N} \mathbf{F}_{H_{1, j} \rightarrow H_{2, i}}+\mathbf{F}_{H_{2, j} \rightarrow H_{2, i}}+\mathbf{F}_{M_{j} \rightarrow H_{2, i}},  \tag{2.40}\\
\mathbf{F}_{M_{i}} & =\sum_{j \neq i}^{N} \mathbf{F}_{H_{1, j} \rightarrow M_{i}}+\mathbf{F}_{H_{2, j} \rightarrow M_{i}}+\mathbf{F}_{M_{j} \rightarrow M_{i}} . \tag{2.41}
\end{align*}
$$

The net force on the oxygen atom was related to equation 2.34 , i.e.,

$$
\begin{equation*}
\mathbf{F}_{O_{i}}=\sum_{j \neq i}^{N} \mathbf{F}_{O_{j} \rightarrow O_{i}} . \tag{2.42}
\end{equation*}
$$

Clearly, for each molecule, a total of ten net force computations were required. In each net force computation, there were a total of $N^{2}$ calculations required. Thus, each molecule required a total of $10 N^{2}$ computations per timestep.

The force on the center of mass of molecule $i$ was then defined as

$$
\begin{equation*}
\mathbf{F}_{C M, i}=\mathbf{F}_{H_{1, i}}+\mathbf{F}_{H_{2, i}}+\mathbf{F}_{M_{i}}+\mathbf{F}_{O_{i}} . \tag{2.43}
\end{equation*}
$$

The sum of potential energies for each molecule were also calculated, with rules similar to the addition of forces as above, providing a scalar net potential energy value for each molecule, $U_{i}$.

The translational acceleration of a molecule's center of mass resulting from the force on the center of mass was defined as

$$
\begin{equation*}
\mathbf{a}_{C M, i}=\frac{\mathbf{F}_{C M, i}}{m_{M}} . \tag{2.44}
\end{equation*}
$$

This quantity was later used in the integration of $\mathbf{r}_{C M, i}$.

### 2.5.4 Torque and rotational acceleration

As each atom in a rigid water molecule rotates about the molecule's center of mass, describing the molecule's rotation required us to first compute the torque on each atom. The definition of the torque vector is

$$
\begin{equation*}
\tau=\mathbf{r} \times \mathbf{F} \tag{2.45}
\end{equation*}
$$

where $\mathbf{r}$ is the displacement vector (directed from the point where the torque is measured to the point where the force is applied) and $\mathbf{F}$ is the force vector. For each atom surrounding a molecule's center of mass, we were thus required to calculate its corresponding torque vector. The displacement vector from the center of mass to an atom on the molecule was defined as

$$
\begin{equation*}
\mathbf{r}_{d i s p}=\mathbf{r}_{a t o m}-\mathbf{r}_{C M} \tag{2.46}
\end{equation*}
$$

We used equation 2.46 and equations 2.39-2.42 to describe the relative displacement vector and force vector of each atom. We then used 2.45 to describe the torque on an atom. Finally, we summed the resultant torques of all atoms within each molecule and determined the overall torque on the molecule, i.e.,

$$
\begin{equation*}
\tau_{n e t}=\tau_{H_{1}}+\tau_{H_{2}}+\tau_{O}+\tau_{M} . \tag{2.47}
\end{equation*}
$$

This space-fixed torque vector was then described in the body-fixed frame by computing its scalar products with the vectors describing molecular orientation, i.e.,

$$
\begin{equation*}
\tau_{n e t, x}^{\prime}=\tau_{n e t} \cdot \mathbf{a}, \quad \tau_{n e t, y}^{\prime}=\tau_{n e t} \cdot \mathbf{b}, \quad \tau_{n e t, z}^{\prime}=\tau_{n e t} \cdot \mathbf{c} . \tag{2.48}
\end{equation*}
$$

These body-fixed descriptions of torque were necessary to integrate the rotational motion of each molecule.
At an instant in time, using quaternions, the body-fixed angular velocity of a molecule was described as [24]:

$$
\left(\begin{array}{c}
\omega_{x}^{\prime}  \tag{2.49}\\
\omega_{y}^{\prime} \\
\omega_{z}^{\prime} \\
0
\end{array}\right)=2\left(\begin{array}{cccc}
-q_{1} & q_{0} & q_{3} & -q_{2} \\
-q_{2} & -q_{3} & q_{0} & q_{1} \\
-q_{3} & q_{2} & -q_{1} & q_{0} \\
q_{0} & q_{1} & q_{2} & q_{3}
\end{array}\right)\left(\begin{array}{c}
\dot{q_{0}} \\
\dot{q_{1}} \\
\dot{q_{2}} \\
\dot{q_{3}}
\end{array}\right) .
$$

The body-fixed angular acceleration components were then defined as [24]:

$$
\begin{align*}
& \dot{\omega_{x}^{\prime}}=\frac{\tau_{n e t, x}^{\prime}+\left(I_{y}-I_{z}\right) \omega_{y}^{\prime} \omega_{z}^{\prime}}{I_{x}},  \tag{2.50}\\
& \dot{\omega_{y}^{\prime}}=\frac{\tau_{n e t, y}^{\prime}+\left(I_{z}-I_{x}\right) \omega_{z}^{\prime} \omega_{x}^{\prime}}{I_{y}},  \tag{2.51}\\
& \dot{\omega_{z}^{\prime}}=\frac{\tau_{n e t, z}^{\prime}+\left(I_{x}-I_{y}\right) \omega_{x}^{\prime} \omega_{y}^{\prime}}{I_{z}} . \tag{2.52}
\end{align*}
$$

Finally, the second time derivative of $q$ was defined as [24]:

$$
\left(\begin{array}{c}
\ddot{q}_{0}  \tag{2.53}\\
\ddot{q_{1}} \\
\ddot{q_{2}} \\
\ddot{q_{3}}
\end{array}\right)=\frac{1}{2}\left(\begin{array}{cccc}
-q_{1} & -q_{2} & -q_{3} & q_{0} \\
q_{0} & -q_{3} & q_{2} & q_{1} \\
q_{3} & q_{0} & -q_{1} & q_{2} \\
-q_{2} & q_{1} & q_{0} & q_{3}
\end{array}\right)\left(\begin{array}{c}
\dot{\omega_{x}^{\prime}} \\
\dot{\omega_{y}^{\prime}} \\
\dot{\omega_{z}^{\prime}} \\
-2 \sum \dot{q}_{m}^{2}
\end{array}\right) .
$$

These relations were used in the description of rotational motion as defined by the integration of the timedependent quaternions; such integration is described in the next section.

### 2.6 Integration

### 2.6.1 Predictor-Corrector Technique

Predictor-corrector (PC) methods are numerical techniques that make use of several data elements computed at one or more earlier timesteps in the simulation. As we were only interested in derivative quantities included in classical Newtonian dynamics, we used a PC integrator which only incorporated second-order time derivatives. The goal of the numerical integrator, of course, is to solve the second-order differential equation $\ddot{Q}=f(Q, \dot{Q}, t)$. In our integration scheme, $P()$ and $C()$ denote the formulae used in the predictor and corrector steps of the integration. The predictor step at a time $t+\Delta t$ was described as an extrapolation of earlier values [5]:

$$
\begin{gather*}
P(Q): Q(t+\Delta t)=Q(t)+\dot{Q} \Delta t+\Delta t^{2} \sum_{i=1}^{k-1} \alpha_{i} f(t+(1-i) \Delta t)  \tag{2.54}\\
P(\dot{Q}): \frac{Q(t+\Delta t)-Q(t)}{\Delta t}+\Delta t \sum_{i=1}^{k-1} \alpha_{i}^{\prime} f(t+(1-i) \Delta t) \tag{2.55}
\end{gather*}
$$

After computing these predicted values, force and torque calculations, outlined in the previous chapter,
were estimated. Using these new values, the "corrected" quantities were computed [5]:

$$
\begin{gather*}
C(Q): Q(t+\Delta t)=Q(t)+\dot{Q} \Delta t+\Delta t^{2} \sum_{i=1}^{k-1} \beta_{i} f(t+(2-i) \Delta t)  \tag{2.56}\\
C(\dot{Q}): \frac{Q(t+\Delta t)-Q(t)}{\Delta t}+\Delta t \sum_{i=1}^{k-1} \beta_{i}^{\prime} f(t+(2-i) \Delta t) \tag{2.57}
\end{gather*}
$$

Note the predicted values did not appear in corrector formulae except in evaluating $f$ (the accelerations). The coefficients, $\alpha_{i}, \alpha_{i}{ }^{\prime}, \beta_{i}$, and $\beta_{i}{ }^{\prime}$ gave weight to previously-calculated values of $f$ in determining $Q$ and $\dot{Q}$. For the case of $k=4$, which provides decent accuracy for short MD simulations, these coeffecients are defined as the following:

| $i$ | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| $\alpha_{i}$ | $\frac{19}{24}$ | $\frac{-10}{24}$ | $\frac{3}{24}$ |
| $\alpha_{i}{ }^{\prime}$ | $\frac{27}{24}$ | $\frac{-22}{24}$ | $\frac{7}{24}$ |
| $\beta_{i}$ | $\frac{3}{24}$ | $\frac{10}{24}$ | $\frac{-1}{24}$ |
| $\beta_{i}{ }^{\prime}$ | $\frac{7}{24}$ | $\frac{6}{24}$ | $\frac{-1}{24}$ |

Table 2.5: Predictor-corrector integrator coefficients for $k=4[5]$.

Using the predictor and corrector formulae, at the beginning of a simulation timestep, we first predicted $\mathbf{r}_{C M}$ and $\mathbf{q}$. We then computed predictions for $\dot{\mathbf{r}}_{C M}$ and $\dot{\mathbf{q}}$. From these quantities, we estimated the molecules' associated unit vectors and atomic positions. We then calculated $\ddot{\mathbf{q}}$ and $\ddot{\mathbf{r}}_{C M}$ in the subroutine used to calculate forces. Using this new information, we applied the corrector steps to $\mathbf{r}_{C M}$ and $\mathbf{q}$, then $\dot{\mathbf{r}}_{C M}$ and $\dot{\mathbf{q}}$. Finally, we corrected the molecules' unit vectors and atom positions.

## Chapter 3

## Results

### 3.1 Energy Conservation

The most fundamental validation tool of any physical simulation is the conservation of energy. The energy of a system of $N$ molecules may defined as the sum of its net potential and kinetic energy constituents, i.e.,

$$
\begin{equation*}
E_{n e t}=U_{n e t}+K_{n e t} . \tag{3.1}
\end{equation*}
$$

Of course, the potential energy of a molecule may be defined as the sum of the potential energies of its constituent atoms. These potential energies were calculated using equations 2.32 and 2.36 . Thus, the total potential energy of a molecule was considered as the sum of potential energies resulting from both Lennard-Jones and coulombic interactions. We defined the net potential energy of a system to be

$$
\begin{equation*}
U_{n e t}=\frac{1}{2} \sum_{i}^{N} U_{i} \tag{3.2}
\end{equation*}
$$

where the factor of a half compensated for double-counting.
The kinetic energy of a molecule was then divided into its translational and rotational kinetic energy constituents. The translational kinetic energy of each rigid water molecule was defined as

$$
\begin{equation*}
K_{t r a n s, i}=\frac{1}{2} m_{M} v_{M}^{2}, \tag{3.3}
\end{equation*}
$$

where $v_{M}^{2}=\mathbf{v}_{M} \cdot \mathbf{v}_{M}$. The rotational kinetic energy of each molecule was defined as

$$
\begin{equation*}
K_{r o t, i}=\frac{1}{2} \mathbf{I} \omega^{2}=\frac{1}{2}\left(I_{x} \omega_{x}^{\prime 2}+I_{y} \omega_{y}^{\prime 2}+I_{z} \omega_{z}^{\prime 2}\right) . \tag{3.4}
\end{equation*}
$$

Of course, the total kinetic energy of a molecule was defined as

$$
\begin{equation*}
K_{n e t}=K_{t r a n s, i}+K_{\text {rot }, i} . \tag{3.5}
\end{equation*}
$$

In testing the energy conservation of any physical simulation, as the timestep of a simulation decreases, so too should the error accumulated in energy over time. Thus, if $E_{\text {initial }}$ and $E_{\text {final }}$ represent the initial and final energies of the system, the absolute value of the difference between them, i.e., $|\Delta E|$ should become smaller as $\Delta t$ is decreased.

Figure 3.1 displays the average molecular energy in a system of sixty-four water molecules over a period of 6.25 ps , with $\Delta t$ ranging from 0.00015625 ps to 0.000625 ps . Clearly, as the timestep was decreased, energy conservation improved. However, it is of note that the simulations from which these curves were obtained used double-precision variables. As the use of double-precision variables is computationally expensive in MD and incompatible with many CUDA-capable devices, it is advantageous to employ lesser-precise floatingpoint variables.


Figure 3.1: Energy conservation for double precision simulations with 64 molecules over 6.25 picoseconds.

Figure 3.2 displays the same situation as that described above, instead using floating-point variables.

Of course, the total kinetic energy of a molecule was defined as

$$
\begin{equation*}
K_{n e t}=K_{\text {trans }, i}+K_{\text {rot }, i} . \tag{3.5}
\end{equation*}
$$

In testing the energy conservation of any physical simulation, as the timestep of a simulation decreases, so too should the error accumulated in energy over time. Thus, if $E_{\text {initial }}$ and $E_{\text {final }}$ represent the initial and final energies of the system, the absolute value of the difference between them, i.e., $|\Delta E|$ should become smaller as $\Delta t$ is decreased.

Figure 3.1 displays the average molecular energy in a system of sixty-four water molecules over a period of 6.25 ps , with $\Delta t$ ranging from 0.00015625 ps to 0.000625 ps . Clearly, as the timestep was decreased, energy conservation improved. However, it is of note that the simulations from which these curves were obtained used double-precision variables. As the use of double-precision variables is computationally expensive in MD and incompatible with many CUDA-capable devices, it is advantageous to employ lesser-precise floatingpoint variables.
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Figure 3.1: Energy conservation for double precision simulations with 64 molecules over 6.25 picoseconds.

Figure 3.2 displays the same situation as that described above, instead using floating-point variables.

Under these circumstances, as the timestep was decreased, overall energy conservation appeared to become worse. Especially notable was the case of $\Delta t=0.00015625 \mathrm{ps}$, in which errors in energy increased relatively quickly. This peculiarity could have been a result of the increased accumulation of rounding errors as a consequence of a very small timestep. For example, a relatively "large" number multiplied by a relatively "small" number, such as a smaller timestep, could have resulted in more significant truncations than in the case of a larger timestep. Such a computation could have occurred in the prediction and/or correction stages of the simulation. Nonetheless, the energy curve corresponding to $\Delta t=0.000625 \mathrm{ps}$ appeared to be relatively stable. As most MD simulations use a $\Delta t$ near this value, we deemed it appropriate to continue running simulations using this timestep.
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Figure 3.2: Energy conservation for floating point simulations with 64 molecules over 6.25 picoseconds.

### 3.2 Temperature equilibrium

As temperature may be extrapolated from the ensemble averages of the translational and rotational kinetic energies in an MD simulation, over a sufficient period of time [26],

$$
\begin{equation*}
\left\langle K_{\text {trans }}\right\rangle=\frac{1}{N} \sum_{i \neq j}^{N} K_{\text {trans }, i}=\left\langle K_{\text {rot }}\right\rangle=\frac{1}{N} \sum_{i \neq j}^{N} K_{\text {rot }, i}=\frac{3}{2} N k_{B} T, \tag{3.6}
\end{equation*}
$$

where $T$ is the equilibrium temperature of the system and $N$ is the number of molecules.
Temperature variations can thus be implemented into an MD simulation by modifying translational and/or rotational motion of molecules at the end of a timestep, provided the system has been allowed to "age" before manipulation. As an example, after allowing an MD simulation to run for some time, one could begin to rescale the translational or rotational velocities of molecules until their average kinetic energies became proportional to the desired temperature. This "rescaling" would also result in the removal or addition of energy over time, usually coming from one of the two kinetic terms. After rescaling for a sufficient amount of time, equation 3.6 would be satisfied, and the system would exist in an equilibrium state with a relatively constant temperature [5].

The simplest mechanism used to rescale motion is by multiplying the translational velocities of particles by some rescaling factor $\lambda$. This rescaling factor is most easily defined as

$$
\begin{equation*}
\lambda=\sqrt{\frac{T_{0}}{T}} \tag{3.7}
\end{equation*}
$$

where $T$ represents the average system temperature and $T_{0}$ represents the desired system temperature. Each component of $\mathbf{v}_{C M}$ could then be multiplied by the rescale factor after the corrector step, i.e.,

$$
\begin{equation*}
\dot{\mathbf{r}}_{C M}=\lambda \dot{\mathbf{r}}_{C M} . \tag{3.8}
\end{equation*}
$$

As the system temperature, $T$, approaches the desired system temperature $T_{0}, \lambda$ approaches unity, and motion ceases to be significantly affected by the rescaling factor.

Another popular velocity scaling method in MD is the Berendsen thermostat [27]. Using this method, the rescaling factor is instead defined as

$$
\begin{equation*}
\lambda=\left[1+\frac{\Delta t}{\tau_{T}}\left(\frac{T}{T_{0}}-1\right)\right]^{1 / 2}, \tag{3.9}
\end{equation*}
$$

where $\tau_{T}$ describes the strength of coupling of the system to a hypothetical thermal reservoir. As $\tau_{T}$ increases,
this coupling becomes weaker. Thus, as $\tau_{T}$ increases, it takes longer to reach the desired temperature $T_{0}$. In our simulation, we used a value of $\tau_{T}$ equal to 0.01 , indicating strong coupling between the system and reservoir.

Figure 3.3 represents the translational and rotational "temperatures" of a system containing 512 water molecules over a period of 62.5 ps (or 100,000 timesteps). The system was first allowed to age 6.25 ps . The Berendsen thermostat was then applied to continually rescale translational molecular velocities such that the average translational kinetic energy became proportional to 300.15 K . Clearly, the translational motion of atoms was rescaled successfully and quickly. However, over time, a loss in rotational kinetic energy was anticipated. Instead, this rotational kinetic energy fluctuated about a relatively large value corresponding to a higher temperature than desired. Thus equation 3.6 was not satisfied over a sufficient time scale. This implies there is an error in our current description of rotational motion which allows rotations to remain undamped even with significant changes to the system.


Figure 3.3: Comparison of translational and rotational temperatures obtained using a 300.15 K Berendsen thermostat in a system of 512 water molecules.

Figure 3.4 demonstrates the use of the Berendsen thermostat in a system of 512 molecules over 62.5 ps for
a variety of desired system temperatures. The molecules' oxygen atoms were colored according to their kinetic energy; blue and red indicate small and large kinetic energies (relative to other molecules), respectively. The solid phase of water was first simulated at 100.15 K . As the simulated system was small, the sublimation of a small number of surface molecules was expected and observed. However, rotational motion was not damped over time by the rescaling of translational motion. After a sufficient period of time, the formation of an ordered crystal of molecules was expected but not achieved. Liquid water and water vapor were then simulated at 330.15 and 1000.15 K . As expected, the gas phase became much more disordered over time compared to the liquid phase. However, rotational kinetic energies again did not equilibrate to the desired system temperatures. Although relatively correct qualitative behavior is observed for all three phases, errors in the description of rotational motion prevented the systems from being quantitatively accurate.

$$
\begin{array}{lll}
\sim 0 \mathrm{ps} & 31.25 \mathrm{ps} & 62.5 \mathrm{ps} \\
\hline
\end{array}
$$



Figure 3.4: Phases of water generated using the Berendsen thermostat in a system of 512 molecules over 62.5 ps: a) "ice" at 100.15 K ; b) "liquid water" at 330.15 K ; c) "water vapor" at 1000.15 K .

### 3.3 GPU benchmarking

Aside from physical validation, it was also important to validate the benefit of using GPU programming for our computations. Figure 3.5 shows the comparison between CPU and parallel GPU versions of the simulation. The CPU version was run using an AMD Athlon ${ }^{\text {TM }} 64$ X2 Dual Core Processor 5800+; the GPU version was run using an NVIDIA $(B)$ GeForce 8800 GTS. The average computation time required per timestep is displayed on the vertical axis of the figure; each of these values were computed over a total of 10,000 timesteps. These averages are displayed as a function of the number of water molecules present in a system.

In the CPU version, as the number of water molecules increased, the time required per iteration became long compared to the GPU version. From this figure, the importance of utilizing the GPU or other parallel processors for MD simulations with large numbers of molecules is clear. Figure 3.6 displays the benchmarking results of the GPU version alone. The jaggedness of this curve exists as a result of the partioning of GPU blocks into different sizes for different numbers of molecules. Nonetheless, a roughly exponential shape is maintained, indicating that as the number of molecules increased, the time required for a simulation also significantly increased. In the future, it will be advantageous to employ more sophisticated interaction algorithms to reduce this $\mathcal{O}\left(N^{2}\right)$ complexity.


Figure 3.5: Performance for parallel GPU and serial CPU versions as a function of the number of molecules in a system.


Figure 3.6: GPU performance as a function of the number of molecules in a system.

## Chapter 4

## Summary and future work

### 4.1 Summary

We have begun our introduction to molecular dynamics by first developing a classical MD simulation of rigid water molecules for the GPU. We employed the use of a simple, rigid water model (TIP4P/2005) in our simulations and extensively outlined the classical and statistical mechanical theory involved. We discussed the numerical techniques with which our simulation had been built and described the underlying GPU architecture which powers it. Finally, we partially validated our model by comparing the behavior of our simulations with anticipated behavior.

It is important to note the deficiencies present in the current version of our simulation. As displayed in figure 3.2, in the floating-point version of our simulation, as the timestep decreases, there exists ill-behaved energy conservation over time; this is contradictory to the results of the double-precision version as well as intuition. This may be a result of reduced units not near enough to unity, misdefined interaction rules, errors in our integration scheme, or errors in the handling of rotational motion. It may also be a result of other unforeseen problems.

It is also important to note the deficiencies exhibited when attempting to control the temperature of a system. Over a sufficient period of time, the kinetic energies associated with translational and rotational motions should converge. In the current version, although the translational energy may be scaled to correspond to a particular temperature, such rescaling does not result in the removal or addition of energy from the rotational kinetic component. To validate our simulation, it will first be crucial to observe the equilibration of translational and rotational kinetic energies onto user-defined temperatures. It will also be important to halt velocity rescaling at such an equilibrium and ensure the system stays in a stable state thereafter.

Nonetheless, with the grand scale of the project as well as the accomplishments seen over the past year, these issues appear relatively small and reparable. As the current program proves to be quite robust, these fixes will not noticeably change the current structure of the code. In summary, although there are currently small problems preventing further validation of the simulation, the solving of these problems as well as other
small additions will result in an MD simulation of rigid water comparable in completeness to any other.

### 4.2 Future Work

After solving the problems discussed in the previous section, it will be advantageous to employ boundary conditions in our simulation. Periodic boundaries, in particular, will allow systems to remain spatially homogenous. These strict boundaries will prohibit molecules from leaving the sample space we wish to study, allowing us to control the volume of a periodic box and thus the pressure of systems. Such pressure control is often packaged with more sophisticated temperature control mechanisms [5]. These new methods will most likely entail modifications to the periodic box size and molecular velocities only once every few timesteps rather than each timestep.

Through the addition of periodic boundaries as well as more sophisticated pressure and temperature controls, we will have the capabilities required to reconstruct several quantities and plots obtained in other TIP4P/2005 experiments, including water's phase diagram, compressibility, heat capacity, and other statistical properties. After validating our simulations agree with previous TIP4P/2005 experiments, we will be in a position to add simple ions and other molecules to systems of water. We hope to further validate our model by comparing the behaviors of these simple chemical systems with those described in other MD literature.

Once we are satisfied with the comparative performance of our simulations, we will then begin to test the effects of long-range interactions from polar water molecules on recent and historical MD simulations. By such a point, we will undoubtedly need to utilize increased processing power and/or other approximation schemes. We first hope to reconstruct our code such that GPU clusters (i.e., systems of multiple GPUs) may be used in our simulations. We also hope to employ the use of the Barnes-Hut algorithm [28] and/or other long-range interaction approximation schemes to decrease computational load while maintaining sufficient accuracy.

It is our hope the results of future simulations will better guide the MD community toward the accurate characterization of long-range interactions of water in biomolecular systems. Moving toward increased accuracy while maintaining efficiency will have lasting effects on the many scientific domains currently employing MD techniques.
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