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Abstract

Terahertz (THz) wave technology is envisioned as an appealing and conceivable solution in
the context of several potential high-impact applications, including sixth generation (6G) and
beyond consumer-oriented ultra-broadband multi-gigabit wireless data-links, as well as high-
resolution imaging, radar, and spectroscopy apparatuses employable in biomedicine, industrial
processes, security/defence, and material science. Despite the technological challenges posed
by the THz gap, recent scientific advancements suggest the practical viability of THz systems.
However, the development of transmitters (Tx) and receivers (Rx) based on compact semicon-
ductor devices operating at THz frequencies is urgently demanded to meet the performance
requirements calling from emerging THz applications.

Although several are the promising candidates, including high-speed III-V transistors and
photo-diodes, resonant tunnelling diode (RTD) technology offers a compact and high perfor-
mance option in many practical scenarios. However, the main weakness of the technology is
currently represented by the low output power capability of RTD THz Tx, which is mainly
caused by the underdeveloped and non-optimal device, as well as circuit, design implementa-
tion approaches. Indeed, indium phosphide (InP) RTD devices can nowadays deliver only up to
around 1 mW of radio-frequency (RF) power at around 300 GHz. In the context of THz wireless
data-links, this severely impacts the Tx performance, limiting communication distance and data
transfer capabilities which, at the current time, are of the order of few tens of gigabit per second
below around 1 m.

However, recent research studies suggest that several milliwatt of output power are required
to achieve bit-rate capabilities of several tens of gigabits per second and beyond, and to reach
several metres of communication distance in common operating conditions. Currently, the short-
term target is set to 5�10 mW of output power at around 300 GHz carrier waves, which would
allow bit-rates in excess of 100 Gb/s, as well as wireless communications well above 5 m dis-
tance, in first-stage short-range scenarios. In order to reach it, maximisation of the RTD high-
frequency RF power capability is of utmost importance. Despite that, reliable epitaxial structure
design approaches, as well as accurate physical-based numerical simulation tools, aimed at RF
power maximisation in the 300 GHz-band are lacking at the current time.
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This work aims at proposing practical solutions to address the aforementioned issues. First,
a physical-based simulation methodology was developed to accurately and reliably simulate the
static current-voltage (IV ) characteristic of indium gallium arsenide/aluminium arsenide (In-
GaAs/AlAs) double-barrier RTD devices. The approach relies on the non-equilibrium Green’s
function (NEGF) formalism implemented in Silvaco Atlas technology computer-aided design
(TCAD) simulation package, requires low computational budget, and allows to correctly model
In0.53Ga0.47As/AlAs RTD devices, which are pseudomorphically-grown on lattice-matched to
InP substrates, and are commonly employed in oscillators working at around 300 GHz. By
selecting the appropriate physical models, and by retrieving the correct materials parameters,
together with a suitable discretisation of the associated heterostructure spatial domain through
finite-elements, it is shown, by comparing simulation data with experimental results, that the
developed numerical approach can reliably compute several quantities of interest that charac-
terise the DC IV curve negative differential resistance (NDR) region, including peak current,
peak voltage, and voltage swing, all of which are key parameters in RTD oscillator design.

The demonstrated simulation approach was then used to study the impact of epitaxial struc-
ture design parameters, including those characterising the double-barrier quantum well, as well
as emitter and collector regions, on the electrical properties of the RTD device. In particular,
a comprehensive simulation analysis was conducted, and the retrieved output trends discussed
based on the heterostructure band diagram, transmission coefficient energy spectrum, charge
distribution, and DC current-density voltage (JV ) curve. General design guidelines aimed at
enhancing the RTD device maximum RF power gain capability are then deduced and discussed.

To validate the proposed epitaxial design approach, an In0.53Ga0.47As/AlAs double-barrier
RTD epitaxial structure providing several milliwatt of RF power was designed by employing
the developed simulation methodology, and experimentally-investigated through the microfab-
rication of RTD devices and subsequent high-frequency characterisation up to 110 GHz. The
analysis, which included fabrication optimisation, reveals an expected RF power performance
of up to around 5 mW and 10 mW at 300 GHz for 25 µm2 and 49 µm2-large RTD devices,
respectively, which is up to five times higher compared to the current state-of-the-art. Finally,
in order to prove the practical employability of the proposed RTDs in oscillator circuits realised
employing low-cost photo-lithography, both coplanar waveguide and microstrip inductive stubs
are designed through a full three-dimensional electromagnetic simulation analysis.

In summary, this work makes and important contribution to the rapidly-evolving field of
THz RTD technology, and demonstrates the practical feasibility of 300-GHz high-power RTD
devices realisation, which will underpin the future development of Tx systems capable of the
power levels required in the forthcoming THz applications.
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ŷ

ẑ
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Overview

Aims and objectives

Because of its intrinsic potential, the resonant tunnelling diode (RTD) has lately been sparking
great interest among the scientific community and industry as possible leader technology aimed
at emitting and detecting terahertz (THz) radiation in the near future, and this could provide
with the required technological breakthrough in numerous application contexts. The aim of this
work is to contribute to the swiftly advancing field of THz RTD technology by proposing device
simulation and design methodologies aimed at maximising the output power capabilities or RTD
THz oscillator sources working in the 300-GHz band, which are unavailable to date.

Achievements and contributions to the field

The main achievements of this work are listed in the following:

a) a low computational load numerical simulation method based on the non-equilibrium
Green’s function (NEGF) formalism provided in Silvaco Atlas technology computer-
aided design (TCAD) simulation package is proposed to accurately simulate the
static current-voltage (IV ) characteristic of indium gallium arsenide/aluminium ar-
senide (In0.53Ga0.47As/AlAs) double-barrier RTDs lattice-matched to indium phos-
phide (InP) substrates. Through the accurate selection of physical models and mate-
rials parameters, as well as by suitably discretising the RTD heterostructure employ-
ing the finite element method (FEM), it is demonstrated, through a comprehensive
analysis involving simulation data and experimental results, that the developed sim-
ulation approach can accurately retrieve the peak current density, peak voltage, and
the negative differential resistance (NDR) region valley-to-peak voltage difference of
the device DC IV curve, which are key quantities in the design of high-power RTD
oscillators working at 300 GHz.

b) a comprehensive device design analysis is then conducted employing the developed
simulation methodology, investigating how epitaxial layers design, including double-
barrier quantum well (DBQW), and emitter and collector extended leads spacer lay-
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ers, influence the electrical characteristic of the RTD device. The results are analysed
and discussed in terms of the retrieved outputs, including the heterostructure band
diagram, transmission coefficient energy spectrum, charge density, and static current
density-voltage (JV ) characteristic. General design guidelines aimed at maximising
the maximum radio-frequency (RF) power of the RTD device are then derived and
discussed.

c) to practically-demonstrate the proposed design methodology, a pseudomorphically-
grown lattice-matched to InP In0.53Ga0.47As/AlAs double-barrier RTD epitaxial struc-
ture delivering high RF power was carefully designed through the proposed simula-
tion method, and experimentally investigated by fabricating and subsequently charac-
terising RTD devices by means of both DC and RF measurements to 110 GHz. The
results, which include microfabrication optimisation, show an expected RF power
of up to around 5 mW and 10 mW for 25 µm2 and 49 µm2-large devices, respec-
tively, at 300 GHz oscillation frequency, which is up to five times higher compared to
current-state-of-the-art results. In the end, both coplanar waveguide and microstrip
distributed inductors are accurately designed through three-dimensional electromag-
netic simulations to prove the practical employability of the proposed RTD devices
in oscillator circuits fabricated using standard photo-lithography.

Overall, the results achieved in this work suggest the practical viability of high-power InP RTD
devices delivering 5�10 mW of RF power at around 300 GHz operation frequencies. Therefore,
RTD THz sources capable of several milliwatt of output power at around 300 GHz carrier waves
can be achieved if proper oscillator circuit/antenna design methodologies are developed.

Outline

The document is organised as following.

Chapter 1 introduces to the dissertation work by providing general knowledge on THz radi-
ation, technology, and applications, while Chapter 2 gives an overview on the THz RTD device.
These provide with the required insight needed to properly understand the context of the work
and explain its motivations, and define the concepts needed to explain and justify it.

Chapter 3 describes the work conducted in clean-room, including the fabrication of the RTD
devices and transmission line measurement test structures for the extraction of the associated
contact resistance, while Chapter 4 presents the developed simulation approach and the experi-
mental work carried out for its demonstration.

xlix



Chapter 5 includes the RTD epitaxial structure simulation study and discusses about device
design guidances for high-power operation in the 300-GHz band, while Chapter 6 presents a
high-power RTD epitaxial structure and its experimental investigation, as well as designed RF
inductive stubs for 300-GHz oscillators.

In the end, Chapter 7 concludes with final considerations and discusses about future perspec-
tives.
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Chapter 1

Terahertz radiation: technology and
applications

This Chapter aims at introducing the reader to the work by providing general concepts on tera-
hertz radiation, technology, and related applications, with a specific focus on terahertz sources
for ultra-high-speed wireless data-links. It begins with general considerations and brief histor-
ical notes on the terahertz spectrum, to then continue with an overview of both photonic- and
electronic-based terahertz emitters. Applications are then briefly discussed, including terahertz
imaging and spectroscopy apparatuses, together with a survey on next-generation multi-gigabit
terahertz wireless communications.

1.1 The terahertz spectrum

Terahertz (THz) science is a relatively young research area whose applicability started to be
investigated in astronomy and related sub-fields during the 1970s in the development of radio
telescopes [1]. Indeed, it has been estimated that around 98 % of the total amount of photons
emitted in the entire universe history since the Big Bang belongs to this frequency range [2].

By definition, THz radiation is referred as the part of the electromagnetic spectrum which
covers the middle ground frequency window 0.1 THz  f  10 THz [3], corresponding to free-
space wavelengths 30 µm  l0  3 mm, and overlapping millimetre-waves (mm-waves) (30
GHz  f  300 GHz, 1 mm  l0  1 cm) [4] and far-infrared (FIR) light (0.3 THz  f  20
THz, 15 µm  l0  1 mm) [5] ranges, as schematically illustrated in Figure 1.1.

The main interest was detecting and analysing the oldest form of existing electromagnetic
radiation, known as cosmic microwave background radiation (CMBR) [6], which consists of a
background electromagnetic noise that isotropically permeates the whole space [7]. Discovered
in 1965 [7], its origin dates back to the epoch of recombination, and it can be considered a land-
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Figure 1.1: Electromagnetic spectrum frequency bands ranging from the upper bound of radio-
frequencies (RF) ( f < 300 MHz, l0 > 1 m) to the lower bound of visible light ( f > 430 THz,
l0 < 0.7 µm), including microwaves (MW), mm-waves, and FIR, mid-infrared (MIR), and near-
infrared (NIR) light.

mark evidence of the Big Bang and, more generally, of the birth of the entire universe, and so a
major source of data regarding the early stages of its formation [8].

A preliminary measurement of the CMBR was carried out in 1990 by the National Aeronau-
tics and Space Administration (NASA) employing the FIR absolute spectrophotometer (FIRAS)
aboard the cosmic background explorer (COBE) satellite [9]. In that occasion, it was discovered
that the CMBR spectral radiance follows Planck’s law of the black-body radiation [10]:

B ⇡ 2h f 3

c2


exp
✓

h f
kBT

◆
�1
��1

(1.1)

where B is the brightness, h the Planck constant, c the speed of light in vacuum, kB the Boltz-
mann constant, while T the absolute temperature, featuring strong photon intensity in the lower
THz limit (with peak around 160 GHz), as shown in Figure 1.2.

The successful detection of the CMBR led to a progressively growing interest in the THz
range within the fields of cosmology and astrophysics, and it became, therefore, crucial to
advance towards more sensitive antennas and radio receivers (Rx) capable to operate in this
frequency window, which had been mentioned in the scientific literature already since the mid-
1920s [11]. At the same time, due to its peculiar position within the electromagnetic spectrum,
THz radiation started to gain great attention in the context of other research fields, with targeted
applications including telecommunications, imaging, and spectroscopy [12].

However, due to the technological immaturity, this frequency band was originally nicknamed
"THz gap", which was caused by the lack of systems able to reliably operate at frequencies
which bridge between conventional electronics and photonics, including sources featuring suit-
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Figure 1.2: CMBR spectral radiance in the range 30�600 GHz (reproduced from [9]). The
orange void dots represent the measured data captured by the FIRAS, while the solid blue line
models the black-body radiation spectrum through Planck’s law at T = 2.735±0.06 K.

able power levels and high-sensitivity detectors [13]. Indeed, although the THz spectral region
had already been included in the internationally-recognised frequency bands at the end of the
1940s [14], its exploration had almost been entirely restricted to space-oriented applications due
to the relatively strong signal losses experienced in the middle and lower portions of the atmo-
sphere [15] caused by the high concentration of water (H2O) and oxygen (O2) molecules which
are highly sensitive to THz waves. This will be discussed more in detail later on in this Chapter.

Nevertheless, starting with the development of mode-locked femtosecond lasers (FL) and
photo-conductors (PC)/photo-conductive antennas (PCA) between the late 1980s and beginning
of 1990s [16, 17], progressively increasing research efforts have been devoted to the technolog-
ical advance, which have helped in the closure of the gap and allowed for the practical devel-
opment of reliable THz emitters, detectors, antennas, and quasi-optical systems, paving the way
for the future applicability of emerging THz technology [18, 19].

1.2 Terahertz sources

With the exception of very large-size systems, including gyrotrons [20] and synchrotrons [21],
artificial THz sources can be divided in two main categories: 1) photonic; and 2) electronic [22].
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1.2.1 Photonic THz sources

Photonic-based THz sources can naturally generate THz radiation or rely on optical-to-THz
down-conversion approaches [23, 24]. In the first case, typical examples include optically-
pumped molecular gas lasers [25, 26], solid-state impurity-doped p-type germanium (Ge) and
n-type silicon (Si) lasers [27–29], and III-V/IV semiconductor-based quantum cascade lasers
(QCL) [30–33].

While p-type Ge lasers typically work at extremely low temperatures T < 20 K and generate
high-output power ranging from the milliwatt to the watt level in the 1�4 THz frequency inter-
val operating in pulsed mode [34], THz QCLs can usually operate up to around 250 K [35–37]
and approximately in the range 1�5 THz [38, 39], but require strong external magnetic fields
and vacuum conditions [40, 41], providing output powers of up to few hundreds of milliwatt in
continuous-wave (CW) regime, and up to the watt range in pulsed mode [42,43]. Although room
temperature (RT, T = 300 K) operation has been recently demonstrated [44], these systems are
only at the first stages of their development.

In the second case, THz radiation is generated by employing optically-fed non-linear pho-
tonic devices, including non-linear optical (NLO) crystals [45] (as in optical rectification (OR)
[46], difference frequency generation (DFG) [47], or optical parametric oscillators (OPO) [48]),
photo-conductive emitters [49,50], and high-speed photo-diodes (PD) [51,52]. The photonic in-
put signals are typically provided through pulsed FL-based sources [53] or, alternatively, through
optical frequency comb generation (OFCG) by employing CW infrared laser diodes, such as dis-
tributed feedback (DFB) lasers [54–56], vertical-cavity surface-emitting lasers (VCSEL) [57],
and QCLs [58], phase modulators (PM), and low-frequency local oscillators (LO) [59,60]. More
exotic solutions [61] include those based on spintronic multi-layers [62] and laser-filament-
induced plasmas [63].

In this context, the uni-traveling-carrier photo-diode (UTC-PD) [64, 65] has attracted great
interest for the generation of THz carrier signals in photonic-based THz transmitters (Tx) [66].
Proposed by Ishibashi et al. in 1997 [67, 68], the device working principle consists in optically
mixing selected input infrared laser emission lines, known as to photo-mixing [69], where the
output signal, known as THz "beat note", is the result of the difference of the input lines fre-
quencies [70]. The optical-to-THz heterodyne down-conversion process based on DFG relies
on second-order non-linear optical properties (susceptibility) which characterise the employed
semiconductor materials at relatively high-input optical fields [71].

Figure 1.3a shows the band diagram of an UTC-PD device under forward bias [72, 73]. The
semiconductor-based active region consists of a heavily-doped p-type narrow band gap absorp-
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a)

b) c)

d) e)

Figure 1.3: In a), schematic of the typical band diagram of an UTC-PD device under forward
bias (adapted and reprinted from [72]); in b) to e), schematics of the layer structure and device
layout, together with photo-micrographs of the fabricated device and complete module, respec-
tively, of the InP antenna-integrated CW UTC-PD THz photo-mixer source reported in [70]
(adapted and reprinted from [70]).

tion layer, typically made of indium gallium arsenide (InGaAs), and of an undoped, or n-type
lightly-doped, wide band gap carrier collection layer, usually indium phosphide (InP)-based.

Upon light illumination and electron-hole pairs generation, the photo-generated majority
holes in the quasi-neutral absorption layer quickly relax (being the dielectric relaxation time in
p-type InGaAs as low as few tens of femtoseconds [74]) and diffuse towards the p-type contact
(anode), while they are blocked by the carrier collection layer (a cliff layer might be added). On
the other hand, the photo-generated minority electrons (mostly) diffuse into the depleted collec-
tion layer, while they are blocked by a wide band gap layer placed in between the absorption
layer and the anode, and then drift towards the n-type contact (cathode) thanks to the built-
in electric field and applied DC bias, taking advantage of velocity overshoot ("quasi-ballistic"
transport [23]). The AC electrical signal arising across the device thanks to DFG is then fed to
an on-chip/external antenna and THz radiation is emitted.

Several are the advantages of UTC-PDs versus conventional p-i-n devices. First, the response
time of an UTC-PD is uniquely determined by high-velocity electron transport and mainly lim-
ited by the minority electrons diffusion time across the moderately-thick absorption layer (while
both electrons and holes contribute to the operation of p-i-n PDs and low-velocity hole transport
determines the associated frequency response), resulting in higher operational speed. Indeed,
the InP electron saturation velocity is up to one order of magnitude higher than holes [75], so
that electron transport through the carrier collection layer takes place at a superior speed, and
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even beyond saturation thanks to velocity overshoot.

At the same time, although diffusion is generally considered slower than drift, the electron
diffusion velocity in p-type InGaAs can be as high as around 107 cm/s in common operating con-
ditions [76]. Furthermore, the associated diffusion time can be minimised by means of accurate
design optimisation of the absorption layer (thickness, doping grading, etc.) [73]. Here, a thin
absorption layer can be effectively adopted to attain ultra-fast operation by minimising the as-
sociated electron transit-time without sacrificing the device RC constant (i.e., switching speed)
(where R and C are the associated resistance and capacitance, respectively) since, differently
from standard p-i-n devices, depletion and absorption layers can be designed independently.

Another advantage resides in the higher output saturation current density (around one order
of magnitude) at high-input optical fields due to the weaker space charge effects (i.e., reduced
electric field degradation) within the absorption layer caused by electron-only operation and
associated velocity overshoot, which widens the device range of linearity. Consequently, the
high-speed/high-output power operation of the UTC-PD becomes possible at reduced or even
zero (relying on the intrinsic built-in electric field only) bias voltage because velocity overshoot
can take place at relatively lower electric fields, reducing power consumption and thermal dissi-
pation, increasing efficiency, reducing cost, and improving reliability.

UTC-PDs can operate in CW regime at RT, and have proven to work well above 1 THz [64]
(and up to around 4.5 THz [65]) with output powers up to the microwatt range, and beyond 1
mW at around 300 GHz, in InP technology [77]. Figures 1.3b to e show an example of InP UTC-
PD photo-mixer module integrated with a planar bow-tie antenna for CW THz emission [70].
The device features a ridge-like absorption layer combined with a shallow optical waveguide
structure to couple the optical input, and was able to generate output powers of 1 mW at 100
GHz and of few tens of nanowatt at 2.5 THz.

1.2.2 Electronic THz sources

On the electronic side [78], both vacuum [79] and solid-state [80] sources have been investi-
gated. The former include backward-wave oscillators (BWO) [81, 82], which have proven to
work above 1 THz and provide output powers in the watt range [83], and extended-interaction
klystrons [84], traveling-wave tubes [85], and free-electron lasers (FEL) [86, 87], which can
generate high-output power of up to tens of watt at several terahertz. However, these systems
are bulky, costly, and necessitate of highly-strict operating conditions to correctly function, in-
cluding cryogenic cooling and reduced pressure.

On the other hand, solid-state semiconductor-based electronic devices provide relatively

6



CHAPTER 1.2. TERAHERTZ SOURCES

n+

n+

n

Substrate

Active layer

Ohmic contact

Ohmic contact

Top metal

Bottom metal

a)
b)

Figure 1.4: In a), schematic of a typical Gunn device mesa; in b), schematic of the waveguide-
based oscillator cavity in InP Gunn technology reported in [106, 108] aimed at third-harmonic
power extraction in the 400�500 GHz range (reprinted from [106]).

compact, cost-effective, and RT solutions capable of CW THz wave generation [18, 19]. In-
deed, the progressive advancement of semiconductor technology over the last few decades has
led to a tremendous boost in the frequency performance of solid-state sources. For exam-
ple, two-terminal negative differential resistance (NDR) transit-time devices, such as tunnel-
injection transit-time (TUNNETT) [88–90] and impact ionization avalanche transit-time (IM-
PATT) [91,92] diodes, as well as superlattice electronic devices (SLED) [93,94], have all shown
to reliably operate at several hundreds of gigahertz [95–97].

The same applies to the transferred-electron device (TED) or Gunn diode [96], which takes
the name from the homonymous physicist who discovered the effect associated to its opera-
tion in 1963 [98]. The physical mechanism is mainly described by the Ridley-Watkins-Hilsum
(RWH) theory [99], which consists in the transfer of hot electrons from the active region conduc-
tion band (CB) valley with low effective mass and high mobility to one or more satellite upper
valleys with higher effective mass and lower mobility, which is the case of many semiconductor
materials with proper band structure, including gallium arsenide (GaAs) [100], InP [101], and
gallium nitride (GaN) [102].

Figure 1.4a shows the typical structure of a Gunn device, mainly consisting of an n-type
bulk active layer. At low electric fields, electrons stay in the lower valley and the device behaves
ohmically (positive resistance). However, when the electric field overcomes a threshold value
(material-dependent), electrons are promoted from the lower to the upper valley/s, giving rise
to negative differential mobility and drift velocity drop, which makes the electron distribution
across the device unstable and leads to a charge layer formation (domain). If the rate of transfer
is high enough, current density decreases with increasing voltage, i.e., NDR [96].

The device frequency response mainly depends on the active region length and electron den-
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sity. In this sense, due to the bulky nature of the diode, the dielectric relaxation time imposes
fundamental physical limits to the maximum operating frequencies of Gunn devices with thin
active layers. In GaN, the negative differential drift velocity instability can also be caused by
negative effective mass mechanisms [103]. As a result of domain formation, a spatial electric
field unbalance rises across the device and generates AC current pulses towards the anode. The
material domain RF power release is then employed for noise energy amplification within the
bandwidth characterising the employed resonator, resulting in sustained oscillations.

While IMPATT devices can provide relatively high RF power of several tens, and up to few
hundreds, of milliwatt below around 200 GHz [91,104] but suffer from the high phase noise due
to the random nature of avalanche breakdown processes [105], Gunn diodes are characterised
by better spectral purity and, similarly to TUNNETT devices (who have shown to work up to
around 0.7 THz [88]), can work at higher frequency (up to around 0.5 THz [106]), providing
several milliwatt of output power [102]. However, they suffer from thermal dissipation and re-
lated instability due to the high operating voltages [101, 107].

Figure 1.4b shows the schematic of a reported InP Gunn diode-based THz oscillator [106,
108]. The device features graded doping profile for enhanced performance, was mounted on a
diamond-based heat sink to ensure thermal stability, and was embedded in a resonant-cap full-
height waveguide-based cavity resonator, where a tunable back-short was adopted to tune the
oscillation frequency and maximise the oscillator output power. The system was able to pro-
vided around 0.3 mW at 412 GHz, and around 0.1 mW at 479 GHz in the third-harmonic mode.

Although CW milliwatt-level output power operation in the 100�300 GHz frequency win-
dow has been already demonstrated employing either Si IMPATT [91], GaAs TUNNETT [109],
InP Gunn [101, 110–112], and gallium arsenide/aluminium arsenide (GaAs/AlAs) SLED [93]
technologies, these systems rely on inefficient waveguide cavity-based RF power extraction ap-
proaches, and are usually characterised by high DC power consumption (typically in the watt
range), which unavoidably increase complexity, cost, and lowers the DC-to-RF conversion ef-
ficiency of the system typically well below 1 % above 300 GHz [101, 106]. At the same time,
they suffer from thermal management issues and are generally incompatible with monolithic mi-
crowave integrated circuit (MMIC) technology, with the exception of planar Gunn diode-based
oscillators [100, 113], which generally feature lower DC power consumption in the milliwatt
range [114].

Furthermore, Schottky barrier diode (SBD) [115, 116] and heterostructure barrier varactor
(HBV) diode [117, 118] frequency multipliers have proven to work as high as around 2.7 THz
(27th harmonic) in GaAs technology [119], and generate up to around 2 mW of CW RF power at
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1 THz [120]. Despite that, the inefficient circuitry dramatically lowers the DC-to-RF conversion
efficiency, which is typically as low as 10�3 % above 2.5 THz [121]. At the same time, being
passive components, they require proper RF inputs, which limits these systems to be employed
as terahertz up-conversion stages of lower frequency LO sources.

At the same time, three-terminal devices [122–124] are also making significant progresses in
operation frequency thanks to the co-employment of high-mobility materials and scaling strate-
gies [125]. While Si-based complementary metal-oxide-semiconductor (CMOS) field-effect
transistor (FET) [126, 127], and silicon germanium (SiGe) heterojunction bipolar transistor
(HBT) and bipolar CMOS (BiCMOS) [128, 129], technologies have attained maximum oscilla-
tion frequencies fmax of up to around 450 GHz [130] and 720 GHz [131], respectively, InP HBTs
and double HBTs (DHBT) [132–134], and high-electron-mobility transistors (HEMT) [135],
including pseudomorphic (PHEMT) [136] and metamorphic (MHEMT) designs [137], have
shown values as high as 1.2 THz [138] and of up to 1.5 THz [139], respectively.

Therefore, it is clear that available transistor technologies can underpin terahertz monolithic
integrated circuit (TMIC) sources realisations. Indeed, TMIC voltage-controlled oscillators
(VCO) have shown to work at around 300 GHz in the fundamental mode [140], 430 GHz in the
second harmonic [141], and 540 GHz in the third harmonic [142], with operation frequencies of
up to around 850 GHz [143,144] and milliwatt output power in the 0.3�0.9 THz range [145,146]
only enabled by extremely complex Tx designs, employing differential Colpitt [141,147], cross-
coupled [142, 148], buffer-feedback [149], or series-tuned [150] topologies, and including fre-
quency multiplication chains, push-push/triple-push operation, sub-harmonic RF amplification
stages, up-conversion mixers, and array configurations [139, 151–161], which inevitably lower
the DC-to-RF conversion efficiency significantly below 1% above 300 GHz [143,146] and make
these systems complex and cumbersome. Moreover, they are usually characterized by higher
phase noise compared to two-terminal NDR devices [162].

Resonant tunnelling diodes (RTD) have also been proposed and developed to build up THz
emitters [163, 164]. Born as evolution of the Esaki tunnel diode (TD) [165], which typically
works up to the X-band (8�12 GHz) due to the high associated capacitance [166,167], the RTD
is the fastest demonstrated solid-state semiconductor-based electronic device operating at RT,
capable to drive oscillators whose fundamental oscillation frequency has already approached
around 2 THz [168], and whose output power has reached the milliwatt level in the J-band
(220�325 GHz) [169]. Since this device is the focus of this work, a comprehensive presentation
of THz RTDs, including historical notes, operating principle, modelling, technology, as well as
state-of-the-art RTD THz oscillators and detectors, Tx, Rx, and transceiver (TRx) systems, and
associated short-range wireless data-links, is presented in Chapter 2.

9



CHAPTER 1.2. TERAHERTZ SOURCES

More exotic sources include cryogenic Josephson’s junctions-based devices [170–172], as
well as those based on Bloch oscillations [173] and plasmonic resonances [174, 175].

1.2.3 Consumer-oriented THz solid-state integrated sources: state-of-play

Due to the progressive growing interest in next generation multi-gigabit wireless communication
and high-resolution imaging/spectroscopy applications, the research community is nowadays fo-
cused towards the development of compact, low-cost, low-power, CW, and RT THz sources and
detectors. On the emitters side, although several are the candidates, the most promising solid-
state integrated technologies are semiconductor-based UTC-PDs, transistors, and RTDs.

Figure 1.5 shows the RF power versus operation frequency performance of some of the most
relevant THz UTC-PD-based photo-mixers, transistor-based TMICs, and RTD-based oscillators
working between 0.2�2 THz among those reported in the literature. As can be noticed, all three
technologies can provide output powers up to the milliwatt threshold in the 300-GHz band (⇠
275�325 GHz [176]), while both UTC-PD- and RTD-based emitters have also demonstrated to
operate above 1 THz, with associated output powers of up to few microwatt.

Figure 1.5: RF power versus operation frequency of THz solid-state integrated sources, includ-
ing UTC-PD-based photo-mixers, transistor-based TMICs, and RTD-based oscillators in the
0.2�2 THz range, outlining some of the most relevant results reported in the literature. Refer-
ence number is provided for key results.
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In this context, RTDs feature several advantages with respect to the other two technologies.
Compared to UTC-PD photo-mixers, RTD THz oscillators do not require any external input laser
diode source, LO, or optical component, such as modulators, filters, and combiners, since all the
circuit elements are monolithically fabricated and integrated on the same chip, reducing pro-
duction costs, and increasing compactness. At the same time, differently from transistor-based
TMICs, they are characterised by relatively uncomplex circuit topologies and do not require any
frequency multiplication or RF power amplification stage, but only a DC power supply, which
drastically reduces fabrication complexity, cost, and increases integrability.

1.3 Terahertz applications

New and continuous advances in THz technology have made the previously unused frequency
window exploitable in the context of different unexplored application scenarios, including high-
resolution THz imaging and spectroscopy, and ultra-broadband THz wireless communications.

1.3.1 High-resolution THz imaging and spectroscopy

THz radiation features several properties that make it suitable for various novel high-resolution
sensing applications [177, 178]. First, it is mostly transparent to common electrically-insulating
mediums, including plastics [179], ceramics [180], paper [181], cardboard [182], woods [183,
184], and fabrics [185], meaning that THz signals can penetrate through and propagate with
minimal attenuation, while it is reflected by conductive materials, such as metals and heavily-
doped semiconductors [186].

At the same time, it is characterised by sub-millimetre (sub-mm) wavelength, which al-
lows to acquire highly-defined two-dimensional (2D) images of samples/targets, and even sec-
tions or complete three-dimensional (3D) scans of objects (in which is known as THz tomogra-
phy [187]) where higher-spatial resolution compared to current standard MW-based techniques
is required [188]. Furthermore, it is non-ionizing, since THz photons energy is of the order of
few millielectronvolt only [189], which makes it harmless towards biological material [190].

Since the development of THz time-domain spectroscopy (THz-TDS) and the demonstra-
tion of the first THz imaging apparatus in the middle of the 1990s [191], these properties have
opened to new and innovative opportunities in the context of several scientific fields, includ-
ing biology [14], medical diagnostic [192], and security screening [193]. For instance, non-
invasive analysis of biological tissues [194], as well as in-vivo diagnosis of tumours and cancer
cells [195, 196], become possible at relatively low-cost without the need of employing expen-
sive magnetic resonance imaging (MRI) systems or resorting to standard in-vitro analysis, since
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Figure 1.6: Visible (a and d), THz (b and e), and MRI (c and f) images of the healthy and tumor-
affected fresh rat brains analysed in [199] (adapted and reprinted from [199]).

no health risks to the patient is posed, unlike with currently employed X-ray-based tomographic
systems [197]. In this context, contrast imaging becomes possible thanks to the relatively-strong
interaction between THz photons and polar water molecules, which abound in materials of bio-
logical origin [198].

Figure 1.6 shows visible, THz, and MRI images of a healthy and a diseased fresh rat brain
after surgical explant, the latter affected by a glioma tumor, which it is considered liable for
around 40 % of brain cancer clinical cases [199]. As it can be noticed, tumor regions could be
clearly identified from the surrounding after THz scanning due to the larger water content com-
pared to healthy brain tissue areas, providing similar diagnostic capabilities to MRI techniques.

For the same reason, people screening aimed at security purposes, including person-borne
concealed objects identification (such as weapons, explosives, or contraband goods) at air-
ports checkpoints, can be safely conducted due to the non-invasive character of THz radia-
tion [200, 201]. Figure 1.7 shows an example of real-time short-range imaging experiment em-
ploying a low-THz (⇠ 100�300 GHz) security body scanner [202]. The system features six
IMPATT diode-based CW sources delivering around 80 mW of output power each at 100 GHz,
together with a plasmonic-based detector featuring a noise equivalent power (NEP) of around 1
nW/

p
Hz. The apparatus successfully demonstrated livestream sensing of body-borne concealed

threats at 3 m distance with a moderate spatial resolution of around 3�6 cm, which was limited
by the system operating frequency.

In a similar way, stand-off (i.e., radar) operation can be carried out. Figure 1.8 shows an
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b)

a)

Figure 1.7: Imaging experiment employing the 100-GHz body scanner proposed in [202]
(adapted and reprinted from [202]). A body-borne belt carrying explosives (in a)), as well as a
firearm (in b)) hidden below a fabric-based jacket, could be identified at 3 m distance.

example of imaging experiment based on the THz radar system reported in [203]. In particu-
lar, successful real-time detection of concealed body-borne polyvinyl chloride (PVC) pipes was
demonstrated employing a 675 GHz radar at 25 m distance. The employed THz imaging system
comprised of a complex source based on a 110�115 GHz LO and a three-stage multiplier chain,
together with power amplifiers (PA), while the Rx front-end consisted of a LO-driven 340 GHz
tripler pumping a 675 GHz mixer, both designed and fabricated in GaAs SBD technology.

At the same time, THz imaging becomes a unique and powerful tool if combined with its
capability of performing spectroscopy [204]. Indeed, THz radiation is sensitive to the rotational
and vibrational modes of polar molecules [205], which allows to rely on absorption spectrum-
based fingerprints characteristics to perform chemical composition analysis [206, 207], such as
in THz-TDS [208, 209] or CW-based approaches [210, 211].

Non-destructive investigation, inspection, and testing applications of THz imaging and spec-
troscopy can be found in either medicine [14, 192] (e.g., non-invasive analysis of tissues [194]),
biology [212] (e.g., study of THz radiation effects on biological material and molecules [213],
as well as DNA investigation [214]), pharmaceutical industry [215] (including tablets inspec-
tions [216, 217]), industrial production processes [218] (e.g., characterisation of plastic materi-
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Figure 1.8: Stand-off real-life visualization of body-borne concealed explosives at 25 m distance
carried out through the 675-GHz radar system reported in [203] (adapted and reprinted from
[203]). The explosive charge (in d) and c)) hidden beneath a sweatshirt (in a)) could be clearly
identified (in b)) at 25 m distance.

als [219] and food quality inspection [220, 221]), defence [193, 222] (e.g., detection of explo-
sives [223] and chemical/biological warfare agents [224]), security/surveillance [225] (including
people screening [200, 203]), and even restoration and archaeology (e.g., non-invasive analysis
of artefacts [180], artworks [226], and ancient human remains [227]). For instance, Figure 1.9
shows a novel real-time pulsed THz spectroscopic imaging system which was reported in [228],

a) b)

Figure 1.9: Illustrations of the real-time pulsed THz spectroscopic imaging system proposed
in [228] (adapted and reprinted from [228]). In a), representation of the broadband multi-channel
spectrometer, composed by THz lenses and a diffraction grating; in b), schematic of the THz
imaging apparatus, including a ytterbium (Yb):potassium gadolinium tungstate (KGW) crystal-
based laser source, uncooled camera, and optical components.
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a)

b)

Figure 1.10: Imaging results of the experiment reported in [228] employing the proposed THz
spectroscopic imaging apparatus (reprinted from [228]). In a) and b), test sample no. 1 and
2, respectively; on the left: optical images; in the middle: lactose distributions; on the right:
D-fructose distributions.

consisting of a broadband multi-channel spectrometer working at 1 THz and a high-sensitivity
THz camera. The system successfully demonstrated the capability of performing high-resolution
identification of specific sugar molecules (in this case, lactose and D-fructose), together with the
fast acquisition of the associated 2D images of their structure, as shown in Figures 1.10a and b.

1.3.2 Ultra-broadband THz wireless communications

For the last two decades, we have witnessed an extraordinarily fast evolution of mobile cellu-
lar networks, starting from first generation (1G) to fourth generation (4G), and with the fifth
generation (5G) of wireless communication networks now being deployed [229]. Figure 1.11
shows the data-rate demand versus time trend for wireline, nomadic, and wireless communica-
tion technologies [230]. As it is possible to see, wireless networks data-transfer capability has
been continuously increased at a speed much greater than wirelines over the last five decades.

1.3.2.1 The need for ultra-high-speed wireless connectivity

The tremendous increase of mobile data traffic and widespread diffusion of wireless networks
has generated an unceasing demand for ultra-broadband multi-gigabit wireless communication
technologies capable of extremely large channel bandwidths and ultra-high data-rates required
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data rates in the order of 100 Gbit/s can only be achieved with transmission schemes having
a spectral efficiency of at least 14 bit/s/Hz, which is extremely challenging. An alternative
approach to achieve 100 Gbit/s targets systems with moderate, realistic spectral efficiencies
of a few bit/s/Hz and requires ultra high bandwidths far beyond 10 GHz. Sufficient
unregulated spectrum can be found only in the THz frequency range, i. e. from 300 GHz
to 3 THz. First ideas on concepts for communication systems operated in this frequency
band have been published recently by various research groups from all over the world [5–8].
Making THz communications happen requires big efforts in fundamental and conceptual
research, spectrum regulations and standardization. The intention of this tutorial paper is to
provide a brief overview of the current status in all three areas. As those fields are
developing rapidly, the paper provides an extension and update of a plenary key note
presented at the FTT 2012 in Nara [9]. It is organized as follows. At first, Chapter II
introduces exemplary potential applications for THz communications. Chapter III gives an
overview of research activities dealing with the THz wave propagation and radio channel
modeling, with system concepts as well as with technology.

2 Potential Applications for THZ Communications

Whereas the extrapolation of Edholm’s law provides a justification for wireless data rates of
100 Gbit/s until 2020 purely based on the past and without an analysis of future demands,
seven potential applications actually requiring such high throughputs are described in this
section. The information is composed from [1, 10, 11].

& Wireless local area networks (WLAN): This application means ultra-high speed con-
nections to access points with mostly nomadic users. Typical operations will be mainly
indoors with coverage ranges in the order of 10 m. Although the deployment will assume
line-of-sight connections, shadowing by moving people may cause non-line-of-sight
conditions, which have to be mitigated by utilizing indirect transmission paths via
reflections or scattering from walls by fully automatic beam steering.

& Wireless personal area networks (WPAN): This application means ultra-high speed ad-
hoc connections between devices over short distances, for example between a camera
and a notebook or between an external harddisk and a laptop. The typical deployment
will be indoors, for example on a desktop. The alignment of high gain antennas should
be ideally done by automatic beam steering, but rough manual alignment may be
thinkable in case of less directive antennas also.
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Figure 1.11: Data-rate demand versus time trend for wireline, nomadic, and wireless communi-
cation technologies between 1970 and 2020, pointing out the faster exponential increase associ-
ated with wireless systems compared to wireline technologies (reprinted from [230]).

by modern multimedia services [231], including the internet of things (IoT) [232]. It has been
recently estimated that around two-third of the world population will have access to the internet
network by 2023, with a total of more than 5 billion users, and more than 13 billion of inter-
connected mobile consumer devices [233], around 10 % of which capable of 5G high-speed
connectivity, and with a forecasted global data traffic annual rate of around 5 ZB in 2030 en-
abled by what will be the sixth generation (6G) and beyond-6G networks [234, 235].

This is in line with Edholm’s law, which states that the demand for bandwidth performance
in wireless communications has doubled every 18 months since 1980 [236], where data-rates of
tens of gigabits per second had to be accommodated since around 2020 onwards [237], while
hundreds of gigabit per second and even terabit per second wireless communication links [238]
are expected within the next ten years thanks to next generation technologies [239, 240].

In this context, 5G technology will lead towards an era of ubiquitous high-capacity radio
links with ever-lower levels of latency and extensive bandwidth capacity. For the path beyond
5G towards the upcoming 6G mobile communication systems, the mobile network is envisioned
as becoming more advanced, since it can self-adapt to users’ experience thanks to intelligent
learning mechanisms, allowing flexible and fast spectrum reallocation with resulting large bit-
rates available to users with over 100 Gb/s single links speeds, ultra-low latency not exceeding
1 ms, and high-reliability featuring packet error-rate PER  10�5 [241].

In addition, 3D and holographic-type communications will lead to an improvement of tele-
interaction quality. By providing mobile edge computing and caching capability, including
artificial intelligence (AI), to the proximity of end users, the beyond 5G networks will allow
for powerful computational processing and massive data acquisition locally at edge networks
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to support emerging applications, such as self-driving vehicles, intelligent transport systems,
telesurgery, Industry 4.0, smart energy, augmented reality/virtual reality (AR/VR), e-health, and
Machine-to-machine (M2M) services [242].

At the same time, new realities, such as the COVID-19 pandemic, has brought the need for
more bandwidth and network flexibility into sharp focus, which will extend the use of online
meetings to several kinds of human interactions, ranging from medical visits and client inter-
actions, to real-time remote/tele-control applications, which will boost the need for more data
capacity.

1.3.2.2 Increasing the speed of wireless transmissions

In order to accommodate this demand, there has been a significant amount of research and de-
velopment (R&D) effort in digital signal processing (DSP), complex modulation schemes, and
advanced transmission methods, including orthogonal frequency-division multiplexing (OFDM)
[243] and very large-scale MIMO [244, 245], in the lower-MW frequency spectral region be-
tween 1�6 GHz and up to the 60 GHz-band. However, the narrow associated bandwidth limits
the radio links data capacity from several hundreds of megabit per second to at most few gigabit
per second in both long- and short-range scenarios [123].

Therefore, it has become increasingly difficult to accommodate, year after year, the perfor-
mance requirements empirically predicted by Edholm’s law, where spectral efficiencies of up to
at least 14 bit/s/Hz would be required to attain bit-rates of the order of 100 Gb/s with currently-
employed MW-based technology [230]. However, this is extremely challenging and practically
unrealistic since it would inevitably involve extremely complex transmission approaches [246].

In this context, the largest globally-available frequency band currently allocated for mobile
telecommunication services is set in V-band (40�75 GHz), at around 60 GHz (57�64 GHz) and
with up to 7 GHz of continuous bandwidth [230, 247–250]. In order to meet the requirements
imposed by 5G technology, the United States (US) has already started to extend the bandwidth
up to 14 GHz by including the unlicensed portion 57�71 GHz [251, 252], and this trend is now
approaching E-band (60�90 GHz). This adds to the total bandwidth belonging to the licensed
standard low-frequency MW bands (< 6 GHz), and high-frequency K-band (18�27 GHz) and
Ka-band (27�40 GHz) portions (such as 24.25�27.5 GHz in Europe, and 27.5�28.35 GHz,
37�38.6 GHz, and 38.6�40 GHz in the US [248, 251, 253]).

However, in order to significantly increase data-rates and enable future proof scenarios and
applications as foreseen in 6G and beyond, an increase in the bandwidth of several tens of
gigahertz is required. Based on the current spectrum allocation, it is clear that future wire-
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there has also been a need in close proximity wireless transfer of large amount

of data, for example, between mobile terminals and storage devices. Such a

near-field data transfer technology will possibly evolve to wireless intercon-

nections in devices and equipments.

To achieve such high data rates in wireless communications, there has

been an increasing interest in the use of electromagnetic waves at frequen-

cies above 100GHz by making use of extremely large bandwidth, in contrast

to improving spectral e�ciency at microwave frequencies [49]. In particu-

lar, development of frequency bands from 100GHz to 500GHz is of great

importance by the following reasons.

Fig. 8. Relationship between data rate and carrier fre-
quency.

First, Fig. 8 shows the relationship between carrier frequency and data

rate in various wireless communications technologies. As can be seen in the

figure, the data rate increases with the carrier frequency. From this empirical

trend, in order to achieve the data rate of 10⇠100Gbit/s, it is e�cient to use

the carrier frequencies of 100 to 500GHz.

Second, the use of terahertz waves at frequencies above 275GHz has at-

tracted a great deal of interest for wireless communications, mainly because

these frequencies have not yet been allocated to specific applications and thus

will possibly be used for extreme bandwidth high-speed communications.

Third, developments in the 100 to 500GHz region are most realistic in

terms of enabling technologies such as semiconductor electronic devices and

integrated circuits. Currently, oscillators and amplifiers with the operation

frequency of 200 to 400GHz have been developed by compound semiconduc-

tor technologies such as InP HEMTs and HBTs, and Si-CMOS will catch up

within 10 years.

Fourth, from the viewpoint of atmospheric attenuation of electro-magnetic

waves, 500GHz is nearly an upper limit even for short range (⇠100m) ap-

plications. The attenuation is 1 dB per 10m below 500GHz as shown in

Fig. 9.
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Figure 1.12: Wireless channel data-rate versus carrier frequency trend (reprinted from [3]).

less communications will have to operate in frequency bands where more spectral resources
are available. Therefore, the exploitation of higher frequency regions in order to alleviate the
spectrum scarcity and bandwidth limitations of current MW systems is inevitable, since higher
carrier frequencies allow wider modulation bandwidths and higher data-rates [3] according to
Shannon-Hartley theorem [254–256], as illustrated in Figure 1.12. Further, high-bandwidth
systems have the tendency to decrease the end-to-end latency due to the high-rate data packet
transfer, reason for which high frequencies are seen as opportunistic bands for haptic applica-
tions requiring seemingly "zero-perceptible" latency.

Although candidate bands are several, particularly interesting is the still unallocated yet
unregulated "THz gap", which is attracting great interest due to the recent technological ad-
vances [257–259]. Figure 1.12, shows that THz carriers allow for data-rates beyond 10 Gb/s.
Actually, different frequency sub-windows in this range have already been employed for several
decades in radio astronomy, since they are in correspondence with specific vibrational and rota-
tional resonant modes of molecules under study [260]. Therefore, a careful approach will have
to be adopted to avoid any kind of possible conflict and interference between mobile telecommu-
nication and radio astronomy systems [261]. Another advantage in choosing THz carrier waves
is the sub-mm dimension of the antennas, which become cheaper and more integrable [262,263],
even though integrated antenna solutions suffer from low gain (< 6 dBi).

However, due to the lack of devices capable of generating and detecting THz waves reliably
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Figure 1.13: Some potential applications of THz wireless communications.

and efficiently in practical application circumstances, its usage in the scope of wireless commu-
nication links has been limited so far, but this is rapidly evolving [235]. Indeed, with the first
demonstration of wireless communication in the THz band [66], first data-transmission systems
working in the lowest part of the spectrum (< 150 GHz) and able to provide several gigabit per
second at a few kilometres distance have already started to be commercialised and successfully
employed in Japan since 2014 [264], so it is hardly questionable if ultra-fast data-links capable
of high data-rates beyond 100 Gb/s and operating at frequencies above 300 GHz will soon ap-
pear on the global market.

Typical THz wireless communication applications rely on both long- and short-range line-
of-sight (LOS) and non-line-of-sight (NLOS) operation [230,265]. Figure 1.13 shows some po-
tential THz wireless communication applications, including wireless backhaul/fronthaul [266],
wireless local area networks (WLAN) and wireless personal area networks (WPAN) [23], kiosk
downloading [252, 267], and nano-networks [268]. In addition, THz technology results to
be appealing in the contexts, including wireless data centres [269, 270], intra-chip connectiv-
ity [271, 272], and space communications [261].

Thus, it is possible to distinguish three categories of application scenarios: 1) short-range
(few centimetres), like in the case of intra-device communication on electronic boards or kiosk
downloading; 2) medium (few metres), like in data centres or computers in the same office
space; and 3) long-range, like links (up to 100 m and beyond). It is worth noting that long-range
links can reach kilometre distances or more in the case of wireless communication in space
(no attenuation). Furthermore, it is evident that these communication scenarios impose very
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different requirements on the sources, antennas, optics, and detectors from the point of view of
power consumption, dimensions, weight, potential market volume, and price.

1.3.2.3 Link budget and THz antennas

To understand the basic TRx requirements, Table 1.1 reports some realistic 300-GHz link bud-
get examples with 55 GHz transmission bandwidth assuming short-range LOS conditions [247],
which can be considered of prime interest for first feasible applications. The analysis is based
on Friss’ model for transmission in free-space [273]. For the calculation, the signal-to-noise
ratio (SNR) is assumed to be around 10 dB, as well as the implementation margin of signal
degradation. Furthermore, estimates of the transmission loss and noise factor are also included,
and perfect alignment between Tx and Rx is assumed, neglecting misalignment losses.

The results show that an antenna gain between 20�25 dBi is required, which can be provided
either through the use of horn antennas, which need the integration of Tx/Rx chips within rect-
angular waveguides [155], or by mounting the chips on Si-based lenses [464]. Future systems
might employ the traditional approach, which features the adoption of beam steering capability
through the exploitation of phased-array antennas (hundreds of elements or more), but this re-
mains to be seen. Indeed, the implementation of arrays at THz frequencies is non-trivial due to
the small chips dimension and substrate effects. At the same time, it is also clear from Table 1.1
that Tx RF power levels of over several milliwatt are required to transmit over 1 m distance.

However, compact and cost-effective solid-state sources meeting these performance require-
ments are not readily available at the current time. Thus, the major hurdle which still prevents
THz technology to be employed on an industrial basis is represented by the lack of compact,
low-power, low-cost, and RT sources and detectors for CW THz emission and high-sensitivity
detection, together with the lack of antenna arrays that can reliably operate in this frequency
window [23]. Here, while the operation frequency of electronic devices is typically limited by
carriers transit times [275], photonic devices face the tough requirements of band-to-band opti-

Table 1.1: Link budget examples for wireless transmission at 300 GHz [247].

Distance [m] PT [mW] GT [dBi] GR [dBi] Path loss [dB] Noise factor [dB]

0.1 1.58 12 12 62 12

1 2.51 25 17 82 10

5 3.98 25 25 96 8

In the above, PT is the RF power at the transmitting antenna, GT and GR the transmitting and
receiving antenna gain, respectively, l the transmission channel wavelength, while d the link
distance.
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cal transitions towards long emission wavelengths [276].

Although several are the solid-state competitor technologies which are being investigated
and developed [277], none of them has made a real technological breakthrough yet. Moreover,
in order to aid devices meeting links budget requirements, antennas gain could be enhanced, for
instance, through innovative beam-steering solutions based on micro/nano electro-mechanical
systems (MEMS/NEMS) or metamaterials [278–280].

1.3.2.4 THz wireless data-links: state-of-play

Recent technological innovations regarding integrated THz mobile system components [281]
indicate the practical viability of ultra-high-speed THz wireless communications [19, 235, 282].
Regarding Tx, two main approaches for THz signal generation are currently employed: 1) pho-
tonic; and 2) electronic. As already discussed, the first approach consists in photo-mixing two
optical wavelengths employing a high-speed PD device, among which UTC-PDs, to generate
the THz carrier wave signal, which requires the employment of telecom-based photonic compo-
nents, including laser diodes, modulators, and low-loss optical fibre cables [66, 283].

Regarding approach 2), there are various candidates among semiconductor-based electronic
THz emitters operating at RT, first of which transistor-based TMICs [284–286] and RTD oscilla-
tors [287]. At the Rx side, either sub-harmonic mixers (SHM) [155] or direct detectors [288,289]
are generally employed, so the approach is exclusively electronic.

Figure 1.14 shows the performance of solid-state integrated THz wireless communication
technologies, including some of the most relevant literature results. As it is possible to notice,
data-rates of several tens of gigabit per second, and of up to and over 100 Gb/s, have been
achieved by different technologies, including group IV (such as Si and SiGe) and III-V (such as
GaAs and InP) semiconductors, even though the link distance remains very limited to well be-
low 10 m, and with the longer ranges largely enabled by the employment of extremely high-gain
antennas (above 50 dBi), coherent Rx, and PA stages [286].

Therefore, in order to increase the link distance and realize practical THz wireless communi-
cations, a significant improvement in the performance of the associated compact semiconductor-
based devices is required. Moreover, it is clear from Figure 1.14 that RTD technology demon-
strates comparable performance with respect to the other competing technologies. However,
while the latter typically employ complex transmission signalling procedures, such as quadra-
ture amplitude modulation (QAM) and quadrature phase-shift keying (QPSK), RTD-based sys-
tems have relied on simple amplitude modulation (AM) schemes to achieve comparable speed
performance, including ON-OFF keying (OOK) and amplitude-shift keying (ASK) [163].
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Figure 1.14: Data-rate versus link distance of solid-state integrated THz wireless communica-
tion technologies, outlining some of the most relevant literature results. Reference number is
provided for key results.

Even though complex signalling, such as 16-QAM and higher constellations, feature high-
spectral density, signal processing and synchronization become mandatory, which make the
designed systems energy-hungry, especially at the Rx side. On the other hand, RTD TRx are
characterized by simpler implementations, mainly square-law direct detectors, for which heavy
signal processing is not required. These concepts will be discussed more in detail in Chapter 2.

1.3.2.5 Hybrid photonic/electronic-based THz wireless data-links

State-of-the-art hybrid photonic/electronic-based THz wireless data-links employ InP UTC-PD
devices at the Tx side. Table 1.2 shows a summary of some of the reported links in the liter-
ature, and reveals that bit-rate capabilities beyond 100 Gb/s in the 200�500 GHz-band have
been demonstrated. In particular, up to 160 Gb/s through QPSK [293, 294] and up to 260 Gb/s
through 16-QAM [295] over 50 cm-long links have been reported using multi-channel data
transmission, both with bit error-rates (BER) below the forward error correction (FEC) limit
and without employing any multiplexing [296] or MIMO [297] technique. In the following, few
of these systems are discussed in detail.

Figure 1.15 shows the block diagram of the 300 GHz-band wireless communication system
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Table 1.2: Hybrid photonic/electronic THz wireless communication data-links specifics.

Ref. Rx f ⇤c [GHz] Modulation Distance Data-rate [Gb/s] BER

[53] GaAs HEMT 237.5 8/16-QAM 20 m 100 < 4.5⇥10�3

[59] - 320 OOK 100 m 50 9.5⇥10�4

[60] - 320 QPSK 5�10 cm 100 -

[290] InP PC 287�325 QPSK 58 m 30 < FEC

[291] - 280 16-QAM 50 cm 100 < 4⇥10�3

[292] InP SBD 400 16-QAM 50 cm 106 < 2⇥10�2

[293] InP SBD 300�500 QPSK 50 cm 160 7⇥10�3

[295] InP SBD 300�500 QPSK 50 cm 260 < FEC

Some reported results from the literature employing InP UTC-PD-based Tx. ⇤ Carrier frequency.

reported in [59], which features a CW InP UTC-PD-based Tx and an electronic SHM-based
coherent Rx. The THz carrier signal is generated photonically through OFCG by employing
an infrared laser source, electro-optic phase modulators (EOPM), and a LO. After two of the
comb lines are optically-selected, modulation takes place employing an electro-optic amplitude
modulator (EOAM) or a quadrature phase-shift keying modulator (QPSKM), and the lines are
then combined and sent to the UTC-PD through an optical fibre, where the modulated THz
carrier signal is generated by photo-mixing and then irradiated though an antenna. The THz
signal is then received and demodulated. The TRx system demonstrated single-channel wireless
data transmission up to 50 Gb/s through OOK over a 100 m-long link [59], and up to 100 Gb/s
through QPSK in the 5�10 cm range [60], both with BER below the FEC limit.

Another relevant single-channel wireless transmission experiment was reported in [292].
The employed 400-GHz wireless communication TRx setup was similar to the one employed
in [59] and its block diagram is shown in Figure 1.16, comprising of a CW photonic-based Tx
in InP UTC-PD technology and an electronic mixer-based coherent Rx. The input photonic sig-
nal is generated by OFCG, employing an infrared laser cavity, phase modulators, and a LO. A
selected comb line is then modulated and photonically-down-mixed with the LO signal through
the antenna-integrated UTC-PD, generating and emitting the THz signal, which is afterwards
demodulated at the Rx side. Data transmission up to 106 Gb/s through 16-QAM over 50 cm and
with BER below the FEC limit was achieved, which is among the best single-channel wireless
data transmission results ever reported.

Among the best multi-channel THz wireless communication results, data transmission up to
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a)
b)

c)

Figure 1.15: Block diagram of the 300 GHz-band wireless TRx system reported in [59] (adapted
and reprinted from [59]). In a), Tx; in b), Rx; in c), optical signal generator.

b)

a)

c)

Figure 1.16: Block diagram of the 400-GHz wireless TRx setup reported in [292] (adapted and
reprinted from [292]). In a), optical signal generator; in b), modulation and mixing module; in
c), THz wireless TRx. In the above, Pol.M stands for polarization maintaining.
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Figure 1.17: Scenario representation of the long-range multi-channel THz wireless communica-
tion data link reported in [53] (reprinted from [53]).

160 Gb/s (8-channel) [293] and up to 260 Gb/s (6-channel) [295] in the 300�500 GHz frequency
band employing 16-QAM/QPSK over 50 cm-long links has been reported. Figure 1.17 shows a
schematic of the 3-channel THz wireless data-link reported in [53]. The photonic input signals
are generated by employing a single mode-locked laser and by heterodyning frequency-locked
lines [298]. Four comb lines (three signals plus a LO reference) are selected by a wave-shaper
(WS), and the three signals are then modulated through 8/16-QAM and sent to an InP UTC-PD
by means of an optical fibre for THz signal generation, together with the un-modulated LO sig-
nal. The THz modulated carriers are then generated by photo-mixing the LO and the modulated
signals through the UTC-PD, irradiated through an antenna, and then received and demodulated
thanks to a SHM-based coherent Rx designed in GaAs mHEMT technology. The 237.5-GHz
TRx system was able to demonstrate wireless data transmission up to 100 Gb/s through 8/16-
QAM over 20 m, keeping the BER below the FEC limit.

Despite the impressive results, photonic-based THz Tx are still too complex and expensive to
bring THz wireless communications technology to the consumer marketplace. They are bulky,
including optical components, such as laser sources, modulators, filters, lenses, etc., they require
cumbersome optical setups, and some need proper cryogenic cooling, which increase cost, com-
plexity, reduce integrability, and increase reliability issues, posing practical limits in the context
of consumer-oriented THz wireless communication applications.

1.3.2.6 Electronic-based THz wireless data-links

At the same time, transistor-based TMICs are also being developed for high-speed wireless
communication applications. Table 1.3 shows a summary of various reported THz wireless
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data-links of relevance employing TMIC-based TRx, revealing that bit-rates of over 100 Gb/s
at several metres distance have been demonstrated in the 300 GHz-band [155, 284–286]. In the
following, few of these systems are discussed in detail.

State-of-the-art results have been achieved employing HEMT technology. Figure 1.18a
shows the block diagram of the InP HEMT THz wireless TRx used to carry out the high-speed
wireless data transmission experiments reported in [284], while Figures 1.18b and c show pho-
tographs of the fabricated mixer and PA MMIC chips, respectively. At the CW Tx side, an
intermediate frequency (IF) signal with central frequency of 20 GHz is generated by an arbitrary
waveform generator (AWG) and modulated through 16-QAM. The signal is then mixed with a
15 GHz LO and up-converted by a 18⇥ frequency extender and amplified, providing an output
signal of frequency 270 GHz. The modulated up-converted THz signal is then sent to a high-
pass filter (HPF) to suppress the LO leak and the image signal, amplified by a 300-GHz PA, sent
to an antenna, radiated, and then received and demodulated. The PA and low-noise amplifier
(LNA) at the Rx side, and both the LO PA and fundamental mixer stages at both the Tx and Rx
sides, were designed in 80 nm InP HEMT technology. The system enabled single-channel wire-
less data transmission up to 120 Gb/s at 296 GHz using 16-QAM over a 9.8 m-long link, and
with BER below the FEC limit, which is among the best results ever achieved by all-electronic
single-channel THz wireless TRx.

SiGe HBT technology has also demonstrated great potential in this regard. Figure 1.19a
shows the block diagram of the SiGe HBT-based THz TRx reported in [285], together with a
schematic of its packaging concept, while Figures 1.19b and c show photographs of the associ-

Table 1.3: Electronic-based THz wireless communication data-links specifics.

Ref. TRx f ⇤c [GHz] Modulation Distance Data-rate [Gb/s] BER

[155] InP HEMT 272�302 16-QAM 2.22 m 100 10�3

[284] InP HEMT 296 16-QAM 9.8 m 120 10�3

[285] SiGe HBT 220�255 16-QAM 1 m 100 4⇥10�3

[300] SiGe HBT 225�255 QPSK 1 m 65 ⇠ 10�3

[301] SiGe HBT 230 16-QAM 1 m 90 10�3

[302] Si CMOS 300 16-QAM 5 cm 28 < 10�3

[303] Si CMOS 70�105 16-QAM 20 cm 120 10�3

[286] GaAs HEMT 240 8-PSK 850 m 64 7.9⇥10�5

Some of the reported results from the literature employing transistor-based TMIC TRx. ⇤ Carrier
frequency.
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a)

b) c)

Figure 1.18: InP HEMT TMIC TRx system reported in [155, 284] (adapted and reprinted from
[155] [284]). In a), block diagram of the THz data-link used to carry out wireless communication
experiments; in b), photograph of the employed InP HEMT mixer chip; in c), photograph of the
employed InP HEMT PA chip.

ated Tx and PA modules, respectively. The source features two 16-QAM modulated IF signals
which are up-mixed with a LO within a double-balanced in-phase and quadrature (IQ) hetero-
dyne up-conversion mixer-based architecture. The LO signal of frequency 230 GHz is generated
through a Gilbert-cell-based 16⇥ frequency multiplier followed by a differential three-stage PA.
The modulated THz signal is amplified by a four-stage PA, sent to an antenna, and radiated, after
which is demodulated after reception. Both the Tx and Rx front-end modules were designed in
0.13 µm SiGe HBT technology. Single-channel wireless data transfer was demonstrated up to
100 Gb/s in the 220�255 GHz frequency window over 1 m (BER < FEC limit).

At the same time, Si-based CMOS THz Tx are already capable to provide single-channel
data-rates of up to 28 Gb/s over 5 cm [302], and of up to 120 Gbps (2-channel) over 20 cm [303],
both with BER below the FEC limit. Figure 1.20a shows the block diagram of the Si-based
CMOS THz wireless TRx system reported in [299, 302], while Figures 1.20b and c show mi-
crographs of the Tx circuit board [299] and associated die [304], respectively. A 16-QAM
modulated IF signal is up-mixed with a LO followed by a frequency-tripler at the Tx side. After
a driver stage, both the LO and the IF signals are mixed by a square mixer and the resulting
296 GHz signal sent to an antenna and radiated, followed by reception and demodulation. The
system was able to demonstrate single-channel THz wireless data transmission up to 28 Gb/s
over a 1 cm-long link, keeping the BER below FEC limit.

Moreover, wireless link distances of up to 850 m have been reported employing GaAs-based
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a)

b)

Figure 1.19: InP HBT TMIC TRx system reported in [285] (adapted and reprinted from [285]).
In a), block diagrams of the InP HBT Tx and Rx chips, together with schematic of the Tx/Rx
modules packaging concept; in b), photograph of the Tx module.

a)

b) c)

Figure 1.20: Si-based CMOS TMIC TRx system reported in [299, 302] (adapted and reprinted
from [299, 304]). In a), block diagram of the TRx; in b), micrograph of the Tx circuit board; in
c), micrograph of the Tx die.

TMIC Tx and Rx front-ends [286]. It is also worth underlining that, in addition to wireless
communications, TMICs have proven to be great candidates for other potential THz applica-
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tions, including high-resolution imaging [124] and radar systems [125]. However, as already
discussed, these systems are extremely complex and inefficient.

In this context, NDR diodes have also been intensively investigated in the development of
high-speed THz wireless TRx systems, in particular, RTDs [163]. Indeed, thanks to the recent
technological advances, the RTD device is considered a promising compact and cost-effective
solution to bring ultra-broadband multi-gigabit THz wireless communications technology to a
widespread consumer marketplace. In this context, all-RTD 300-GHz wireless TRx have already
reached single-channel bit-rates of up to 30 Gb/s error-free (EF), and of up to 56 Gb/s with BER
below the FEC limit, through ASK over 7 cm [287]. An extensive review on RTD-based THz
wireless communications is presented in Chapter 2.

1.3.2.7 Challenges in realising THz wireless communications

Despite the clear advantages, THz wireless communications are still quite challenging from a
technological standpoint [257, 258]. As already mentioned, there are huge signal losses caused
by strong absorption by O2, H2O, and other gas molecules in the atmosphere, where the relative
humidity (RH) can reach up to 100 % in outdoor rainy conditions [247]. Here, both the SNR
and the link data capacity are strongly deteriorated by the ambient humidity.

The THz range is, therefore, mostly promising, in the short-term, for short-range indoor ap-
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around 375 GHz, which covers the 380 GHz
absorption band and respects the spectral win-
dows at both ends (340 and 410 GHz). The max-
imum attenuation of 0.3 dB/m makes this band
still of interest for link ranges up to 5 m. Larger
bands are available at higher frequencies, for
example, around the extremely high absorption
peak at 556.94 GHz with an attenuation of 0.3
dB/dm for extremely short-range application up
to a few decimeters.

For 100 Gb/s wireless outdoor services such as
wireless backhaul and wireless last mile, bands
below 275 GHz are more suitable, in particular
the spectral windows around 140 and 220 GHz.
One opportunity is the use of the 209–226 GHz
band, which is available for such services. Such
products may be more expensive and power con-
suming, which justifies the implementation of
the required high spectral efficiency. To take
account of conditions of dense fog, a link margin
of 10–30 dB/km has to be included in the link
budget. Similar margins account for attenuation
due to rain fall: 10 dB for heavy rain (25 mm/h)
and 30 dB for tropical rain (100 mm/h). The lat-
ter can be relaxed by applying a free space optics
link as an additional diversity path since such a
link is relatively unaffected by rain [11]. 

POWER CONSUMPTION
One of the biggest challenges in achieving 100
Gb/s wireless is the reduction of power con-
sumption to acceptable proportions because of
the limited available battery power in wireless
devices and, more in general, to avoid energy
wasting and too much heat development in elec-
tronic circuits. Unfortunately, battery capacity in
watt hour is expected to progress only by 20 per-
cent every five years. To assess the power con-
sumption issue, let us consider the kiosk
download scenario in which we would like to
download a movie at a data rate of 100 Gb/s to a
smartphone. The baseband processing in the
receiving part of state-of-the-art smartphones is
typically limited to 1 W. The energy budget for
the receiving part would therefore be 1 W for
100 Gb/s, which implies 10 pJ per processed bit.
A receiver with complex decoding schemes as
low density parity check, as required in 60 GHz
radios and implemented in state-of-the-art 65
nm technology, would consume about 1 nJ/b
[12], which is a factor 100 more than allowed.
The improvement in energy efficiency that auto-
matically comes with moving from 65 nm to 22
nm technology is about a factor of 5. Further
downscaling to 8 nm, targeted for 2020, will give
an additional improvement of about a factor of
3. This is still a factor of 7 above the 1 W
requirement. Hence, technology scaling will not
solely provide the required gain in energy effi-
ciency for our target applications. However, we
can expect further improvements in this respect
based on gaining energy efficiency at the cost of
silicon area, which will not be a scarcity. An
example of such a trend is to apply more parallel
processing with relatively reduced clock speeds
with multi-core processors each having their own
specialization [13].

In addition to developments in silicon technol-
ogy and hardware architectures, the choice of

transmission schemes will have a substantial
impact on energy/power consumption. In particu-
lar, the trade-off between transmission bandwidth
and modulation order must be performed under
consideration of energy/power consumption. In
this respect it is important to notice that a high
modulation order such as 64QAM modulation
requires the use of high resolution analog-to-digi-
tal converters (ADCs) and digital-to-analog con-
verters (DACs), which are known to be very
power-hungry. Hence, a large bandwidth is not
only required to reduce transmit power and spa-
tial multiplexing to acceptable proportions, as
stated in the introduction, but also profitable for
the reduction of signal processing effort since
lower order modulation schemes can be used,
implying transmission schemes with lower com-
plexity as well as less power-hungry ADCs and
DACs or even no ADC/DAC at all. The latter
can be, in principle, achieved by carrying out
modulation and demodulation in the analog
front-end, provided that modulation schemes with
moderate bandwidth efficiency like quadrature
phase shift keying (QPSK) are used, enabling
replacement of ADCs by simple threshold cir-
cuits. Generally speaking, considerable power sav-
ing can be achieved by shifting more functions to
the analog domain. Investigations by [14], for
instance, showed that complex components like a
Viterbi decoder can be realized completely in the
analog domain, yielding a reduction in power
consumption of a factor of 100.

LINK BUDGET AND ANTENNAS
To get a feeling for the basic antenna require-
ments, we consider the link budget at 300 GHz
in a transmission bandwidth of 55 GHz for the
short-range LOS scenario, which is of prime
interest for the first feasible products. Table 2
lists some realistic link budget examples. Calcu-
lations are based on the Friss formula for free
space attenuation. Furthermore, the signal-to-
noise ratio is assumed to be about 10 dB, while a
margin for implementation losses of 10 dB is
also included. Losses due to pointing error are

Figure 2. Specific attenuation as a function of frequency.
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Figure 1.21: Atmospheric specific attenuation versus frequency up to 1 THz for dry (RH ⇠ 0
%) and moist (RH ⇠ 50 %) indoor conditions (reprinted from [247]).
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plications, where the link distance is relatively short (metre range) and the environmental RH
is a less stringent constrain (typically around 50 %) [247]. Figure 1.21 shows the atmospheric
specific attenuation versus frequency up to 1 THz for dry (RH ⇠ 0 %) and moist (RH ⇠ 50
%) indoor conditions [247]. As it is possible to notice, of particular interest is the transmission
window around the 300 GHz-band (275�325 GHz [176]), which features 55 GHz of continuous
bandwidth with low attenuation (around 0.04 dB/m) [247, 305]. This is insignificant compared
to free-space losses and, at the same time, there are no resonant absorption peaks, making short-
range applications feasible.

Standardisation efforts for this band have been recently started through the IEEE standard
802.15.3d in the definition of physical layers for next generation ultra-high-speed WPANs [306].
For THz links, good alignment between the Tx and Rx antennas is required [307] and care has to
be taken in the design and realisation of building structures in order to reduce signals attenuation
through walls, ceilings, etc. [190, 308]. Long-distance outdoor applications (kilometre range)
are feasible but will rely on future technological advances of both sources (output power) and
detectors (sensitivity), together with antennas (gain, so both directivity and radiation efficiency)
due to the higher attenuation at RHs of up to 100 %.
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Chapter 2

Terahertz resonant tunnelling diode

The aim of this Chapter is to provide the reader with general knowledge on the resonant tun-
nelling diode, with specific focus on terahertz applications. It begins with an overview, including
historical background and device operation principle, together with both physical and circuital
modelling. Thereafter, technology, as well as state-of-the-art sources and detectors, together
with transceiver systems for ultra-high-speed terahertz wireless communications, are discussed
in detail. Other applications, including high-resolution terahertz imaging and radar systems, are
also briefly presented.

2.1 Overview

The resonant tunnelling diode (RTD) is a one-dimensional (1D) vertical transport unipolar
two-terminal semiconductor-based active electronic device characterized by a highly non-linear
current-voltage (IV ) characteristic, usually comprising of a negative differential resistance (NDR)
region and of two positive differential resistance (PDR) regions [309].

Figure 2.1a depicts the (quasi)-static IV characteristic of a generic RTD device. The NDR
region is characterised by Ip and Iv, which are the peak and valley current, respectively, and
corresponding voltages Vp and Vv. Further, it can be described by the peak-to-valley and valley-
to-peak current and voltage differences DI = Ip � Iv and DV = Vv �Vp, respectively, and peak-
to-valley current ratio PVCR = Ip/Iv [310]. The IV curve can be considered a fingerprint of
the RTD device, and its shape depends on different factors, among which device size, epitaxial
design, operation frequency, and temperature [311, 312]. Indeed, although the ideal IV char-
acteristic shows the typical triangular shape, temperature effects, including scattering processes
caused by impurities and structural defects, make a realistic device featuring a smoother curve.

The non-linearities associated to the IV characteristic arise as a result of the quantum me-
chanical resonant tunnelling effect occurring within the core of the device, where current flow
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Figure 2.1: In a), schematic illustration of the IV curve of a generic n-type intra-band RTD
device; in b), associated simplified CB diagram, assuming a generic bias point and QW quasi-
bound state energy level E. In the above, Ec is the CB edge, z = |z| the broken-symmetry
(longitudinal) direction modulus, while e� represents the tunnelling electrons.

is either allowed or forbidden within resonant or non-resonant energy bands, respectively [313].
In this context, the heterostructure-based active region of the device typically consists of a
semiconductor-based double-barrier quantum well (DBQW) structure, which is nanometric in
thickness, so comparable to the electron de Broglie wavelength, and, therefore, thin enough to
allow for electron resonant tunnelling [314].

In this context, the term "tunnelling" refers to the behaviour of electrons owning kinetic
energy lower than the potential barriers but still able to travel across them with a certain degree
of probability [315]. This is a consequence of the de-Broglie wave-particle duality, where the
electron can be considered as a wave-packet [316]. In this context, inter-band electron tunnelling
was experimentally observed for the first time by Esaki in 1957 working with heavily-doped
germanium (Ge)-based p-n junctions [317], and theoretically-modelled one year later [318]. On
the other hand, "resonant" is associated with the possibility of undergoing tunnelling through the
DBQW structure thanks to the presence of metastable, or quasi-bounded, resonant states [319].

The probability of resonant tunnelling through the DBQW is defined through the transmis-
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sion coefficient TDBQW ; at the resonant condition, TDBQW ⇡Tb,1Tb,2 ⇠ 1 (symmetric structure),
whereas TDBQW ⇠ 0 otherwise, where Tb,1 ⇠ 0 and Tb,2 ⇠ 0 are the tunnel transparencies asso-
ciated with the first and second barrier, respectively [311]. In this sense, the resonant condition
is met when electrons entering the DBQW region have energy close to one of the QW resonant
states. Thus, as TDBQW changes with the applied bias voltage, the device IV curve exhibits
NDR [320]. The details of how this happens are provided in Section 2.3.

This is possible thanks to the energy quantization inside the DBQW structure, that is, only
certain electronic energy states are allowed inside the quantum well (QW), being the energy dis-
tribution spectrum discrete due to the associated stair-like density of states (DOS) [315]. Further
details are provided in Section 2.4.1. Usually, the QW is designed to feature two quasi-bound
states of energy E1 and E2, respectively, which are mostly correlated to the first and second
PDR region, respectively. The simplified conduction band (CB) diagram of a generic n-type
intra-band RTD device at a generic bias point is depicted in Figure 2.1b. In the illustration, a
generic resonant state E is assumed, and electrons tunnelling through the DBQW structure are
schematically depicted as plane-waves travelling from the emitter to the collector side.

Since resonant tunnelling across the DBQW region can be an extremely-fast process (even
though the concept of "tunnelling time" is still a controversial subject of debate [321, 322]),
the bandwidth associated to the NDR can reach and overcome the THz range [323, 324]. For
this reason, RTD devices can be successfully employed to develop ultra-fast THz sources and
detectors. Although resonant tunnelling of holes has been also experimentally observed [325–
327], electron operation is adopted due to the higher operational speed provided.

2.2 Historical notes

The concept of quantum-mechanical resonant tunnelling in crystals dates back to the early
twentieth century with the idea of one-dimensional crystal proposed by Kronig and Penney
in 1931 [328]. The problem of electron resonant tunnelling through a sequence of electrostatic
potential barriers was originally studied theoretically and addressed similarly as for the reso-
nant transmission of light through a Fabry-Pérot etalon [329]. In this regard, among the main
contributions, it is worth mentioning the work of Iogansen (1964�1965) [330, 331] and Kane
(1969) [332].

However, the major breakthrough took place only between 1970 and 1973, when Esaki, Tsu,
and Chang (the former co-inventor of the (inter-band) tunnel diode (TD) in 1957 [317]) theoret-
ically proved the attainability of ultra-fast electron resonant tunnelling and negative differential
conductance (NDC) in semiconductor-based superlattices [333, 334], while the first experimen-
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Figure 2.2: Measured conductance (left axis) and current (right axis)-voltage characteristics at
T = 77 K of the GaAs/Al0.7Ga0.3As double-barrier heterostructure reported in [335], featuring
8 nm-thick barriers and an 5 nm-thick QW (reprinted from [335]).

tal demonstration was reported by the same researchers in 1974 in gallium arsenide/aluminium
gallium arsenide (GaAs/AlGaAs) heterostructures up to a temperature T = 125 K [335–337].
Figure 2.2 shows the measured conductance and current as a function of the applied voltage of
the double-barrier GaAs/Al0.7Ga0.3As heterostructure investigated in [335], where NDC with
peak tunnelling current was experimentally observed at T = 77 K.

The possibility of relying on extremely fast quantum-mechanical processes, together with
the attainability of NDC in 1D vertical transport nanostructures, led to an intensive research
work on resonant tunnelling in semiconductor-based double-barrier heterostructures [338–341]
and superlattices [342–344]. However, this only began in the first half of the 1980s, thanks to
the rapid progress of epitaxial crystal growth techniques achieved within the 1970s, including
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molecular beam epitaxy (MBE) [345] and metal-organic vapour phase epitaxy (MOVPE) [346]
technologies, which led to a significant improvement in high-quality heterostructures material
growth [347]. Therefore, starting from the second half on the 1980s, extensive research was
devoted to the development and realisation of high-speed resonant devices, including resonant
tunnelling bipolar/hot-electron transistors (RBT/RHET) [348–350], and double-/triple-barrier
RTDs [351–353].

The existence of NDC in epitaxially-grown RTD structures was experimentally-demonstrated
for the first time by Sollner et al. in 1983 in GaAs/AlGaAs DBQW heterojunctions, reporting
NDC at up to T = 200 K and showing rectification at frequencies of up to around 2.5 THz at
T = 25 K [323]. However, room temperature (RT) responses of up to 3.9 THz were attained
only in 1994 by Scott et al. employing the indium gallium arsenide/aluminium arsenide (In-
GaAs/AlAs) material system [324]. The achievement of these two milestones indicated the
practical viability of ultra-high-frequency THz sources and detectors based on the RTD device.

2.3 Principle of operation

The physical mechanism of the RTD is based on two key aspects: 1) the existence of quan-
tised two-dimensional (2D) electronic states within the core of the device; and 2) the attain-
ability of ultra-fast conduction based on quantum-mechanical resonant tunnelling through these
metastable states [319]. The working principle of an n-type intra-band DBQW RTD device is
illustrated in Figure 2.3. In the description, EF , Ee

Fn, Ec
Fn, Ee

c , Ec
c are the Fermi level, and quasi-

Fermi levels (electro-chemical potentials) and CB edges of the three-dimensional (3D) emitter
and collector (supposed perfect conductors), respectively, while E1 and E2 are the QW quasi-
bound state energy levels. Forward bias operation is assumed as example.

The device electrical behaviour can be sub-divided into six different operation regions [313]:

a) Thermal equilibrium: the net current flow through the DBQW region is zero since no
bias voltage is applied.

b) First PDR region: when the right contact (collector) is biased with respect to the
left one (emitter), a negligible non-resonant thermionic current component occurs
for E1 > Ee

Fn, while resonant current starts flowing as soon as E1 ⇠ Ee
Fn and grows as

E1 moves below Ee
Fn. In this regime, the current is roughly proportional to the num-

ber of tunnelling-available states belonging to the associated emitter Fermi sphere
section, i.e. the current linearly increases with the applied bias and proportionally to
Ee

Fn�E1 in the limit T ! 0 K (neglecting scattering mechanisms), while a non-linear
behaviour is observed at T > 0 K due to thermally/scattering-activated components.
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Figure 2.3: Simplified illustration of the operation principle of an n-type intra-band DBQW
RTD device: a) thermal equilibrium; b) first PDR region; c) peak resonance; d) NDR region;
e) valley point; and f) second PDR region. In this representation, the blue regions represent the
emitter and collector Fermi sea.

c) Peak resonance: the current keeps increasing with bias up to the peak resonance
condition E1 = Ee

c , i.e., V =Vp, where TDBQW has a resonant peak.

d) NDR region: if the bias voltage is increased further, E1 moves below Ee
c (emitter

band gap) and no electronic states are available for resonant tunnelling assuming, so
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the current drops, i.e., NDR.

e) Valley point: if the bias voltage is increased even further, the current reaches a mini-
mum when E2 = Ee

Fn, i.e., V =Vv.

f) Second PDR region: at higher bias voltages, the current rises again thanks to the
conduction channel given by E2, similarly as for the first PDR region.

Further and more in-depth considerations on the RTD static IV characteristic will be discussed
in Chapters 4 and 5.

2.4 Physical modelling

2.4.1 Electronic states quantisation in quantum well structures

The core of the RTD consists of a DBQW heterojunction, which is made of a narrow-band gap
QW layer sandwiched between two wide-band gap thin barrier layers. In this system, electrons
are confined along a longitudinal direction ẑ with translational broken symmetry, while quasi-
free to move along the associated transverse plane defined by rT = xx̂+ yŷ. Since the QW is
nanometric in dimension, with thickness comparable of smaller than the electron wavelength,
electronic states are quantised and distributed according to a set of energy subbands [354], gen-
erating a 2D electron gas [355]. In the following, approximate analytical expressions to model
electronic states in rectangular QW structures are provided.

2.4.1.1 Infinitely-deep rectangular potential well

The quantum nature of electrons in narrow potential wells can be analysed solving Schrödinger’s
equation for stationary states in the parabolic energy dispersion approximation [356]:

Ĥ y =


� h̄2

2m⇤
e

—2 +U(r)
�

y = Ey (2.1)

where Ĥ is an hermitian operator representing the system Hamiltonian, E is the electron energy,
while y the associated wave-function, U is the electrostatic potential energy, r = |r| = (x,y,z),
m⇤

e is the electron effective mass (assumed subband-independent and isotropic in the Fourier
space of the crystal), — = Â j ĵ ∂/∂ j (where j = x,y,z) is the del operator, and h̄ = h/2p the
normalised Planck constant. For the sake of simplicity, y can be assumed factorisable as:

y(r) = y(x,y,z) = fz(z)Ps=x,y js(s) (2.2)

where fz is an envelope wave-function describing electron confinement within the QW and pro-
viding a picture of the associated distribution of probability density as a function of z, while
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js (where s = x,y) are the components of y along the corresponding transverse (translational-
invariant) directions. To simplify the treatment, the bottom of the well can be placed in corre-
spondence to E = Ec = 0, where Ec is the CB edge. In this picture, E can be expressed as:

E = Ss=x,y Es +Ez (2.3)

where Es (s = x,y) and Ez are the transverse and longitudinal eigenenergies, respectively. For a
specific component y j (where j = x,y,z), Eq. (2.1) can be re-written as [357]:

∂ 2y j( j)
∂ j2 + k2

j y j( j) = 0 (2.4)

whose general solution can be expressed in the following ansatz:

y j( j) = a exp(ik j j)+b exp(�ik j j) (2.5)

where a and b are arbitrary constants, while k j =
p

2m⇤
e(E j �Uj)/h̄ is the electron wave-vector

modulus component, (being Uj =Us = 0 if s = x,y).

Assuming an infinitely-deep rectangular potential well of width W and with U of the follow-
ing form:

U(r) =Uz(z) =

(
0, 0 < z <W
+•, z < 0 ^ z >W

(2.6)

solutions of Eq. (2.4) have the following general forms [357, 358] :

jx(x) = Ax exp(ikxx)+Bx exp(�ikxx) (2.7)

jy(y) = Ay exp(ikyy)+By exp(�ikyy) (2.8)

fz(z) =C sin(kzz)+Dcos(kzz) (2.9)

where js (s = x,y) are quasi-free states, ks =
p

2m⇤
eEs/h̄ are the wave-vector moduli along the

corresponding transverse directions, while Ax/y and Bx/y arbitrarily constants. On the other hand,
C and D, alongside with the longitudinal wave-vector modulus inside the QW kz =

p
2m⇤

eEz/h̄,
can be retrieved imposing boundary conditions and enforcing normalisation to fz. In this sense,
the electron probability density outside the well is null, i.e., electronic states are fully enclosed
within the QW region. Therefore, from the continuity of fz at both z = 0 and z =W :

fz(0) = 0 �! D = 0 (2.10)

fz(W ) = 0 �! sin(kzW ) = 0 �! kz =
pq
W

(2.11)

where q are integer numbers (q = 0,±1,±2, . . . ) that label the different energy subbands. In this
sense, Eq. (2.11) states that kz is quantized. It turns out that fz and Ez can be written in the
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following two forms [358]:

fz(z) = fq(z) =C sin
⇣pq

W
z
⌘

(2.12)

Ez = Eq =
h̄2

2m⇤
e

⇣pq
W

⌘2
(2.13)

where Eq. (2.13) reveals energy discretization along the confinement direction ẑ. Moreover,
from the normalisation of fz:

Z W

0
|fz(z)|2dz =C2

Z W

0
sin2

⇣pq
W

z
⌘

dz = 1 �!C =±
r

2
W

(2.14)

Finally, assuming the potential well to be centred in z = 0 (z ! z�W/2), a general expression
for the bound states fq can be ultimately derived [315, 358]:

fq(z) =

8
<

:

q
2

W sin
�pq

W z
�
, q = 2,4,6, . . .q

2
W cos

�pq
W z
�
, q = 1,3,5, . . .

(2.15)

being f±q states symmetric, which features anti-symmetric and symmetric shape according to
even and odd subbands, respectively. A graphical representation of these states is shown in
Figure 2.4. Therefore, the QW electronic states y and associated energies E expressions can be
finally retrieved [359]:

y(r) =

8
<

:

q
2

W sin
�pq

W z
�

Ps=x,y [As exp(iksrs)+Bs exp(�iksrs)] , q = 2,4,6, . . .q
2

W cos
�pq

W z
�

Ps=x,y [As exp(iksrs)+Bs exp(�iksrs)] , q = 1,3,5, . . .
(2.16)

E =
h̄2

2m⇤
e


k2

T +
⇣pq

W

⌘2
�

(2.17)

where kT =
p

Ss=x,y k2
s =

p
2m⇤

eET/h̄ is the overall transverse wave-vector modulus, while
ET = Ss=x,y Es the transverse energy.

The QW sheet electron density n2D, i.e., the number of electrons per unit area and energy
interval, at thermal equilibrium can be written on the basis of the system Fermi level EF [359]:

n2D = Â
q

nq(E) =
Z +•

0
g2D(E) fn(E)dE (2.18)

where nq is the electron density of the q-th subband, g2D is the QW DOS, i.e., the number of al-
lowed electronic states per unit area and energy interval, while fn is the Fermi-Dirac distribution
function:
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Figure 2.4: Illustration of the electronic eigenstates and eigenenergies of a generic infinitely-
deep rectangular potential well computed through Eq. (2.15) and (2.13), respectively, outlining
the first four subbands (i.e., q = 1,2,3,4).

g2D(E) = Â
q

gq(E) (2.19)

fn(E) =


exp
✓

E �EF

kBT

◆
+1
��1

(2.20)

being gq the DOS of the q-th subband. To evaluate gi, the quasi-free 2D electron gas is as-
sumed enclosed in a transverse box region defined as (0  x  Lx,0  y  Ly), with Lx,Ly oW .
Imposing Born-von Karman periodic boundary conditions to jx and jy, the normalisation con-
stants A = 1/

p
Lx B = 1/

p
Ly can be retrieved. Moreover, electronic states quantization in the

transverse plane kT = (kx,ky) occurs, giving kx = 2pl/Lx and ky = 2pm/Ly, being l and m inte-
ger numbers [360]. The allowed states belonging to the q-th subband of energy Eq and having
energy ET < E �Eq are the one belonging to the plane circle of radius kT for which:

kT <

p
2m⇤

e(E �Eq)

h̄
(2.21)

The number of these states Nq can be approximately derived by dividing the circle area by
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the area associated with each state, which is kxky = 4p2/LxLy. Therefore, accounting for spin
degeneracy, Nq can be written as [315, 358]:

Nq(E) = 2p
2m⇤

e(E �Eq)

h̄2
LxLy

4p2 =
m⇤

eLxLy(E �Eq)

ph̄2 (2.22)

where Nq > 0 if E > Eq, while Nq = 0 if E  Eq. Therefore, gq is given by [315, 358]:

gq(E) =
1

LxLy

dNq(E)
dE

=
1

LxLy

m⇤
eLxLy

ph̄2 =
m⇤

e
ph̄2 (2.23)

where gq > 0 if E > Eq, while gq = 0 for E  Eq. In this sense, Eq. (2.23) states that the DOS
in each subband is energy independent. The DOS can be then expressed by summing up over
all the subbands, and the same for n2D :

g2D(E) =
+•

Â
q=1

m⇤
e

ph̄2 u(E �Eq) n2D =
+•

Â
q=1

nq (2.24)

where u is the Heviside step function. A stair-like energy behaviour is revealed.

Therefore, n2D is finally given by [359]:

n2D =
m⇤

e
ph̄2

+•

Â
q=1

Z +•

Eq


exp
✓

E �EF

kBT

◆
+1
��1

dE =
m⇤

e
ph̄2

+•

Â
q=1

log


exp
✓

EF �Eq

kBT

◆
+1
�

(2.25)

where:

nq =
m⇤

e
ph̄2

Z +•

Eq


exp
✓

E �EF

kBT

◆
+1
��1

dE =
m⇤

e
ph̄2 log


exp
✓

EF �Eq

kBT

◆
+1
�

(2.26)

2.4.1.2 Finite-depth rectangular potential well

Despite that, realistic RTD heterostructures feature barriers with finite heigh, typically ranging
between around 1�2 eV depending on the employed semiconductor materials [163], and this
has an impact on the associated electronic structure. Assuming a rectangular potential well of
depth Ub, width W , and centred in z = 0 (similarly as sketched in Figure 2.3a):

Uz(z) =

(
0, |z|<W/2
Ub, |z|>W/2

(2.27)

the longitudinal wave-vector modulus pz(z) can be expressed as [315, 358]:

pz(z) =
p

2m⇤
e [Ez �Uz(z)]

h̄
=

8
<

:

p
2m⇤

eEz
h̄ = kz, |z|<W/2

i
p

2m⇤
e(Ub�Ez)
h̄ = irz, |z|>W/2

(2.28)
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where, for the sake of simplicity, m⇤
e(z) is assumed constant along ẑ, i.e., m⇤

e(z) = m⇤
e . The

envelope functions fz in Eq. (2.9) can be then re-written as [358]:

fz(z) =

8
><

>:

F exp(�rzz), z <�W/2
C sin(kzz)+Dcos(kzz), |z|<W/2
Gexp(rzz), z >W/2

(2.29)

where barriers regions are assumed infinitely-thick to simplify the treatment, while kz and irz

(0 < Ez <Ub) are the longitudinal wave-vector moduli of the quasi-bound states in the QW and
barriers regions, respectively. Scattering states (Ez >Ub) are not considered. From Eq. (2.29), it
is clear that the envelopes decay evanescently within the barriers. Imposing the continuity of fz

and f 0
z = ∂fz(z)/∂ z at z =±W/2, a linear system in the unknowns C, D, F , and G is obtained:

8
>>>><

>>>>:

F exp
�
rz

W
2
�
+C sin

�
kz

W
2
�
�Dcos

�
kz

W
2
�
= 0

Frz exp
�
rz

W
2
�
+Ckz cos

�
kz

W
2
�
+Dkz sin

�
kz

W
2
�
= 0

C sin
�
kz

W
2
�
+Dcos

�
kz

W
2
�
�Gexp

�
rz

W
2
�
= 0

Ckz cos
�
kz

W
2
�
�Dkz sin

�
kz

W
2
�
�Grz exp

�
rz

W
2
�
= 0

(2.30)

whose associated matrix diagonalization leads, imposing the determinant det = 0, to the follow-
ing couple of non-linear equations in kz and rz [358]:

tan
✓

kz
W
2

◆
=

rz

kz
(2.31)

cot
✓

kz
W
2

◆
=�rz

kz
(2.32)

In particular, Eq. (2.31) describes symmetric states:

fz,s(z) = fq,s(z) =

8
><

>:

F exp(�rzz), z <�W/2
Dcos(kzz), |z|<W/2
F exp(rzz), z >W/2

(2.33)

while Eq. (2.32) models anti-symmetric ones:

fz,a(z) = fq,a(z) =

8
><

>:

�Gexp(�rzz), z <�W/2
C sin(kzz), |z|<W/2
Gexp(rzz), z >W/2

(2.34)

Assuming X = kzW/2 and Y = rzW/2, Eq. (2.31) and (2.32) turn into:

X tan(X) = Y (2.35)
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X cot(X) =�Y (2.36)

Moreover, if X and Y are squared and summed, a third equation is obtained:

X2 +Y 2 = (k2
z +r2

z )

✓
W
2

◆2
=

m⇤
eW 2Ub

2h̄2 = X2
0 (2.37)

Therefore, symmetric (q = 2,4,6, . . . ) and anti-symmetric (q = 1,3,5, . . . ) eigenvalues Eq,s and
Eq,a are finally given by the following two-equation systems, respectively:

(
X tan(X) = Y
X2 +Y 2 = X2

0
(2.38)

(
X cot(X) =�Y
X2 +Y 2 = X2

0
(2.39)

which can be solved either graphically or numerically. To retrieve the associated eigenvectors,
C, D, F , and G have to be determined, which can be done imposing the normalization of fq,s

and fq,a states along ẑ. For the symmetric envelopes fq,s:

Z +•

0
|fz,s(z)|2 dz = D2

Z +W/2

0
cos2(kzz)+F2

Z +•

W/2
exp(�2rzz) =

1
2

(2.40)

Coupling Eq. (2.40) and Eq. (2.31), general D and F expressions are obtained:

D =

"
cos2 �kz

W
2
�

rz
+

sin(kzW )

2kz
+

W
2

#�1/2

(2.41)

F = exp(rzW )cos
✓

kz
W
2

◆"
cos2(kz

W
2 )

rz
+

sin(kzW )

2kz
+

W
2

#�1/2

(2.42)

The coefficients C and G of the antisymmetric states fq,a can be retrieved in a similar way:

C =

"
sin2 �kz

W
2
�

rz
+

sin(kzW )

2kz
+

W
2

#�1/2

(2.43)

G = exp(rzW )sin
✓

kz
W
2

◆"
sin2(kz

W
2 )

rz
� sin(kzW )

2kz
+

W
2

#�1/2

(2.44)

obtaining the complete form of the eigenstates fq [358], while y can be written similarly as in
Eq. (2.16). A graphical representation of these states is shown in Figure 2.5. The complete form
of the eigenenergies can be retrieved adding ET to the solutions of Eq. (2.38) and Eq. (2.39),
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Figure 2.5: Illustration of the electronic quasi-bound states of a generic finite-depth rectangular
potential well computed numerically through Eq. (2.31) to (2.34), outlining the first four sub-
bands (i.e., q = 1,2,3,4).

i.e., Ez ! Ez+ET , while the final expression can be obtained relaxing the Ec = 0 assumption by
accounting for the energy band gap.

The DOS g2D and sheet electron density n2D at thermal equilibrium can be, therefore, ap-
proximated similarly as in Eq. (2.24) and (2.25):

g2D(E) =
+•

Â
q=1

m⇤
e

ph̄2 u(E �Eq) n2D =
+•

Â
q=1

nq (2.45)

n2D ⇡ m⇤
e

ph̄2

p

Â
q=1

Z W/2

�W/2
f⇤

q (z)fq(z)dz
Z +•

Eq


exp
✓

E �EF

kBT

◆
+1
��1

dE =

=
m⇤

e
ph̄2

p

Â
q=1

Z W/2

�W/2
|fq(z)|2dz log


exp
✓

EF �Eq

kBT

◆
+1
� (2.46)

where fq is the envelope eigenfunction belonging to the q-th subband, while p denotes the
number of quasi-bound subbands. In this picture, n2D(z) is obtained removing the integration
along ẑ.
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2.4.2 Tunnelling and electron transport through potential barriers

The transmission coefficient through a potential barrier can be defined as the ratio between
the flux of particles (e.g., electrons) beyond the barrier and the one impinging it. Assuming
the electrostatic potential energy profile Uz(z) to be a piecewise flat function, i.e., kz(z) = kz

constant within the left/right quasi-free regions and the barrier, general solutions of Eq. (2.4)
along ẑ in each of these regions can be expressed, similarly to Eq. (2.5), as linear combinations
of plane-waves [315, 357]:

yz(z) = y+
z exp(ikzz)+y�

z exp(�ikzz) (2.47)

where the first and second term are the incident and reflected components of yz, respectively,
while y+

z and y�
z are the associated probability amplitudes.

Supposing an electron flux with energy Ez coming from �• and impinging on a potential
barrier of height Ub, where Ez <Ub, the flux is partially transmitted to +• and partially reflected
to �• thanks to quantum mechanical tunnelling. The barrier transmission coefficient, also called
transmittance or transmission probability, is defined as [357]:

T (Ez) =

��y+
z (+•)

��2
��y+

z (�•)
��2

kz(+•)

kz(�•)

m⇤
e(+•)

m⇤
e(�•)

(2.48)

In this sense, T represents the key element on which the operation principle of an RTD is based,
and its form influences the associated electrical characteristics.

2.4.2.1 Tunnelling through a finite-height rectangular potential barrier

Assuming a finite-height rectangular potential barrier having height Ub, width W , and located
between 0 < z <W , as depicted in Figure 2.6a, the associated potential profile Uz can be written
as:

Uz(z) =

(
0, z < 0 ^ z >W
Ub, 0 < z <W

(2.49)

Therefore, solutions in the form of Eq. (2.47) can be written as [358]:

yz(z) =

8
><

>:

y1(z) = y+
1 exp(ik1z)+y�

1 exp(�ik1z), z < 0
y2(z) = y+

2 exp(�r2z)+y�
2 exp(r2z), 0 < z <W

y3(z) = y+
3 exp(ik3z), z >W

(2.50)

where y1,3 are scattering states and y�
3 = 0 since there is no barrier which can reflect back for

W < z <+•.
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b)

E1

ψ2 ψ3ψ1

Figure 2.6: In a), illustration of tunnelling though a finite-heigh rectangular potential barrier; in
b), illustration of resonant tunnelling through a DBQW structure thanks to the first subband E1.

The associated wave-vector moduli are given similarly as in Eq. (2.28) [315, 358]:

pz(z) =
p

2m⇤
e [Ez �Uz(z)]

h̄
=

8
>>><

>>>:

p
2m⇤

eEz
h̄ = k1, z < 0

i
p

2m⇤
e(Ub�Ez)
h̄ = k2 = ir2, 0 < z <Wp

2m⇤
eEz

h̄ = k3 = k1, z >W

(2.51)

where 0 < Ez < Ub and, for the sake of simplicity, m⇤
e(z) is assumed constant along ẑ, i.e.,

m⇤
e(z) = m⇤

e . By enforcing the continuity of yz and y 0
z = ∂yz(z)/∂ z at z =W :

y2(W ) = y3(W ) (2.52)

y 0
2(W ) = y 0

3(W ) (2.53)

a linear system in the unknowns y+
2 , y�

2 , and y+
3 is obtained:

(
y+

2 exp(�r2W )+y�
2 exp(r2W ) = y+

3 exp(ik1W )

�r2y+
2 exp(�r2W )+r2y�

2 exp(r2W ) = ik1y+
3 exp(ik1W )

(2.54)

from which:

y�
2

y+
3

=
ik1 +r2

2r2
exp[W (ik1 �r2)] (2.55)

y+
2

y+
3

=� ik1 �r2

2r2
exp[W (ik1 +r2)] (2.56)
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Imposing the same conditions at z = 0, the following equation is obtained:

y+
1 =

k1 + ir2

2k1
y+

2 +
k1 � ir2

2k1
y�

2 (2.57)

Substituting now Eq. (2.55) and (2.56) in Eq. (2.57) gives:

y+
1

y+
3

=
(k1 + ir2)2

4ik1r2
exp[W (ik1 +r2)]�

(k1 � ir2)2

4ik1r2
exp[W (ik1 �r2)] =

=


cosh(r2W )� i

k2
1 �r2

2
2k1r2

sinh(r2W )

�
exp(ik1W )

(2.58)

from which [315, 358]:

��y+
3
��2

��y+
1
��2

=

������
exp(�ik1W )

cosh(r2W )� i k2
1�r2

2
2k1r2

sinh(r2W )

������

2

=
4k2

1r2
2

4k2
1r2

2 +(k2
1 +r2

2 )
2 sinh2(r2W )

(2.59)

The transmission coefficient Tb is, therefore, given as [358]:

Tb(Ez) =

��y+
3
��2

��y+
1
��2

=
4Ez(Ub �Ez)

4Ez(Ub �Ez)+U2
b sinh2


W
p

2m⇤
e(Ub�Ez)
h̄

� =

=

(
1+

U2
b

4Ez(Ub �Ez)
sinh2

"
W
p

2m⇤
e(Ub �Ez)

h̄

#)�1

⇠ exp [�2r2W ]

(2.60)

2.4.2.2 Tunnelling through a double-barrier quantum well structure: the global coherent
resonant tunnelling picture

The transmission coefficient of a DBQW structure TDBQW [314] can be, as a first approximation,
retrieved through the transfer matrix approach [315, 358]. Assuming two identical rectangular
barriers of width W , height Ub, and separated by a QW region of width S, as depicted in Figure
2.6b, TDBQW can be expressed as [313]:

TDBQW (Ez)⇡

�����exp[�ikz(2W +S)]

("
cosh(rzW )� i

2Ez �Ub

2
p

Ez(Ub �Ez)
sinh(rzW )

#2

exp(�ikzS)+
4U2

b
Ez(Ub �Ez)

sinh2(rzW )exp(ikzS)

)�1�����

2 (2.61)

which features resonances in correspondence to the QW resonant subbands Eq. A graphical
representation of TDBQW of a generic DBQW structure is shown in Figure 2.7. In particular, in
proximity to the q-th resonance (Ez ⇠ Eq), the following expression applies [313]:
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Figure 2.7: Schematic illustration of the transmission coefficient of a generic DBQW structure
computed through Eq. (2.61), outlining the resonances associated with three quasi-bound state
resonant levels Eq (q = 1,2,3).

TDBQW (Ez)⇡
����

Gq

(Ez �Eq)+ iGq
exp[�ikz(2W +S)]

����
2
=

G2
q

(Ez �Eq)2 +G2
q

(2.62)

where Gq is the full-width at half maximum (FWHM) or intrinsic energy broadening parameter,
of the q-th resonant subband, which can be modelled as [362]:

Gq =
h̄
tq

(2.63)

being tq the associated electron quasi-bound state lifetime [363], which can be within the pi-
cosecond and even femtosecond range depending on the specific DBQW structure [313] due to
the thin employed barriers and QWs in THz RTD devices.

In this sense, Eq. (2.62), widely-known as Breit-Wigner’s formula, shows that TDBQW has
a Lorentzian shape with energy broadening Gq, which, generally-speaking, depends on different
factors, including the relative energy position of the resonant subband Eq with respect to the
barriers [366], i.e., on how much the electron is bounded in the QW (as can be seen in Figure
2.7), QW and barriers thickness, and the employed material system. This is the basic physical
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principle on which the electrical operation of an RTD device is founded [309].

The treatment reported so far assumes thermal equilibrium, i.e., the net current through the
DBQW is supposed null. If a constant external voltage V is applied, the steady-state current den-
sity J flowing through the q-th resonant subband channel can be approximated by the Landauer,
or Tsu-Esaki, model for tunnelling through stationary states [313]:

J(V )⇡ e
2p2

⇢Z +•

0
kT dkT

Z +•

0
vz(kz)TDBQW (kz,V ) f e

n (kT ,kz)[1� f c
n (kT ,kz)]dkz+

+
Z +•

0
kT dkT

Z 0

�•
vz(kz)TDBQW (kz,V ) f c

n (kT ,kz)[1� f e
n (kT ,kz)]dkz

� (2.64)

where f e/c
n are the emitter/collector Fermi-Dirac distribution functions, while vz =h̄�1dEz/dkz

the wave-packet group velocity. Integrating over the transverse momentum kT [334, 364]:

J(V )⇡ em⇤
ekbT

2p2h̄3

Z +•

0
TDBQW (Ez,V ) log

2

4
1+ exp

⇣
Ee

Fn�Ez
kBT

⌘

1+ exp
⇣

Ee
Fn�Ez�eV

kBT

⌘

3

5dEz (2.65)

where m⇤
e is assumed isotropic along both transverse and longitudinal directions, and [361]:

TDBQW (Ez,V )⇡

⇣
Gq
2

⌘2

⇥
Ez �

�
Eq � eV

2
�⇤2

+
⇣

Gq
2

⌘2 (2.66)

where V = (Ee
Fn�Ec

Fn)/e (being e the elementary charge), which is supposed to split symmetri-
cally with respect to the QW centre (but can be generalised). Since Gq ⌧ kBT , which is usually
the case even at RT, the integration along the longitudinal direction becomes analytical [361]:

J(V )⇡
em⇤

ekbT Gq

4p2h̄3 log

2

64
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Fn�Eq� eV

2
kBT

⌘

3
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"
cot

 
Eq � eV

2
Gq
2

!
+

p
2

#
(2.67)

In this sense, Eq. (2.67) is valid within the global coherent, or ballistic, limit, i.e., the electron
wave-function is supposed not experiencing any phase coherence-breaking mechanism within
the path between emitter and collector. In this work, the aforementioned quantum transport
regime has been employed within a non-equilibrium Green’s function (NEGF)-based frame-
work. Further details will be provided in Chapter 4.

2.4.2.3 The sequential scattering-assisted resonant tunnelling picture: phase-decoherence
and dissipative processes

The global coherent regime is, in principle, restricted to T = 0 K operation and neglects any
source of electron interaction. However, in realistic RTD devices working at RT, electrons un-
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dergo scattering events [315] with the surrounding physical environment [365]. This can happen
either during resonant tunnelling through the DBQW structure or transiting across the emitter
and collector extended regions.

The former can be described by the sequential tunnelling picture [366, 367], where electron
tunnelling is modelled as a two-stage process. First, the electron elastically-tunnels from the
emitter into the QW. Here, scattering takes place and information on the electron wave-function
phase is lost, i.e., phase-coherence is broken. At this stage, the electron can thermalise into
locally-available quasi-equilibrium states if undergoes an inelastic scattering event. Second, the
electron elastically-tunnels from the QW into the collector.

Mathematically speaking, the sequential tunnelling process can be modelled through a sim-
ple ad-hoc Hamiltonian [313]. In this picture, the phenomenological effect of phase-decoherence
is reflected on TDBQW in terms of energy broadening of the specific resonant peak. If the electron
wave-function phase is assumed to randomly change throughout the whole resonant tunnelling
process, Eq. (2.66) can be re-written as [368]:

TDBQW (Ez,V )⇡

⇣
Gt
2

⌘2

⇥
Ez �

�
Eq � eV

2
�⇤2

+
⇣

Gt
2

⌘2
Gq

Gt
(2.68)

where Gt = Gq +Gsq is the total energy broadening associated to the q-th resonant level, while
Gsq is the extrinsic scattering broadening parameter. Similarly as for the coherent case, J can
be retrieved invoking Eq. (2.65). In this sense, the coherence breaking time can be defined as
tqs =h̄/Gsq.

In this picture, whatever scattering mechanism that leads to phase-decoherence can be, in
principle, phenomenologically-modelled through an ad-hoc G parameter. How scattering effects
impact the static IV curve of RTDs will be discussed in Chapter 4. Mere, it is clear that, if
tqs/tq ⌧ 1, the sequential resonant tunnelling regime dominates over the coherent one, which
is the case of those thin DBQW heterostructures where the tunnelling time is much larger than
the phase-breaking time [311]. Furthermore, it is also clear that, in the limit where no scattering
takes place, the sequential tunnelling model reduces to an equivalent global coherent tunnelling
Hamiltonian [369].

However, an RTD device is a much more complex system rather than the one which could
be simply described by the sequential tunnelling model. Indeed, generally speaking, both elas-
tic and inelastic scattering processes take place across the whole RTD structure, impacting the
electrical behaviour of the device [370–372]. In this sense, electron transport can be regarded as
a pure non-equilibrium, time-irreversible, and incoherent process, whose treatment should in-
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clude, in principle, any scattering mechanism that leads to momentum and/or energy relaxation,
including dissipative processes [373, 374]. Despite that, this physical insight is not accounted
for in the present work. This will be extensively discussed in Chapter 4.

2.4.3 The Wentzel-Kramer-Brillouin (WKB) approximation

The treatment presented so far assumed the electrostatic potential energy Uz flat within the well,
barriers, and quasi-free regions. However, in realistic DBQW structures, this assumption is not
met due to several phenomena, including band bending caused by temperature-dependent space
charge effects (accumulation/depletion), and the presence of an externally-applied electric field.

At the same time, the effective mass is a spatially-varying quantity along the whole do-
main, i.e., m⇤

e = m⇤
e(z), which has been neglected so far, and barriers are only few nanometres

(nm)-thick. Therefore, these, as well as extended [314, 358, 375], simplified analytical mod-
els cannot be employed to accurately study the electronic properties of RTD devices, but just
to give a rough idea on how electronic quantisation and tunnelling phenomena work in these
heterostructure-based systems.

In this sense, if Uz is not uniform in a specific region (kz not constant), solutions of Eq. (2.4)
cannot be exactly given by Eq. (2.5). In such a case, approximate analytical solutions can be
retrieved employing the Liouville-Green’s method [376]. Suppose to express the solutions of
Eq. (2.4) in the following ansatz [357]:

yz(z) = A(z)exp[xz(z)] (2.69)

where the amplitude A(z) is slowly-varying, while xz is some complex function to be determined.
By supposing to force Eq. (2.69) to be solution of Eq. (2.4) along ẑ, and assuming Uz = Uz(z)
slowly-varying within a specific region, i.e.,

��∂ 2xz(z)/∂ z2
�� ⌧

���[∂xz(z)/∂ z]2
���, the associated

zero-order solutions xz = x0 can be written as:


∂x0(z)

∂ z

�2
'�p2

z (z)�! x0(z)'±i
Z

pz(z0)dz0 (2.70)

Similarly, first-order solutions can be derived:


∂x1(z)
∂ z

�2
'�


p2

z (z)± i
∂ pz(z)

∂ z

�
�! x1(z)'±i

Z r
p2

z (z0)± i
∂ pz(z0)

∂ z
dz0 (2.71)

and so on. However, since Uz is a slowly-varying function, the following condition applies:
����±i

∂ pz(z)
∂ z

����⌧
��p2

z (z)
���!

����
1

pz(z)
∂ pz(z)

∂ z

����⌧ |pz(z)| (2.72)
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and the same for higher orders. Since the electron wavelength lz = 2p/|pz|, Eq. (2.72) states that
|pz| variation along z, per unit of wavelength, is much smaller than |pz| itself. This means that
if Uz is slowly varying compared to lz, yz has a "quasi"-oscillatory behaviour with amplitude
and wavelength which is slowly changing along z: this is the assumption behind the Wentzel-
Kramer-Brillouin (WKB) approximation [316]. Therefore, yz can be approximated as [357]:

yz(z)⇡ A(z)exp

±i
Z

pz(z)dz
�

(2.73)

which generalises Eq. (2.47), being pz real or imaginary as following:

pz(z) =
p

2m⇤
e [Ez �Uz(z)]

h̄
=

8
<

:

p
2m⇤

e [Ez�Uz(z)]
h̄ = kz(z), Ez >Uz(z)

i
p

2m⇤
e [Uz(z)�Ez]

h̄ = irz(z), 0 < Ez <Uz(z)
(2.74)

where A(z) µ 1/
p

pz(z). Similarly, higher-order solutions can be derived. In this picture,
Ez = Uz is called turning point, where the WKB approximation drops, and ad-hoc connection
rules between classical and "non-classical" regions must be defined [316, 357].

Using this approach, the eigenstates of a bumpy-bottom infinite-depth QW of thickness W
can be written as [357]:

Eq =
Z W

0
kz(z)dz = qph̄ (2.75)

generalising Eq. (2.13). Similarly, the transmission coefficient of a potential barrier with bumpy
top and thickness W reads as [357]:

Tb ⇠ exp

�2
Z W

0
rz(z)dz

�
(2.76)

generalising Eq. (2.60). From a general point of view, this approach allows to compute ap-
proximate solutions of Schrödinger’s equation eigenstates {yz,Ez} depending on the specific
potential profile Uz(z,V ), including RTD structures [330, 331]. In this context, TDBQW and J
can be computed similarly as already discussed.

2.4.4 Self-consistent solution of RTD devices: space charge build-up

Although the WKB approach allows to study double-barrier and, more generally, multi-QW
structures, the potential profile Uz(z,V ) is, in principle, unknown. Indeed, temperature- and
voltage-dependent carriers dynamics impact the electron density across the device, leading to
the formation of space charge regions, and giving rise to a non-uniform potential distribution,
which is strictly-dependent on the system doping profile. For this reason, although approximate
analytical models can be employed for a preliminary study [377–379], an accurate analysis and
design of RTD heterostructures must rely on self-consistent numerical solutions [380, 381].
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Figure 2.8: Illustration of the band diagram of a DBQW RTD device: a), thermal equilibrium;
and b), peak resonance (forward bias). In this representation, EF , Ee

Fn and Ec
Fn are the Fermi

level and the emitter and collector quasi-Fermi level at the domain boundaries (contacts), respec-
tively, V is the applied bias voltage, while the blue regions represent the emitter and collector
Fermi sea.

Figure 2.8 shows the realistic band diagram (T > 0 K) of a generic DBQW RTD device at
both thermal equilibrium and peak resonance (assuming forward bias conditions), outlining the
non-linearity of the Hartree potential due to charge build-up. In Figure 2.8a, the bending of the
potential within the emitter and collector region is due to the different charge concentration be-
tween the highly-doped contacts and the device core region. Moreover, as can be seen in Figure
2.8b, a "pseudo"-triangular potential well [358] arises at the emitter side in proximity to the first
tunnelling barrier due to band bending at high bias voltages [382], which is the result of the
potential drop across the emitter space charge region.

As a consequence, electrons transiting across the emitter and undergoing scattering pro-
cesses can accumulate and thermalise into locally-available 2D quasi-bound states located in
the triangular well and below the emitter CB edge before being injected into the DBQW. As a
result, resonant tunnelling turns from being a purely 3D�2D process dominated by continuous
scattering states, to an hybrid 3D/2D�2D phenomenon governed by a complex non-equilibrium
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electron distribution function, and this can impact the static IV curve of the RTD device by pro-
viding additional features [382].

However, this is only the case of DBQW heterostructures featuring very-thick (& 1 µm)
undoped/lightly-doped (with donor concentrations ND ⌧ 1018 cm�3) emitter regions [313],
which are not employed in the design of THz RTDs due to frequency performance require-
ments. Therefore, the coherent (ballistic) regime can be assumed in this sense by employing a
classic "quasi"-equilibrium Fermi-Dirac distribution to model the carriers statistic in the emitter
region, where an energy-continuous spectrum is assumed. Further details in this regard will be
provided in Chapter 4.

Since the charge distribution reflects the electron probability density, the non-equilibrium
electron concentration n(z) along the RTD heterostructure is approximately given as [313]:

n(z)⇡ kBT
2p2h̄2

(Z +•

0
m⇤

e(z)
��ykz(z)

��2 log


exp
✓

Ee
Fn �Ez

kBT

◆
+1
�

dkz+

+
Z 0

�•
m⇤

e(z)
��ykz(z)

��2 log


exp
✓

Ec
Fn �Ez

kBT

◆
+1
�

dkz

) (2.77)

and similar considerations apply to the non-equilibrium local density of states (LDOS) (as al-
ready discussed), where yz [Ez (kz) ,z] = ykz(Ekz ,z). Eq. (2.77) is associated to Poisson’s equa-
tion [383]:

∂
∂ z


er,0(z)

∂
∂ z

�
VH(z,V ) =� e

e0
[ND(z)�n(z)] (2.78)

where VH is the Hartree potential and models charge build-up, er,0 the relative static dielectric
permittivity, and ND is the doping (donor) concentration, all spatially-varying quantities along ẑ,
while e0 the vacuum dielectric constant. In this picture, Schrödinger’s equation can be written
in the fashion of Eq. (2.1) by explicitly accounting for translational-broken symmetry, i.e.,
kz !�i∂z [316, 383] :

Ĥzykz(z) =�h̄2

2
∂
∂ z

⇢
1

m⇤
e(z)

∂
∂ z

�
+Uz(z,V )

�
ykz(z) = Ekzykz(z) (2.79)

being Ĥz the longitudinal Hamiltonian operator, while the envelope functions yz construct, as
already seen, the heterostructure wave-functions ansatz y:

y(r) =
1p
LxLy

yz(z)Ps=x,y exp(±ikss) (2.80)

being s = x,y and LxLy the transverse cross-section of the normalization area, and where Uz is
defined as:
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Figure 2.9: Block diagram illustrating the loop at the base of a self-consistent Schrödinger-
Poisson solver within the Hartree approximation.

Uz(z,V ) =�eVH(z,V )+DEc(z) (2.81)

being DEc the CB offset at the heterointerfaces, which is known and depends on the employed
material system and RTD epi-design. In this simplified picture, exchange and correlation is not
included since electron-electron interaction is neglected [356].

In order to compute the eigenstates {yz, Ez} and the electron density n, Eq. (2.78) and (2.79)
have to be iteratively solved numerically and self-consistently upon convergence. The flow-
chart describing the working principle of a self-consistent Schrödinger-Poisson solver within
the Hartree approximation is shown in Figure 2.9, and consists in the following iterative proce-
dure [383]. First, Schrödinger’s equation is solved, at a specific bias point, assuming an initial
guess for the potential. In this sense, typically, the Hartree term V 0

H is either set equal to zero or
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computed through approximate analytical expressions at thermal equilibrium. In principle, the
better the chosen initial guess, the faster the convergence, and the more efficient the solver.

After computing the eigenstates, the electron density is retrieved and Poisson’s equation
is solved to extract the i-th iteration value V i

H . Since the spatial dependency of the electron
concentration along ẑ is modelled through the wave-function probability density and the emit-
ter/collector contacts Fermi-Dirac distribution functions, the local quasi-Fermi level EFn(z) does
not need to be formally-retrieved. The energy reference (Ez = 0) is usually set equal to the Fermi
level EF at thermal equilibrium or to Ee

Fn under non-equilibrium conditions.

If the computed V i
H does not meet the convergence criteria

����V i
H
���
��V i�1

H
����< d , where d > 0

is numerically-assigned, Schrödinger’s equation is solved with the updated term V i
H , and the

loop is repeated until convergence is reached. Finally, after {yz, Ez} and n have been computed
with the correct Uz, the LDOS, TDBQW and J are retrieved similarly as already discussed.

In this picture, the numerical solution of Schrödinger’s and Poisson’s equation is addressed
either through finite differences (FD) [383, 384] or employing the finite element method (FEM)
[385]. In the present work, the FEM has been employed.

Assuming to discretize the heterostructure domain along the symmetry-broken direction ẑ
into a number of mesh elements g, the weak form [386] of Eq. (2.79) for the states yz [Ez (kz)] =

ykz(Ekz) at a fixed bias point reads as:

�h̄2

2

Z

z
Ni(z)

∂
∂ z

1
m⇤

e(z)
∂ykz(z)

∂ z
dz+

Z

z
Ni(z)Uz(z)ykz(z)dz = Ekz

Z

z
Ni(z)ykz(z)dz (2.82)

where Ni is a test function of a chosen basis set. Applying the Green’s theorem:
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h̄2

2m⇤
e(z)

∂ykz(z)
∂ z

����
zN

z1

(2.83)

where the last term sets the boundary conditions, where z1 and zN are the boundary nodes.
Expanding ykz in terms of a set of basis functions Nj =Ni according to Galerkin procedure [386]:

ykz(z) =
N

Â
j=1

a jNj(z) (2.84)

being N = g+ 1 the number or mesh nodes. By substituting Eq. (2.84) into Eq. (2.83), the
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following expression is obtained:
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Restricting Eq. (2.85) to a single mesh element s and assuming m⇤
e and Uz constant within the

element, i.e., m⇤
e(z) = m⇤

s and Uz(z) =Us:
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which, in matrix form, reads as:

⇢
h̄2

2m⇤
s
[T ]s +Us[S]s

�
{a}s = Ez[S]s{a}s +

h̄2

2m⇤
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∂ z

����
zN
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where [386]:

[T ]s =
Z

s

∂{N}T

∂ z
∂{N}

∂ z
dz (2.88)

[S]s =
Z

s
{N}T{N}dz (2.89)

Assembling over the mesh elements:

N
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a generalized eigenvalue problem is obtained:

[H]{a}= Ekz [M]{a}+ h̄2

2m⇤
e(z)

∂ykz(z)
∂ z

����
zN

z1

(2.91)

where [H] and [M] are the Hamiltonian and mass (sparse) matrices, while Ekz is a given quantity.
The specific form of [T ]s and [S]s depends on the choice of the test functions basis set. For
instance, employing first-order Lagrange polynomials (line elements) [386]:

[T ]s =
1
ls

"
1 �1
�1 1

#
(2.92)
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Figure 2.10: Illustration describing the openness nature of the RTD device. In this context, the
emitter and collector boundary states |ykei and |ykci and their first derivative must be continuous
at the interface with the RTD ensemble.
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where ls is the length of the s-th mesh element. In this picture, each mesh element is modelled
through two linear basis functions. Similar considerations can be done for higher-order poly-
nomials or other elements typologies [386]. Overall, Eq. (2.91) has to be solved for all the
system ykz(Ekz) states. It has to be underlined that this treatment employs the effective mass ap-
proximation to model the RTD electronic structure, which is particular useful since the electron
energy-momentum dispersion relation can be reversed analytically. Further considerations on
RTD band structure modelling in the context of this work will be provided in Chapter 4.

To correctly pose the problem given by Eq. (2.91), the boundary term has to be determined.
Indeed, neglecting it would impose Neumann ("natural") conditions at the domain boundaries,
i.e., ∂ykz(z)/∂ z|z1,zN = 0, which is required for quasi-bound states computation (see Section
2.4.1.2). However, the RTD is an open quantum ensemble system, where current flow is made
possible thanks to scattering states [387]. Therefore, open boundary conditions must be applied,
which translates in enforcing the continuity of the wave-function and its first derivative across
the device/contacts interface [388]. This concept is illustrated in Figure 2.10.

Assuming the contacts as fully-absorbing carrier reservoirs elements maintain thermal equi-
librium and charge neutrality, and, at the same time, characterised by a flat potential energy
distribution, the longitudinal emitter and collector states |ykei and |ykci at the domain bound-
aries z = z1 and zN can be written as:

yke(z1) = y+
ke

exp(ikez1)+y�
ke

exp(�ikez1) (2.94)

ykc(zN) = y+
kc

exp(ikczN) (2.95)

being ke,c =
q

2m⇤
e,c(Ez �Ue,c)/h̄, and where subscripts e and c labels the emitter and collector
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contacts, respectively. The associated first derivatives are, therefore, given by:

∂yke(z)
∂ z

����
z1

= ike

h
y+

ke
exp(ikez1)�y�

ke
exp(�ikez1)

i
= ike

h
�yke(z1)+2y+

ke
exp(ikez1)

i
(2.96)

∂ykc(z)
∂ z

����
zN

= ikcykc(zN) (2.97)

In this sense, Eq. (2.94) and (2.95) state the continuity of ykz at the domain boundaries, while
Eq. (2.96) and (2.97) gives the overall transparent boundary conditions. Substituting Eq. (2.96)
and (2.97) in Eq. (2.91), an inhomogeneous linear system is obtained:

[F ]{a}= {b} (2.98)

where [F ] = Ekz [M]� [H] is the global stiffness matrix of the FEM formulation incorporating
the boundary conditions. The numerical computation of the eigenvector {a} (for each Ekz of
interest) can be carried in different ways, including a sparse direct approach based on the lower-
upper (LU) decomposition of [F ].

Similarly as for Schrödinger’s equation, Poisson’s equation can be solved following the same
approach. In this picture, the weak form of Eq. (2.78) at a specific bias point for the single mesh
element, i.e., er,0(z) = es,0, ND(z) = Ns, and n(z) = ns, is given by:

es,0

N
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a j

Z

s
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∂ z
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e
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�
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∂VH(z)
∂ z

����
zN

z1

(2.99)

However, differently from Schrödinger’s equation, the boundary term can be dropped. Indeed,
the potential is, by definition, flat in the emitter/collector contacts, i.e., Neumann conditions
apply from the continuity of the Hartree term and its first derivative at the interface with the
domain boundaries. Assembling over the mesh elements Eq. (2.99), the following matrix form
is obtained:

N

Â
s=1

es,0[T ]s{a}s =
e
e0

N

Â
s=1


(Ns �ns)

Z

s
Ni(z)dz

�
(2.100)

which can be written similarly to Eq. (2.98).

In this work, the treatment described so far has been employed in the context of the NEGF
formalism to numerically-simulate the static IV curve of designed In0.53Ga0.47As/AlAs double-
barrier RTD devices. Further details on the NEGF method in the context of the present work
will be provided in Chapter 4.
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2.5 Equivalent circuit modelling

For the design and estimation of the high-frequency performance of RTDs, together with the
practical realisation of associated THz circuits, the electrical characteristic and equivalent-circuit
parameters of the device are required. In particular, oscillator and direct detector design relies
on the non-linear DC IV curve, which is reliably measurable. In this context, semi-empirical
approaches are widely adopted, which consist in fitting experimental data to either parameterised
rigorous physical expressions derived from mesoscopic physics [361,390] or arbitrary functions
[391–394], which are then imported in technology computer-aided design (TCAD)-based tools
for circuit design optimisation [395]. However, for a simplified analysis, a simple cubic function
is typically employed [396]:

I(V )⇡�aV +bV 3 (2.101)

where a and b can be written in terms of the NDR region electrical spans DI and DV :

a =
3DI
2DV

(2.102)

b =
2DI
DV 3 (2.103)

and where the origin is shifted to the mid-point of the same region. In this sense, the maximum
absolute value of the device NDC reads as [396]:

|Grtd(V )|max =

����
dI(V )

dV

����
V=0

=
3DI
2DV

(2.104)

where Grtd = dI/dV is the RTD "differential" conductance, which is negative in the NDR region.
Similarly, higher-order polynomials can be adopted [396]. However, much of the device physics
is lost within this picture which, among the things, assumes the IV curve symmetric with respect
to the NDR region mid-point. On the other hand, as already mentioned, reliable and accurate
approaches for RTD device analysis and design of THz sources and detectors rely on advanced
self-consistent Schrödinger-Poisson numerical techniques [380], among which those based on
the NEGF method [397]. Since this approach has been adopted in the present work, more details
on the NEGF formalism will be provided in Chapter 4.

At the same time, the diode frequency response can be modelled through the associated
small-signal equivalent circuit representation. The unified lumped small-signal RLC equivalent
circuit model of the double-barrier RTD device was proposed in [398] as a result of the com-
bination of previously-reported works [399, 401–407], and it is shown in Figure 2.11. In this
representation, the device is modelled, at a specific bias point, by a capacitance Crtd in parallel
with the series of Grtd and a QW inductance Lqw. According to the device operation region, Grtd
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Figure 2.11: Unified RTD high-frequency small-signal equivalent circuit model.

models the resistive nature or radio-frequency (RF) gain capability of the diode, while Lqw and
Crtd account for the RTD self-capacitance and electron delay processes associated with resonant
tunnelling through the DBQW structure.

In particular, Lqw models the lag associated with the diode current with respect to the voltage
introduced by the charging, and consequent discharging, of the QW with bias due to electron
resonant tunnelling [401]. Here, the delay arises from the time needed by the diode current
to change in response to the QW charge build-up. Therefore, the time scale of this process is
governed by the DBQW electron quasi-bound state lifetime tdbqw [398]:

tdbqw =
tetc

te + tc
=

h̄
G1

(2.105)

or intrinsic "tunnelling" delay time, which depends on the adopted DBQW design, where te

and tc are the inverse of the electron QW-to-emitter and QW-to-collector escape rates ne and
nc, respectively, while G1 is the FWHM associated with the first QW quasi-bound subband
transmission coefficient resonant peak, similarly as in Eq. (2.63), and can be computed through
quantum mechanical-based simulations [408]. In this picture, Lqw has a bias dependency which
can be expressed as [401]:

Lqw(V ) =
tdbqw

Grtd(V )
(2.106)

where Lqw < 0 holds in the NDR region. Here, tdbqw is generally-assumed bias-independent,
i.e., tdbqw(V ) ⇠ tdbqw, neglecting the weak dependence G1(V ) [398]. Moreover, space-charge
effects in the DBQW are also not accounted as later discussed.

On the other hand, Crtd can be written as [399]:

Crtd(V ) =Cd +Cqw(V ) (2.107)

In the above, Cd is the self-capacitance (which is only weakly bias-dependent, i.e., Cd(V )⇠Cd)
and depends on the equivalent static dielectric constant and thickness ed,0 and td associated with
the RTD depletion regions, respectively, and on device area A. On the other hand, Cqw is the
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quantum capacitance [400], which arises due to the non-instantaneous QW discharge (screening)
towards the collector, so it is proportional to the QW DOS. In particular, it models the variation
of the charge seen by the collector dQc due to the change in the QW-to collector current d Ic

with bias through the electron escape rate across the second barrier nc [398]:

Cqw(V ) =
dQc

dV
=�

dQqw

dV
=� 1

Anc

dIc

dV
=�Grtd(V )

nc
(2.108)

where the QW-to-emitter capacitance is not accounted cause negligible, and where nc is assumed
bias-independent [398]. In this sense, Cqw < 0 holds in the PDR regions.

The model is completed by a parasitic series resistance Rs, which models the emitter/collector
access and contact resistance Rc = rcA, where rc is the specific contact resistivity extracted from
transmission line measurements (TLM), the resistance of the device mesa, spreading resistance,
and the resistance associated with emitter/collector contacts and bond-pads metallization [364].
A series inductance Ls might be, therefore, included, but this can be seen as part of the resonat-
ing inductance in oscillators [396], while it has to be accounted in direct detectors.

In this picture, the RTD input admittance Yrtd reads as:

Yrtd =

(
Rs +


Grtd

1+ jwLqwGrtd
+ jwCrtd

��1
)�1

(2.109)

being w = 2p f the angular frequency and f the ordinary frequency, where the associated real
and imaginary parts have the following form [395]:

¬(Yrtd) =

8
><

>:
Rs +

�
1�w3LqwCrtd

�3 �
⇣

wCrtd
Grtd

⌘2

Grtd

9
>=

>;

�1

(2.110)

¡(Yrtd) =

�
1�w3LqwCrtd

�3 �
⇣

wCrtd
Grtd

⌘2

w
⇣

Lqw � Crtd
G2

rtd
�w2L2

qwCrtd

⌘ (2.111)

where Rs, Grtd , Crtd , and Lqw quantities depend upon the bias point and can be either estimated
through physical-based models/simulations [409] in the case of device design, or extracted from
high-frequency scattering (S)-parameters measurements [410] for device high-frequency perfor-
mance analysis and circuit design purposes. The validity of this model has been demonstrated
by characterising double-barrier InGaAs/AlAs RTDs in their entire bias range from DC up to
110 GHz [395, 411].

This modelling procedure is quite straightforward since Eq. (2.109) requires only the "low-
frequency" estimates of the small-signal parameters which are, by definition, only weakly-
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frequency dependent (since the diode frequency cut-off sits typically way above the measure-
ment frequency range), and the high-frequency behaviour of the device is then modelled analyti-
cally. In this context, S-parameters are usually measured up to around 40�60 GHz, where avail-
able vector network analysers (VNA) do not require frequency extenders and where parasitics
de-embedding (bond-pads) can be carried out reliably, even though on-wafer accurate parame-
ters extraction has been successfully carried out up to several hundreds of GHz to date [412].

However, S-parameters measurement remains non-trivial due to the parasitic oscillations
arising within the biasing circuit when the RTD operates in the NDR region [413, 414], espe-
cially employing high-current density or large area devices due to large associated NDC, which
gives rise to unstable plateau-like/hysteretic behaviours [415]. The common practice adopted
to suppress the oscillations triggered by the bias line inductance and stabilise the RTD device
at low-frequency (typically in the megahertz range) consists in connecting a shunt resistor in
parallel to the RTD, which is then de-embedded after measurement [395]. This approach is
analogous to what done in oscillator design, so it will be discussed later on. However, this is
tricky since very high-current density/large area devices would require, in principle, extremely
small resistance values, which are unpractical from a technological realisation standpoint.

Both the static IV characteristic and its small-signal equivalent circuit parameters can be
used to investigate the RF performance of the RTD device at high frequency [311]. Here, the
unilateral power gain cut-off frequency, or maximum oscillation frequency, fmax of the RTD is
defined as the frequency at which ¬(Yin) vanishes due to the NDC roll-off caused by the DBQW
electron lifetime, i.e., fmax ⇡ 1/2ptdbqw, which, in the discussed equivalent circuit picture, reads
as [401]:

fmax =

s
1

8p2L2
qwCrtd

8
<

:2Lqw � Crtd

G2
rtd

+

s✓
Crtd

G2
rtd

�2Lqw

◆2
�

4L2
qw(1+RsGrtd)

RsGrtd

9
=

;

1/2

(2.112)

Note that, for RTD direct detectors, Eq. (2.112) gives an imaginary quantity, so fmax = ¡( fmax).
For practical device analysis, the following simplified expression is, however, adopted:

fmax ⇡
|Grtd|
2pCrtd

s
1

Rs|Grtd|
�1 (2.113)

which assumes Lqw = 0 (i.e., tdbqw = 0). In this simple model, the frequency cut-off is associated
to the RC charging/discharging time due to Rs. In this context, fmax corresponds to the frequency
at which the device NDR is cancelled out by the equivalent circuit resistance. Although this is
fundamentally-incorrect, Eq. (2.113) can be practically-employed in RTD characterisation and
subsequent oscillator design since the frequency constrain posed by Rs in fabricated devices is
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typically way more stringent than the one set by the DBQW lifetime.

The intrinsic cut-off frequency of the diode fin can be estimated based on the electron total
intrinsic delay time tin [416]:

fin =
1

2(2tdbqw + tt)
=

1
4tin

(2.114)

being [416]:

tin = tdbqw +
tt

2
(2.115)

where tt is the intrinsic transit time across the depletion regions, which can be estimated through
the electron saturation velocity ve,s and depends upon emitter and collector regions design. Gen-
erally, fin � fmax. In this context, the overall cut-off frequency of the RTD device fc due to both
intrinsic and extrinsic delay times can be written as:

fc =
1

4trtd
(2.116)

where trtd =
q

t2
in + t2

ex is the total electron delay time, and tex the extrinsic delay time [417]:

tex =
pCrtd

2

s
Rs

|Grtd|
(2.117)

Note that, in the limit trtd ! tex (i.e., tin ! 0), fc !⇡ fmax as it appears in Eq. (2.113). More-
over, if tt is accounted in Lqw, fc and fmax (Eq. (2.112)) can be both used to quantify the overall
cut-off frequency of the diode, even though their correlation has not yet been explicitly inves-
tigated in this context. However, Eq. (2.116) is employed in state-of-the-art RTD modelling
methodologies to provide with an accurate estimate of the diode frequency response. Therefore,
this high-frequency model has been used in this work to accurately analyse designed and subse-
quently investigated In0.53Ga0.47As/AlAs RTD devices.

Although it is widely accepted that tdbqw (tt ⌧ tdbqw in typical THz RTDs, so trtd ⇠ tdbqw)
poses the upper boundary to the frequency response of the device, it has been claimed that
operation beyond around 1/2ptdbqw is possible in specific RTD structures thanks to Coulomb
interaction-induced space-charge effects [418]. In the proposed picture, the Coulomb interaction
affects the charge relaxation processes in the RTD [419], so the high-frequency dynamics of
electron transport through the device is instead governed by a more general relaxation time
tr [311]:

tr =

✓
1+b

tdbqw

te

◆�1
tdbqw (2.118)

where the parameter b models the variation of tdbqw due to Coulomb interaction, and it is
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proportional to the DOS associated with the first resonant subband E1 divided by the total
DBQW quantum capacitance. In particular, tr < tdbqw (b > 0) and tr > tdbqw (b < 0) in the
PDR and NDR regions [418], respectively, which has been experimentally verified through S-
parameters measurements of low-current density InGaAs/AlAs RTDs up to 12 GHz [420]. A
similar behaviour was observed in [395]. In this context, the charge relaxation processes with
the DBQW limit the operation frequency of the RTD device when biased in the NDR region,
i.e., fmax ⇡ 1/2ptr < 1/2ptdbqw. Obviously, if space-charge effects are neglected, tr = tdbqw.
As a result, the device high-frequency admittance Yin changes profoundly compared to Eq.
(2.109) [418, 419, 421].

At the same time, Coulomb interaction affects the current regime of RTDs by generating
displacement current mechanisms, i.e., the device current can be considered as an hybrid com-
bination of both real and displacement components [421]. From a small-signal equivalent circuit
point of view, the RLC model in Figure 2.11 is extended to a more general RLCR description
featuring an additional instantaneous current channel [418]. In this context, it has first been the-
orized and then experimentally-observed that, thanks to displacement current effects, peculiar
RTD structures featuring thin and heavily-doped collector regions (where the first resonant sub-
band is immersed in the collector Fermi sea) can show NDC beyond the lifetime and even relax-
ation time limit, i.e., ¬(Yin) stays negative and oscillators can provide RF gain [420, 422–425].

Even though this advanced model, which can be considered as the most accurate and com-
pact high-frequency linear representation of the RTD to date (alternative approached have also
been proposed in the past [426–430]), opens to new ways of looking at the frequency limitations
of RTDs [431], as well as to unique operation regimes, its validity and associated practical em-
ployability in the context of RTD-based THz oscillators design is still yet to be fully understood.
For instance, it would be important to clarify more on how to reliably estimate/extract b , as
well as elucidate more on the effects resulting from the co-presence of the displacement current
in a generic RTD epi-structure. Therefore, this model has not been employed in the analysis
conducted in this work.

Although linear modelling of the RTD based on the associated small-signal equivalent circuit
parameters can be used to estimate the high-frequency performance of the device and associated
NDC roll-off, a non-linear large-signal model is, in principle, needed to estimate the diode RF
power capability and in the design of oscillator sources and coherent/direct detectors. This is
crucial in the case of oscillators working well below the RTD cut-off frequency or direct detec-
tors dealing with high-power input signals.

In this context, the RF power PRF the RTD device can deliver to a load of conductance GL
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Figure 2.12: RTD oscillator RF large-signal equivalent circuit. In this representation, Rs(V ) and
Lqw(V ) are not included since the RTD maximum RF power is of interest.

in steady-state conditions can be derived from non-linear forced oscillator theory by solving the
Van der Pol equation associated to the oscillator large-signal equivalent circuit [432,433], which
is depicted in Figure 2.12. In this simplified representation, the RTD device is modelled through
an ideal voltage-dependent current source i(v) in parallel with a voltage-dependent or, for sim-
plified analysis, "average" capacitance C̄rtd which, together with the resonating inductance L,
forms the oscillator tank. The system is excited by an ideal signal generator and the steady-
state output voltage v(t) across the load is assumed to carry only the fundamental mode w0, i.e.,
v(t) ⇠ Vac sin(w0t) (higher harmonics due to the NDC non-linearity are neglected), being the
amplitude Vac associated with the diode NDR voltage span.

By approximating the diode DC IV curve through Eq. (2.101), PRF can be computed by
equating the average power generated by the RTD device, with the average power dissipated in
the load within one RF cycle, which corresponds to assuming the diode "average" NDC [434]
Ḡrtd(Vac) =�GL, replacing the non-linear signal generator with a linear load-dependent current
source:

PRF =�DV 3

3DI
Ḡrtd(Ḡrtd + |Grtd|max) (2.119)

If |Grtd|max = �2Ḡrtd = 2GL (matching condition), the diode maximum RF power PRF,max can
be derived [433]:

PRF,max =
3

16
DIDV (2.120)

From Eq. (2.120) it is clear that, in order to maximise PRF,max, the NDR region electrical ex-
tension has to be enlarged. In this context, DI = ADJ, where DJ is the available current density.
Therefore, PRF,max maximisation relies on the optimisation of both DJ and DV , which are in-
timately related with the diode epitaxial design, together with the employment of large mesa
areas. However, physical trade-offs limit the degrees of freedom associated with device design,
leading to compromises in terms of output power and frequency performances. This will be
discussed more in detail in Chapter 5.
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However, the actual oscillator output power is lower than PRF,max due to device NDC roll-off
constrains [311], circuit parasitics [396], impedance mismatch at the output port [435], and the
low radiation conductance of antennas at THz frequencies due to the reduced dimension [436].
Fort this reason, accurate design, including operation frequency and output power estimation,
and full large-signal analysis of oscillator circuits, should be, in principle, carried out through
either harmonic balance [391] or full-transient simulation approaches [396] employing high-
frequency non-linear large-signal models of the RTD device in its NDR region.

Despite that, an unified and reliable large-signal model for oscillator/detector design at high-
frequency based on full Grtd(w,Vac), Crtd(w,Vac), and Lqw(w,Vac) expressions over the entire
device bias range, generalising the model in Figure 2.12, is still yet to be developed, even though
first-stage [401, 437] and fully-empirical [391, 438] approaches have already been proposed.
Nevertheless, work in this direction is underway [311, 439]. Indeed, the frequency dependence
of the IV curve should be considered in Figure 2.12 since the NDC roll-off flattens the NDR up
to vanishing it [311].

However, the major hurdle is posed by the fact that the high-frequency IV characteristic is
not directly measurable. Moreover, S-parameters measurement should be carried out up to the
cut-off frequency of the diode, which is tough due to the lack of reliable equipment working at
ultra-high frequencies � 1 THz [440,441] and the poor on-wafer measurement accuracy caused
by probe mispositioning and misplanarity above 110 GHz [442]. To date, accurate impedance
measurement of RTDs has been demonstrated up to around 0.5 THz [412]. Therefore, oscillator
design is currently carried out with simple semi-empirical approaches based on the measured
DC IV curve and associated extracted small-signal parameters of the RTD device, which are
then imported in TCAD-based software’s (e.g., SPICE, ADS, etc.) for circuital analysis and
subsequent optimisation.

Nonetheless, approximate but reliable semi-empirical analytical expressions can be currently
used to estimate the RF power capability of THz RTDs at high-frequency. In this context, the
diode RF power PRF at the operation frequency fop can be written as [443]:

PRF ⇡ PRF,max cos(2p foptrtd) (2.121)

or, alternatively [444]:

PRF ⇡ PRF,max

"
1�
✓

fop

fmax

◆2
#

(2.122)

Note that, if fop ! fc, PRF ! 0 in Eq. (2.121). Similarly, if fop ! fmax (where fmax is given
by Eq. (2.112)), PRF ! 0 in Eq. (2.122). Note also that both expressions take into account
both the NDC roll-off due to intrinsic frequency limitations of the device, as well as the effect
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of extrinsic parasitics. Indeed, a non-negligible Rs causes the diode RF power to drop since it
poses a boundary to fc and fmax [169]. However, Eq. (2.121) is the most acknowledged and
used in state-of-the art RTD modelling. Therefore, this model has been employed in this thesis
work.

2.6 Technology

RTD devices realized in III-V semiconductors show attractive characteristics for THz operation.
The parameters of commonly-used III-V materials employed to design RTD-based THz sources
and detectors are shown in Table 2.1, including the electron effective mass m⇤

e , energy band gap
Eg, conduction band offset DEc, and static relative dielectric constant er,0 at RT. In general, small
m⇤

e leads to high drift mobility/current-density, with improved transport capabilities at THz fre-
quencies, whereas high DEc increases the NDR region PVCR by suppressing the valley current
due to thermionic emission across the DBQW structure.

Even though first attempts in RTD THz oscillators realization were based on high-quality

Table 2.1: RTD III-V electronic physical parameters at RT (T = 300 K).

Material m⇤
e [m0] Eg [eV] er,0 [e0] DEc [eV]

GaAs 0.063 1.424 12.90 -0.28[a]

AlAs 0.146 2.949 (2.153⇤⇤) 10.06 0[a]

InAs 0.023 0.354 15.15 -1.35[b]

AlSb 0.140 2.386 12.04 0[b]

GaN 0.200 3.440 8.90 -2.00[c]

AlN 0.400 6.130 9.14 0[c]

AlxGa1�xAs 0.063+0.083x 1.424+
1.155x+0.370x2

12.90�2.84x 0.47�0.33x+
0.14x2[d]

In1�xGaxAs 0.023+
0.035x+0.009x2

0.354+
0.593x+0.477x2

15.15�2.87x+
0.67x2

�4.88+0.81x[a]

In0.53Ga0.47As 0.042 0.738 13.90 -1.04[a]

The parameters are taken/computed from the literature [75,445–448] at the G point. In the above,
InAs stands for indium arsenide, AlSb for aluminium antimonide, GaN for gallium nitride, while
AlN for aluminium nitride. In AlxGa1�xAs, 0.45  x  1, while, in In1�xGaxAs, x  0.47, being
x the molar fraction associated with the ternary compound. Moreover, m0 ⇠ 9.109⇥ 10�31 kg
is the electron rest mass, while e0 ⇠ 8.854⇥ 10�12 F/m the vacuum permittivity. Here, DEc is
given with respect to a reference material (0 eV): [a], AlAs; [b], AlSb; [c], AlN; [d], GaAs.
These parameters are general and strain-independent. ⇤⇤X point value.
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Figure 2.13: In a), illustration of the typical layer structure of a generic InGaAs/AlAs double-
barrier RTD device, outlining the DBQW region (layers nomenclature assumes the top contact
to be forward biased with respect to the bottom one); in b), the corresponding simplified CB
diagram at peak resonance.

GaAs/AlGaAs [449] and GaAs/AlAs heterostructures [450] grown on semi-insulating (SI) GaAs
substrates, the most dominant RTD technology for THz applications is nowadays based on the
InGaAs/AlAs material system [451,452], in particular, In0.53Ga0.47As/AlAs [453,454], which is
pseudomorphically-grown onto a lattice-matched SI indium phosphide (InP) substrate through
either MBE [352] or MOVPE [455, 456]. This is essentially due to the lower m⇤

e of InGaAs,
where the saturation drift velocity ve,s is around 3⇥107 cm/s [416] (at least three times higher
than GaAs at RT [457]), larger DEc, which rises the PVCR up to several tens [458, 459] (while
best reported values for AlGaAs/AlAs heterostructures are around 6 [460]), together with the
lower rc ⇠ 10�8 W cm2 [461] (around two orders of magnitude smaller than GaAs [462]),
which enhances fmax. State-of-the-art InGaAs/AlAs RTDs have demonstrated to deliver current
densities of up to around 30 mA/µm2.

Figure 2.13 shows the typical layer structure of an n-type intra-band DBQW THz RTD de-
vice in the InGaAs/AlAs material system, together with a sketch of the associated CB diagram
at peak resonance (forward bias). Generally-speaking, the core of the device comprises of a low-
band gap InGaAs QW layer sandwiched between two high-band gap AlAs barrier layers. Often,
either an indium (In)-rich InGaAs well [463–465], or an indium arsenide (InAs) sub-well [422],
is employed in very-high current density designs.

Outside of the active region, InGaAs undoped/lightly-doped spacer layers are placed on
both emitter and collector sides, together with n+ emitter and collector regions, and heavily-
doped n++ contacts (silicon (Si) donor atoms are typically employed for doping), where ti-
tanium/palladium/gold (Ti/Pd/Au) metal stacks are usually employed since form good Ohmic
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Figure 2.14: In a), illustration of the RTD epitaxial structure employed in the realisation of the
260 GHz oscillator reported in [169]; in b), the measured static IV characteristic of a fabricated
16 µm2 large device; in c), SEM image of a fabricated device (adapted and reprinted from [169]).

contacts [169, 466]. Spacers are designed to avoid dopants diffusion into the DBQW active re-
gion, reduce the device self-capacitance, and enhance the RF power performance [467–469],
while contacts doping level and In molar fraction are tuned to reduce rc [464]. In this context,
DBQW and emitter/collector regions design, including layers composition, thickness and/or
doping level, reflect on the diode frequency and RF power performance [417].

An example of RTD epitaxial layer structure employed in THz sources up to around 300
GHz is depicted in Figure 2.14a [169]. It comprises of an In0.53Ga0.47As/AlAs DBQW with
around 1.46 nm-thick barriers, 4.4 nm-thick In0.53Ga0.47As QW, and 25 nm-thick lightly-doped
(Si, ND = 2⇥ 1016 cm�3) spacers, and it was grown onto a SI InP substrate through MBE.
The RTD electrical quantities of an around 16 µm2-large fabricated device are reported in Fig-
ure 2.14b, together with the measured static IV characteristic, featuring peak current density
Jp = Ip/A ⇠ 3 mA/µm2, DI = 25 mA, DV = 0.7 V, and PVCR around 3. A scanning electron
microscopy (SEM) image of the fabricated device is also shown in Figure 2.14c.

Figure 2.15 shows a high-speed InGaAs/AlAs DBQW heterostructure which has been used
in RTD-based sources up to around 2 THz [168, 470]. It features an indium aluminium gallium
arsenide (InAlGaAs)-based graded emitter, which allows to reduce the DC voltage needed to
bias the RTD device in its NDR region by moving the emitter CB edge closer to E1, thereby shift-
ing Vp to lower bias [471]. This helps to prevent thermal breakdown due to ultra-high-current
density operation. Moreover, it increases the DC-to-RF efficiency and prevents the generation
of high-electric fields in the diode depletion regions, which could cause electrical breakdown.
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Figure 2.15: Illustration of the RTD epitaxial structure employed in the realisation of the 1.92
THz and 1.98 THz oscillators reported in [168, 470] (reprinted from [168, 470]).

An In-rich In0.9Ga0.1As QW is employed due to the thin QW and to further reduce the DC bias
by depressing E1, while the second quasi-bound subband stays almost in place, increasing the
PVCR [464].

Furthermore, employing thin 1 nm-thick AlAs barriers and a thin 2.5 nm-thick QW increases
current density and reduces the electron tunnelling time [473], increasing fin, while a 12 nm-
thick undoped collector spacer layer is used to trade off between depletion and carrier transit-
related capacitances [468, 472]. The heavily-doped In-rich graded cap layer is designed to im-
prove the Ohmic top contact by reducing the Schottky barrier height and the associated rc. The
static IV characteristic electrical quantities of an around 0.2 µm2 large fabricated RTD device
were reported in [168] and are Jp = 31 mA/µm2, DI = 2.8 mA, DV = 0.5 V, and PVCR= 1.8.

Recently, III-nitrides have also gained interest in the THz RTD community [474–478]. They
feature large DEc (around 2.0 eV in the gallium nitride/aluminium nitride (GaN/AlN) material
system), good ve,s (around 2⇥ 107 cm/s in GaN), and high-breakdown voltage. Despite that,
they are characterized by large m⇤

e (around 0.2 in GaN and 0.4 in AlN), and the Ohmic contacts
are poor (rc ⇠ 10�5 W cm2 [479]), resulting in reduced fmax. Moreover, the polar nature of the
active region introduces broken symmetry effects, which deteriorates resonant current injection
and tunneling dynamics [480, 481].

Furthermore, epitaxial growth is still immature, and the resulting PVCR too low at RT (usu-
ally below 1.5). Although demonstrated devices have exhibited Jp up to around 10 mA/µm2 to
date, typical reported fmax values are under 200 GHz, so the jury is still out for this material
systems to be employed in THz circuits.
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Indium arsenide/aluminium antimonide (InAs/AlSb) heterostructures [482–485], as well as
those based on gallium antimonide (GaSb) ternaries and quaternaries [486,487], have also been
investigated in the realisation of high-frequency RTDs thanks to their superior speed and RF
power performance over InGaAs/AlAs devices. In this context, InAs has lower m⇤

e over In-
GaAs, and the employment of AlSb offers a higher DEc [488]. In addition, the staggered type-II
CB offset allows electrons to tunnel through the barriers with a reduced attenuation coefficient
and increased tunnel transparency, resulting in enhanced current density and operating frequency
compared to conventional type-I heterostructures, at the expense of a lower PVCR [489].

Further advantages include the absence of ternary/quaternary alloy-related scattering, the
low associated electron-longitudinal optical phonon (LOP) scattering rate, and the small elec-
tron transit time across the depletion regions (ve,s ⇠ 5⇥107 cm/s in InAs), enhancing fin [489].
At the same time, a nearly ideal Ohmic contact can be formed at the metal-InAs junction since
the Fermi level pins in the CB, lowering rc down to around 10�9 W cm2 [490, 491].

However, epitaxial growth quality is poor due to the lattice mismatch arising with commonly-
employed SI substrates, such as GaAs and GaSb [492, 493]. Moreover, InAs suffers from im-
pact ionization due to the low threshold electric field caused by the reduced energy band gap,
which can lead to subband population in the QW region, lowering the tunnelling injection effi-
ciency [489, 494]. To date, InAs/AlSb RTD oscillators have been reported up to a fundamental
operation frequency of 712 GHz and delivering around 0.3 µW output power [482].

Furthermore, silicon/silicon-germanium (Si/SiGe) RTDs have been proposed due to mono-
lithic integration possibilities with Si complementary metal-oxide-semiconductor (CMOS) tech-
nology [495–497]. However, due to the low electron mobility of Si and the limited DEc [498],
performances are way below III-V heterojunctions. In this context, Jp of around 280 kA/cm2

have been reported [496], which is one order of magnitude lower than state-of-the-art InP tech-
nology, and same applies to the PVCR. At the same time, the poor thermal conduction capabili-
ties of Si makes large area devices to suffer from thermal management issues, resulting in severe
performance degradation. For these reasons, this technology has been put aside and mostly in-
vestigated in the context of digital applications, including ultra-fast logic gates in the realisation
of memory latches [499].

Moreover, Si/SiGe, as well as antimonides-based, RTD heterostructures relying on inter-
band operation have been reported [486, 500–503]. The working mechanism is analogous to
Esaki diodes and they typically show large PVCR [504, 505], however, they have not yet been
employed in THz oscillator/detector circuits due to either poor frequency performance or tech-
nological limitations.

72



CHAPTER 2.7. RTD THz OSCILLATORS

More exotic graphene-based RTDs have also been recently proposed as proof of concept
[506, 507], however, their practical employability in THz circuits has not been investigated.

2.7 RTD THz oscillators

2.7.1 Principle of operation

RTD-based NDR oscillators can produce either sinusoidal or non-sinusoidal waveforms. The
latter, called relaxation oscillators, have been demonstrated in both transmission line [508] or
monolithic [509] forms, but they typically work at lower frequencies, and so they are not dis-
cussed here. On the other hand, state-of-the-art RTD THz transmitters (Tx) exclusively employ
sinusoidal oscillators comprising of an inductor-capacitor (LC) resonant tank, whose principle
of operation conforms to classical NDR diode-based electronic oscillators.

When the RTD is biased within the NDR region, electronic noise in the circuit [162] is am-
plified by the NDC and the system filters out all frequency components, except those defined by
the resonator passband. The shape of the spectrum defines its quality factor (Q) and the corre-
sponding bandwidth, which depend upon the resistor-inductor-capacitor (RLC) lossy resonator
damping nature [510]. If the large-signal NDC can compensate for circuit, device, and load
(antenna) losses within the resonator bandwidth, a stable oscillating signal is obtained across
the load [511].

Moreover, due to the non-linearity of the NDC, the oscillator spectrum is characterised by
the fundamental mode of the resonator plus higher harmonics. An RTD oscillator can be, there-
fore, considered a DC-to-RF power converter, where the energy provided by the DC bias supply
is transformed into an RF output signal with a certain efficiency, and then delivered to a load,
usually, an antenna, to be radiated.

A representation of a generic RTD-based sinusoidal oscillator lumped-element equivalent
circuit topology is shown in Figure 2.16a, together with its simplified RF equivalent circuits in
large-signal (Figure 2.16b) and at start-up (Figure 2.16c). The DC part of the circuit is com-
posed of the DC bias supply Vb, the bias line, which is modelled through its parasitic resistance
Rb and inductance Lb, the decoupling capacitance Cdc, and the stabilising shunt resistance Rst ,
while the RF part of the circuit comprises the resonating inductance L, the RTD device, which
provides RF gain and acts as resonating capacitance Crtd , and the load resistance RL = 1/GL.

The shunt resistor suppresses the low-frequency parasitic oscillations caused by the bias
line inductance Lb, and it is designed so that Rst < 1/|Grtd|max [512]. Therefore, the larger
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Figure 2.16: In a), the RTD-based sinusoidal oscillator lumped-element equivalent circuit topol-
ogy; in b), the approximate RF large-signal equivalent circuit; in c), the equivalent circuit at
start-up. In b) and c), Rs and Lqw are neglected for the sake of simplicity.

|Grtd|max, the smaller has to be Rst . Note that Rst > L|Grtd|max/Crtd has to be satisfied at the
same time to avoid instability at very high-frequency [513]. However, this technique is quite
unreliable since very small resistors with resistance way below 10 W needed at high |Grtd|max

(either high-current density and/or large mesa areas) are technologically-unpractical since would
feature too-high DC power dissipation at the oscillator bias point. Other approaches have been
proposed to address on-wafer bias stabilisation [513, 514]. Generally-speaking, Rst limits the
circuit efficiency and establishes the maximum device size Amax = 2DV/3DJRst employable in
oscillators [515], or stabilise the RTD device in its NDR region for high-frequency characterisa-
tion purposes [414].

Since the DC bias is fed via the resonating inductance, the decoupling capacitor is used to
ground the inductor and to short-circuit Rst at the oscillation frequency fosc, thereby decoupling
the oscillator circuit from the DC bias supply. The decoupling capacitor is designed to be a
short-circuit at fosc, which is, by definition, the frequency at which the circuit susceptance is set
to zero [396]:

fosc =

p
(L�CrtdR2

s )

2pL
p

Crtd(1+RsGL)
(2.123)

(which simplifies to ⇡ 1/2p
p

LCrtd if Rs ! 0 [401]) i.e., 1/2p foscCdc ! 0. The resonating in-
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ductance L is usually realised from a short section of a transmission line (RF stub), such as a
coplanar waveguide (CPW) [516], a coplanar stripline (CPS) [517], or a microstrip line [518],
where 2p foscL = Z0 tan(b l), being b the imaginary part of the propagation constant, l the length
of the stub, and Z0 its characteristic impedance, while the resonating capacitance is provided by
the intrinsic parasitic capacitance of the RTD device. This is often the case of RTD oscillators
operating below around 300 GHz, where an external load/antenna is employed [169]. At higher
oscillation frequencies, an on-chip integrated antenna (mostly slot or patch) is usually employed,
which works both as resonating inductance, as well as radiator, i.e., load resistance, resulting in
highly-compact THz sources [466].

The oscillator output power is determined by the RF power capabilities of the RTD device, as
already discussed in Section 2.5. Note that the load (antenna) is, in principle, "apparent", since it
includes L, i.e., GL !YL, with GL(w,L) expression that does not present an ideal form for output
power, i.e., the output power drops with increasing frequency due to impedance mismatch [396].
Therefore, at any given frequency, an optimum value of GL may be found [515].

2.7.2 Evolution

The first experimental observation of high-frequency oscillations employing a QW-based res-
onant tunnelling device was reported by Sollner et al. in 1983, employing a GaAs/AlGaAs
DBQW heterostructure and a coaxial cavity-based resonator [519]. The system was able to pro-
vide output powers of up to 5 µW at a fundamental frequency of around 8 GHz, and oscillations
up to 18 GHz, at T = 200 K, while RT oscillations were first reported by Shewchuk et al. only
one year after [449].

Considerable advances in operation frequency and output power were achieved in the fol-
lowing years working on GaAs technology. Fundamental frequencies of up to 56 GHz and
second-harmonic operation up to 87 GHz, with output powers of 60 µW and 18 µW, respec-
tively, were achieved at RT by Brown et al. in 1987 [520], while RT fundamental oscillations of
up to 200 GHz and 420 GHz (both with output power of 0.2 µW) were reported by the same au-
thors in 1988 [364] and 1989 [450], respectively. The system comprised an GaAs/AlAs DBQW
RTD device and a waveguide-based resonator.

Figure 2.17 shows a sketch of the rectangular resonator reported in [364]. The RTD was
placed below a whisker post and on top of the waveguide resonator floor. A tunable back-short,
placed behind the device, allowed for a limited tuning of the oscillation power and frequency,
while the RTD was DC-biased through a lossy coaxial line, which also provided low-frequency
stabilization. This can be considered the first RTD-based THz oscillator.
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Figure 2.17: Schematic representation of the rectangular waveguide-based resonator employed
in the 200 GHz and 420 GHz oscillators reported in [364, 450] (reprinted from [364]).

Two years later, record RT fundamental oscillations of up to 712 GHz were achieved by
the same authors employing the InAs/AlSb material system, demonstrating output power of
0.3 µW [482]. At that time, this was the highest experimentally-demonstrated oscillation fre-
quency utilising an RTD device and, generally speaking, of a solid-state electronic oscillator at
RT. However, waveguide-based oscillators were characterised by practical drawbacks, such as
the non-monolithic bulky nature of the resonator, as well as the relatively inefficient oscillator
circuitry used to suppress low-frequency parasitic oscillations caused by the large parasitic in-
ductance introduced by the whisker used to connect the RTD device.

Despite the scientific relevance of these achievements, the immaturity of epitaxial growth
techniques prevented further progresses. The scientific community gradually started losing faith
in RTD technology, at the point where governmental and private funding ceased and the device
was put aside and almost discarded as a research topic for the remaining part of the 1990s. Only
few relevant works were reported, among which quasi-optical resonators for oscillator stabil-
isation [521–523] and coherent power combining [524], together with the first RTD terahertz
monolithic integrated circuit (TMIC) oscillator [525]. Proposed by Reddy et al. in the second
half of the 1990s, the oscillator concept consisted in the monolithic integration of the RTD with
a slot-antenna on the same InP substrate thanks to T-gate air-bridge-based Schottky-collector
RTD (SRTD) technology [514, 526, 527].

In this context, an approach based on oscillators arrays was proposed and developed to in-
crease the system output power [528]. As shown in Figure 2.18a, each InGaAs/AlAs SRTD
device was stabilised individually employing a non-linear biasing resistor [529] consisting in a
low-impedance Schottky barrier diode (SBD) [530], and integrated with an on-chip planar slot-
antenna element of length L which worked, at the same time, as a resonator and radiator. Silicon
nitride (SiNx) metal-insulator-metal (MIM) capacitors (Cstab) were used as reflectors for THz
standing waves formation and the definition of the single array element, as well as for DC de-
coupling and SBD shunts. At the same time, the p-type collector Schottky contact in the SRTD
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a) b)

Figure 2.18: In a), a schematic representation of the circuit topology of the single-element slot-
antenna SRTD oscillator; in b), a photo-micrograph of a fabricated array element, including a
SEM picture of the T-gate SRTD air-bridge-based device (adapted and reprinted from [528]).

device reduced the associated rc, being Ohmic for electrons, rising fmax [514]. In this sense, the
RTD and passive components were fabricated on the same substrate, as shown in Figure 2.18b.

Each oscillator, consisting in a single radiator, was coupled with the other array elements but
emitted independently at the radiation wavelength losc µ 1/nr fosc (being nr the system refractive
index), and power combining was achieved thanks to spatial interference of the corresponding
radiation patterns. The array was mounted onto a Si-based lens to retrieve and collimate the
THz field emitted mainly in the high-permittivity InP substrate. This because Si has similar re-
fractive index compared to InP at THz frequencies, minimising reflection losses. Adopting this
approach, 16-element and 64-element RTD-arrays could demonstrate output powers of up to 28
µW at RT fundamental oscillations frequencies of 290 GHz and 650 GHz, respectively.

However, this concept suffered from different practical disadvantages. Indeed, phase-locking
between the oscillators, which is needed to achieve coherent emission, increases circuit fabrica-
tion complexity, making coupling within large-scale arrays tough due to fabrication tolerances.
Moreover, spatial power combining is critical to be achieved in a specific direction playing on
the array geometry and without compromising mutual locking between the different elements.
Despite that, the realization of the first fully-integrated RTD TMIC oscillator represented a cru-
cial milestone due to the several advantages compared to waveguide-based counterparts, among
which integrability and efficiency. As a result, RTDs started to progressively re-gain appeal
within the scientific community.

A determining turning point occurred in 2005, when Orihashi et al. demonstrated RT third-
harmonic oscillations up to around 1 THz with output power of 0.6 nW employing a single RTD
device [531]. This was the first demonstration of an electronic oscillator working above 1 THz
at RT. Details on the circuit layout are discussed in Section 2.7.3. RT fundamental oscillations
of up to 831 GHz, 915 GHz, 1.04 THz, and 1.08 THz with output power of 1 µW, few tens of
nanowatt, 7 µW, and 5.5 µW, respectively, were then reported by the same research group in
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2009 [472, 532], 2010 [471], and 2011 [533], respectively. To achieve that, the RTD epitaxial
structure was improved by optimising the collector spacer layer, reducing barriers/QW thick-
ness, and introducing a graded emitter.

Further improvements in oscillation frequency were then achieved by Feiginov et al. in 2011
employing an RTD membrane oscillator [422], reaching RT fundamental oscillations of up to
1.11 THz with output power of 0.1 µW. Differently to what already implemented until then,
the RTD device was integrated with a planar slot resonator and the THz signal was extracted
and radiated in plane employing a broad-band Vivaldi antenna in order to improve the radiation
efficiency. Both the resonator and the antenna were laid down onto a thin dielectric membrane
and sustained by a Si-based holder.

In the following years, considerable advances in RT fundamental oscillation frequency were
achieved. Kanaya et al. reported 1.31 THz with output power of 10 µW in 2012 by further opti-
mising the RTD active region [473], and then 1.42 THz with output power of 1 µW in 2014 by
further optimising the collector spacer layer thickness [468]. Then, around 1.4 THz with output
powers of several nanowatt were achieved by Koyama et al. in 2013 employing a triple-barrier
RTD device and a patch antenna (whose metal strip line acted as resonating inductance) for up-
wards emission, removing the bulky Si lens [534]. Feiginov et al. and Maekawa et al. reported
1.46 THz with output power of 0.36 µW [425] and 1.55 THz with output power of 0.4 µW [535]
the same year by playing on the collector region doping and the slot-antenna length, respectively.

Record results were achieved by Maekawa et al. in 2016, reporting 1.92 THz with output
power of 0.4 µW [470], and by Izumi et al. in 2018, where around 2 THz RT fundamental
oscillations were observed (with output power of around 40 nW) by optimising the air-bridge
fabrication and antenna design [168]. This is the highest fundamental oscillation frequency
reached by an RTD THz source and, generally-speaking, by an electronic oscillator at RT to
date.

2.7.3 Technology

Different approaches have been adopted to develop InP-based RTD THz oscillators, featuring
different device epitaxial structures and circuit implementations. The details of state-of-the-art
oscillators are summarised in Tables 2.2 and 2.3, and Figure 2.19. The highest reported fun-
damental oscillation frequency at RT is 1.98 THz, with around 40 nW of output power PRF,out

(radiated) [168], while the highest reported PRF,out (on-chip) is 1 mW at 0.26 THz [169].

Table 2.2 lists the electrical quantities of the employed RTD devices, while Table 2.3 reports
the oscillator specifics, where provided. Note that, for frequencies far beyond 300 GHz, os-
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Table 2.2: RTD devices electrical quantities.

Ref. Jp [mA/µm2] DJ [mA/µm2] PVCR Vp [V] Crtd [fF/µm2] rc [W µm2] fmax
⇤

[536] 24 12 2 - - 9.5�12 -

[470] 50 20.6 1.7 0.4 - - -

[168] 31 13.8 1.8 - - - -

[443] - 14 - - - 3 -

[537] 29 14.5 2 - - - -

[169] 3 1.9 2.7 1 3.8 50 337 GHz

[390] 1.9 1.1 2.5 0.9 2.5 83 317 GHz

[538] 1.2 1.1 12 1.4 4.5 106 114 GHz

[539] 6.9 2 1.4 0.7 8.1 4.6 1.08 THz

[540] 6.7 1.9 1.4 0.6 - - -

⇤ Computed through Eq. (2.113). " - " stands for "not provided".

Table 2.3: RTD THz oscillators specifics.

Ref. A [µm2] DI [mA] DV [V] PRF,max [mW] Antenna fosc PRF,out
⇤

[536] 1.5�1.9 18�22.8 0.4 1.4�1.7 slot 548 GHz 0.4 mW

[470] 0.1 2.1 0.4 0.2 slot 1.92 THz 0.4 µW

[168] 0.2 2.8 0.5 0.3 slot 1.98 THz 40 nW

[443] 1.4 19.6 0.4 1.5 slot 620 GHz 0.6 mW[a]

[537] 0.5 7.2 0.3 0.4 dipole 1 THz 0.7 mW[b]

[169] 16 25 0.7 3.3 / 260 GHz 1 mW

[390] 16 18.2 0.8 2.7 / 84 GHz 2 mW[c]

[538] 26.4 29 1.3 7.1 / 62.5 GHz 3.1 mW

[539] 0.9 1.8 0.2 0.1 patch 1.52 THz 1.9 µW[d]

[540] 1.6 3 0.2 0.1 dipole 675 GHz 47 µW[e]

⇤ Reported values are "radiated" when the antenna type is specified, "on-chip" measured oth-
erwise. [a], two-elements synchronised oscillators array; [b], 89-element unsynchronised os-
cillators array; [c], two-parallel RTDs oscillator; [d], triple-push configuration; [e], differential
double-RTD oscillator. " - " and " / " stand for "not provided" and "not included", respectively.

cillator design employs integrated antennas and the devices are characterised by high Jp in the
MA/cm2 range and low DV < 0.5 V. Moreover, device sizes are small (around or well below 1
µm2) and PRF,out is low (microwatt range). On the other hand, in the low-THz band (⇠ 100�300
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Figure 2.19: Output power versus fundamental frequency of oscillation for some of the most
relevant reported single-device RTD THz oscillators to date, including some results below 100
GHz. Reference number is provided for key results.

GHz), moderate Jp ⇠ 300 kA/cm2, large DV � 0.5 V, and large mesa area (A � 16 µm2) de-
vices are employed, as well as external antenna loads, with output powers in the milliwatt range.
Indeed, DI, as well as DV, are high for devices operating below 600 GHz, while small for RTDs
operating above 1 THz.

From Table 2.3, it can be seen that typical Crtd are in the range 3�8 fF/µm2, while rc are
also very varied, ranging from 3�106 W µm2, which mainly depends on the fabrication process
of Ohmic contacts. The peak current density Jp also varies over a large range, between 1�50
mA/µm2, which, in some ways, shows the relative immaturity of the epitaxial design approaches
and associated oscillator circuit realisation.

Figure 2.19 shows the reported output power and corresponding operating frequency of these
oscillators to date. Clearly, THz operation has been demonstrated, but the output power is still
under 1 mW beyond 300 GHz, which is the main limitation of this technology. These results
also show a wide variation in performance, which indicates the lack of established and optimal
design practices.

A photo-micrograph of the fabricated 0.26 THz oscillator is shown in Figure 2.20, and its
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Figure 2.20: Photo-micrograph of the fabricated 0.26 THz microstrip RTD oscillator reported
in [169] (reprinted from [169]). Here, Ce and Re are the decoupling capacitor and stabilising
resistors.

Figure 2.21: Measured output spectrum of the 0.26 THz microstrip RTD oscillator reported
in [169] (reprinted from [169]). Down-conversion mixers were used to display the probed signal
on the employed 50 GHz spectrum analyser. The resolution bandwidth was set to 3 MHz.

spectrum of oscillations is shown in Figure 2.21 [169]. The RTD source showed a high co-
herency level, where a coherence length of around 100 m was estimated from the measured
spectrum. Also, from a broader analysis of the spectral profile, a line-width of 2 MHz at -10 dB
below the 0.26 THz peak was measured, indicating the relatively-low phase noise of the oscil-
lator. The corresponding measured output power was around 1 mW, which is the current record
at low-THz frequencies, together with a corresponding DC-to-RF efficiency of around 0.7 %.

Circuit design was carried out employing a single RTD device and an 88 µm-long microstrip-
based resonating inductance with characteristic impedance Z0 = 10.4 W, where polyimide PI-
2545 was used as dielectric. It features a 0.1 pF SiNx MIM decoupling capacitor, a 1.3 pF
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Figure 2.22: Layout illustration of an RTD THz oscillator integrated with a slot-antenna operat-
ing way above 300 GHz (reprinted from [437]).

SiNx MIM DC block capacitor, together with a nichrome (NiCr)-based stabilising resistor with
Rst = 22 W. The oscillator was designed for on-wafer probing and did not feature an on-chip
antenna. In this context, the load consists in the input impedance of the spectrum analyser/power
meter, which was 50 W. The modulation bandwidth of the system was estimated from 2-port
S-parameters measurements of an unbiased oscillator and then deduced from the forward trans-
mission coefficient S21, and was around 110 GHz [541]. Moreover, microfabrication was carried
out solely with optical lithography and wet etching, minimising production costs.

On the other hand, RTD THz oscillators operating far beyond 300 GHz employ integrated
on-chip antenna loads featuring different designs, including slot [470,542], Vivaldi [422], radial-
line slot [543], patch [539, 544–547], dipole [537, 540, 548], and bow-tie [549]. However, the
most common on-chip antenna is the slot-antenna, which is used in conjunction with a hemi-
spherical Si lens [525,531]. Because of the high dielectric permittivity of InP (er,0 ⇠ 12.5 [550],
er,• ⇠ 9.6 [551]), most of the output power is radiated into the substrate. Thus, the oscillator
is mounted onto a Si lens to extract and collimate it, with the thickness of the chip and lens
designed to maximise the power extraction efficiency [464].

Figure 2.22 shows the general layout of an RTD THz oscillator integrated with a slot-
antenna [437]. In this configuration, the electrodes of the RTD device are connected to the
left and right electrodes of the antenna, which have a silicon dioxide (SiO2) layer in between,
forming a decoupling MIM capacitor, across which a stabilising resistor (usually InGaAs-based)
is connected. The frequency of oscillation is mainly determined by the parallel resonance of L
and Crtd , where the resonating inductance is provided by the antenna. Indeed, L could also be
viewed as the inductance of the metal connection between the decoupling capacitor and the RTD
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Figure 2.23: Illustration of the circuit layout employed in the realisation of the 1.92 THz oscil-
lator reported in [470] (reprinted from [470]).

device. Therefore, the equivalent circuit of the antenna load can be seen as the parallel of its
inductance L and resistance RL, as shown in Figure 2.16b.

It is important to underline that, in Figure 2.22, the diode is located at the centre of the
slot and THz standing waves form thanks to the MIM-based reflectors. However, since the in-
put impedance of the antenna is infinity at the centre and zero at the edges of the slot, the RTD
should be placed away from the centre for good impedance matching between the device and the
antenna [552], where the exact location can be determined from 3D electromagnetic simulations.
For this realisation, the dimension of the shorter part determines the antenna susceptance, which
is mainly inductive and defines the oscillation frequency, while the dimensions of the longer
part determine the radiation conductance, which determines the output power of the oscillator.
Using this approach, output powers of up to 0.42 mW at 548 GHz have been demonstrated [536].

Furthermore, different oscillator cavity implementations have been proposed for frequency
and output power enhancement in the THz range, including cylindrical [553–555], rectangu-
lar [556], and split-ring [557], as well as simplified layouts without MIM capacitors [558, 559].
In this context, circularly polarized emission of radiation has been demonstrated by employing
cross-slot resonators and a radial-line slot antenna (RLSA) array for upward emission, which
removes the polarization axis alignment constrain between transmitting and receiving anten-
nas [543]. In addition, mutual injection locking between two synchronised RTD oscillators has
been demonstrated, which provided around 0.61 mW of continuous-wave (CW) coherent radia-
tion at a fundamental oscillation frequency of 620 GHz [443]. Large-scale arrays have also been
proposed [537], featuring around 0.73 mW at 1 THz in pulsed-mode, but the oscillators were
not phase-locked, destroying coherency in the emitter THz field.

Further, a varactor diode integrated with the RTD has been proposed to increase the fre-
quency tunability range by overcoming the weak bias dependence of the device self-capacitance,
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Figure 2.24: In a), illustration of the 1.92 THz oscillator layout cross-section, showing the
integration of the RTD device with the slot-antenna through the air-bridge structure (reprinted
from [470]); in b), illustration showing the oscillator chip mounted onto the hemispherical Si
lens for field collection and focusing (reprinted from [464]).

e.g., up to 40 % [560], realising a voltage-controlled oscillator (VCO). Moreover, the use of
phase-locked loops (PLL) with RTDs has also been proposed for spectral narrowing and Q en-
hancement [561].

The layout of the RTD THz slot-antenna oscillator operating at 1.92 THz is depicted in Fig-
ure 2.23. The upper RTD electrode is connected to the top antenna electrode along the back
side of the slot through an air-bridge structure, as shown in Figure 2.24a, while the RTD bottom
contact is connected to the bottom antenna electrode on the front side of the slot, integrating the
RTD device with the antenna. The decoupling MIM capacitor is placed on the back side and was
fabricated through a thin SiO2 layer sandwiched between the upper and lower Au-based antenna
electrodes. The stabilising shunt resistor was realised from the heavily-doped InGaAs emitter
contact under-sheet layer and connected between the upper and bottom electrodes of the MIM
capacitor and RTD device. The oscillator chip was mounted onto a Si lens, as shown in Figure
2.24b.

The diode has a mesa area of around 0.1 µm2 and the measured output power was 0.4 µW
at 1.92 THz [470]. By further optimising the slot-antenna electrode thickness (around 3 µm)
to reduce the associated conduction losses, fundamental oscillations of up to 1.98 THz with
output power of 40 nW were achieved employing an RTD device with a mesa size of around
0.2 µm2 [168], as shown in Figure 2.25. In this context, the measurement of the oscillation
frequency was carried out by employing a Fourier-transform infrared (FTIR) spectrometer with
a liquid helium-cooled bolometer as a THz receiver (Rx), while, for the output power measure-
ment, the radiated THz field was focused by a parabolic mirror and THz lenses, and then fed to
a power meter via a horn-antenna.

RTD THz oscillator concepts other than the aforementioned ones have also been reported in
the literature. Their output powers are low and so are not discussed here in detail. For instance,
they include a 675 GHz differential double-RTD oscillator [540], and 165 GHz push-push [562]
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Figure 2.25: Oscillation frequency versus RTD mesa area for different antenna electrode thick-
nesses of the 1.98 THz oscillator reported in [168] (reprinted from [168]). The spectrum of
oscillations, together with few details on the RTD epi-design and associated electrical quanti-
ties, are also provided.

and 1.52 THz triple-push [539] oscillators based on second- and third-harmonic modes, respec-
tively. Moreover, travelling-wave microstrip RTD oscillators have also been suggested [563], as
they have the potential to work at RT and THz frequencies by providing higher output power
with respect to conventional lumped-element RTD oscillators due to the larger associated gain
volume. Indeed, differently from standard mesa RTDs, the device can be seen as an "active" dis-
tributed element, where the gain medium is encapsulated within a metallic waveguide. Although
an experimental proof of concept has not yet been provided, their development is ongoing [564].

2.8 RTD THz detectors

Due to their superior speed performance, RTDs can be also employed to realise high-sensitivity
THz detectors, and can operate both as standard direct [517], as well as coherent [565], detectors
according to the specific bias point [566], as illustrated in Figure 2.26. In the first case, the device
is typically-biased in close proximity to Vp and can perform envelope detection of amplitude-
modulated (AM) signals, as in on-off keying (OOK) or amplitude-shift keying (ASK), according
to the square-law scheme by exploiting the large associated IV curve non-linearity [567, 568].

It is important to make it clear that, in contrast to SBDs, the non-linearity is not associated
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Figure 2.26: Operation principle of a DBQW RTD THz detector based on the associated IV
curve. The device can be either biased close to the peak (marked as A and B depending on the
polarisation region) in the case of a direct detector, as well as within the NDR region (highlighted
in orange) if coherent detection is employed (reprinted from [568]).

with thermionic emission, but rather with the thermal broadening of the QW subbands, over-
coming the thermal limit [311]. This makes the RT sensitivity of a THz RTD much higher
than of a standard SBD, whose theoretical maximum DC current responsivity can go only up to
around 19.7 A/W [569], while it is even lower for THz filed-effect transistors (FET) [570, 571].

While III-V SBDs have shown voltage responsivities of up to 1 kV/W at 250 GHz [572],
InP RTDs have demonstrated values of up to 4 kV/W [573] and 80 V/W [574] at 0.35 THz and
0.76 THz, respectively, together with current responsivities of up to 7.3 A/W at 0.78 THz [575].
Moreover, voltage responsivities of up to around 13 kV/W have been reported in the 26.5�50
GHz band [395]. Generally-speaking, the rectification response of the device is determined by
the amplitude of the received signal across the RTD, and by the non-linearity of the IV curve
h = [d2I(V )/dV 2]/2[dI(V )/dV ] [569], where the amplitude depends upon impedance matching
between the RTD and waveguide/antenna, together with circuit parasitics.

Figure 2.27 shows the measured output voltage versus the incoming 300-GHz signal RF
power of a wireless experiment where both InP-based RTD and SBD direct detectors were
employed for performance comparison [568], revealing a factor of up to four times higher in
sensitivity for the RTD detector. Here, the voltage responsivity of the RTD detector at around
300 GHz was up to 12 dB higher than for the SBD below the saturation voltage of the employed
amplifier (which was around 5 µW), and a maximum DC sensitivity of up to 30 dB higher was
estimated from the IV curve degree of non-linearity. Note that, since the RTD is biased close to
the NDR region, the amplitude of the detected signal must be reasonably small to avoid oscil-
lation triggering due to the RTD NDC instability, which would distort the incoming waveform,
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Figure 2.27: Comparison of the measured output voltage versus the incoming 300-GHz signal
RF power at 1.5 Gb/s in the wireless experiment reported in [568] (reprinted from [568]).

resulting in a reduced dynamic range [311].

Triple-barrier (TB) RTDs have also been proposed as high-sensitivity THz direct detectors
due to their superior performance compared to DBQW-based counterparts. The advantage lies
in the strong current blocking thanks to the three-barrier configuration and in the misalignment
of the first resonant subbands in the two adjacent asymmetric QWs, leading to a non-symmetric
IV curve around 0 V. When bias is applied and the resonant condition is met, the pronounced
current increase leads to a strong non-linearity, with associated responsivity that can exceed the
thermal limit [311]. In this context, TB RTDs can be also used as high-sensitivity zero-bias
detectors [576], with demonstrated voltage responsivities of up to 66 kV/W at 280 GHz [577].
However, this exceptional performance has not yet been exploited in system applications.

At the same time, TB RTDs have also been employed in THz sources [534, 578, 579] since
they are, in principle, capable of higher PVCR (lower Iv) compared to DBQW devices. Despite
that, currently, their current density and RF power performance tend to be low compared to
DBQW RTDs due to epitaxial growth limitations.

Although direct detection can provide a simple solution for THz Rx systems, it relies only on
the incoming amplitude information of the signal, being its operation restricted to the Johnson-
Nyquist noise limit [162], which reduces spectral efficiency and sensitivity, limiting transmis-
sion distance and/or the corresponding data-rate according to the specific signal-to-noise ratio
(SNR) and link budget [567], which can nonetheless be partially offsetted by the large avail-
able bandwidth at THz frequencies. On the other hand, in the second type of RTD detector,
the device is embedded in an oscillator circuit and operates as a coherent detector [566]. The
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Figure 2.28: Schematic illustration of the operation principle of an RTD THz coherent detector
(reprinted from [565]).

principle of operation of this detector is illustrated in Figure 2.28. In this case, the RTD is bi-
ased within its NDR region and the circuit acts as a local oscillator (LO) [580]. If the incoming
carrier frequency is close enough to the LO one, injection locking [581] takes place and the two
signals synchronise [582], performing coherent homodyne detection [565]. At the same time,
the incoming signal is demodulated through the non-linear mixing properties of the NDR re-
gion [287], where the RTD acts as a self-oscillating mixer (SOM) [567].

Since the RTD works, at the same time, as a LO and mixer, this approach enables the real-
ization of ultra-compact and high-sensitivity Rx chips. For instance, a sensitivity enhancement
of up to 20 dB higher compared to direct detection was demonstrated in the wireless experiment
reported in [287] employing a 300 GHz-band InP RTD transceiver (TRx), as shown in Figure
2.29. In another experiment, a minimum noise equivalent power (NEP) of 7.7 pW/

p
Hz was

reported at 0.78 THz [566].

Together with the higher sensitivity due to the gain provided by the device NDC, better spec-
tral efficiency is possible, where phase, frequency, and polarisation information of the received
signal can be retrieved through injection locking, allowing for multi-channel division multiplex-
ing approaches [567]. At the same time, duplex capability is, in principle, feasible since the
same oscillator is employed at both the Tx and Rx front-ends. Despite all the positive attributes,
however, the use of a coherent RTD Rx is still very new, and appropriate design methodologies
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Figure 2.29: Comparison of the measured bit error rate versus Tx incoming RF power at 10 Gb/s
in the wireless experiment reported in [287], where the RTD bias point was changed to switch
from direct to coherent detection (reprinted from [287]).

to guarantee injection locking and maximise sensitivity need to be developed.

2.9 RTD THz applications

2.9.1 Ultra-high-speed THz wireless communications

In this Section, state-of-the-art THz wireless communications employing RTDs are discussed.
In these experiments, an InP DBQW RTD THz oscillator is usually employed at the Tx side.
Both ASK and OOK modulation are applicable to the Tx depending on the bias level and the
amplitude of transmitting data, as illustrated in Figure 2.30. Here, ASK modulation has been
widely used because of the advantages of being a simple, low cost, high-bandwidth, and high-

Figure 2.30: Illustration of ASK/OOK modulation in RTD THz Tx (reprinted from [390]).
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Figure 2.31: Block diagram of a THz wireless TRx system architecture employing an RTD-
based Tx and/or Rx.

efficiency technique, while OOK, as a special case of ASK, implements data modulation by
switching the carrier ON and OFF [567].

For ASK modulation, the RTD device is biased within its NDR region, while its bias point is
set close to Vp for input non-return to zero (NRZ) data in the case of OOK, in order to switch ON
and OFF the oscillator. Clearly, the input data amplitude for ASK is limited by the NDR voltage
span, which is low. Since modulation of RTDs is via the bias line, the modulation bandwidth
is mainly determined by the DC decoupling circuit comprising Cdc and Rst , as shown in Figure
2.16a, and has been measured to be around 110 GHz for 300 GHz oscillators [541].

2.9.1.1 RTD THz wireless TRx systems architecture

The block diagram of a THz wireless TRx employing an RTD-based Tx and/or Rx is illustrated
in Figure 2.31. The Tx consists of an RTD ("voltage-controlled") oscillator and an external, or
integrated on-chip, antenna mounted on a hemispherical Si lens. THz lenses are often employed
between the Tx and Rx antennas to focus and collimate the beam. The data is superimposed
over the DC bias through a bias-Tee.

Commercial power amplifiers are not yet available at THz frequencies, therefore, none is
employed at the Tx. At the Rx side, an antenna, which may be external or integrated, is em-
ployed. The received signal is de-modulated using either square-law-based direct detection, by
employing an SBD or an RTD direct detector, or employing a coherent RTD oscillator-based
scheme. The low-frequency signal is then amplified by a low-noise amplifier (LNA).

2.9.1.2 RTD THz wireless data-links

Table 2.4 summarises some of the most recent wireless communication data-link results reported
in the literature involving THz RTDs, either employed as a Tx, Rx, or both. In many cases, an
SBD detector is used at the Rx while, in some other cases, an InP UTC-PD is employed at the Tx.
In this context, the longest link distances of 50 cm [390], 80 cm [583], and 150 cm [584] feature
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Table 2.4: THz RTD wireless communication data-links specifics.

Ref. Tx Rx fc [GHz] Modulation Distance [cm] Data-rate [Gb/s] BER

[585] RTD SBD 490 ASK 20�30 22 EF
RTD SBD 490 ASK 20�30 34 1.9⇥10�3

[436] RTD SBD 650 ASK 20�30 25 EF
RTD SBD 650 ASK 20�30 44 5⇥10�4

[584] RTD SBD 62.5 OOK 30 10 EF
RTD SBD 62.5 OOK 150 15 10�5

[586] UTC-PD RTD 297 OOK 3 17 EF

[565] UTC-PD RTD 322 OOK 2 27 EF
UTC-PD RTD 322 OOK 2 32 2.7⇥10�2

[573] UTC-PD RTD 350 OOK 3 32 EF
UTC-PD RTD 350 OOK 3 36 9⇥10�2

[517] RTD RTD 286 OOK 10 9 EF
RTD RTD 286 OOK 10 12 4⇥10�3

[593] RTD RTD 345 OOK 7.5 13 EF
RTD RTD 345 OOK 7.5 20 2.1⇥10�3

[287] RTD RTD 343 ASK 7 30 EF
RTD RTD 343 ASK 7 56 1.39⇥10�5

[587] RTD SBD 500�800 ASK 20 56[a] 10�4�10�3

[588] UTC-PD RTD 324 16-QAM 1 60 2⇥10�3

[390] RTD SBD 84 ASK 50 15 4.1⇥10�3

[583] RTD SBD 278 ASK 80 12 EF
RTD SBD 278 ASK 80 22 10�3

[541] RTD SBD 260 ASK 1 13 -

[589] UTC-PD RTD 324�335 OOK 2-3 48[a] EF

[590] RTD RTD 354 OOK 7 25 EF
RTD RTD 354 OOK 7 30 2⇥10�3

[a]: multi-channel link.

Tx operating below 0.3 THz. For higher carrier frequencies, link distances are way below 30 cm.

As can be noticed, there is a clear correlation between the link distance and the Tx output
power, which is in the milliwatt range for the sub-100 GHz Tx, and in the microwatt range for
the ones operating at higher frequencies. Data-rate results in the 9�60 Gb/s range have been
demonstrated, including a 30 Gb/s error-free (EF) transmission over a 7 cm-long link through
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Figure 2.32: Block diagram of the THz wireless data transmission experimental setup employed
in [585] (reprinted from [585]).

Figure 2.33: Results of the THz wireless communication experiment reported in [585] (adapted
and reprinted from [585]). In a), the measured BER as a function of the data-rate, showing EF
data transmission up to 22 Gb/s, and data-rates of up to 34 Gb/s with BER ⇠ 1.9⇥10�3; in b),
the corresponding measured eye diagrams.

an all-RTD TRx [287].

Here, some of the wireless transmission experiments are discussed in detail, the first in which
a 490 GHz oscillator was used as a Tx [585]. Direct modulation was carried out by superimpos-
ing a modulation signal onto the bias voltage through ASK. The experimental setup is shown
in Figure 2.32, where a pulse pattern generator (PPG) was used to impress digital data over the
carrier. The modulated THz signal was then received through a horn-antenna, demodulated by
an SBD direct detector, and amplified through a LNA. The link distance between the Tx and the
Rx was set to 20�30 cm. The demodulated signal was then measured through an error detector
(ED) and an oscilloscope. The results are shown in Figure 2.33. Clear eye opening and EF data
transmission were obtained at a data-rate of 22 Gb/s, while data-rates of up to 34 Gb/s where
achieved with bit error rate (BER) around 1.9⇥10�3.
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Figure 2.34: Illustration of the RTD THz oscillator circuit layout employed at the Tx side for
wireless data transmission through FDM and PDM (reprinted from [587]).

Figure 2.35: Block diagram of the THz wireless communication experimental setup employed
to perform data transmission through FDM and PDM (reprinted from [587]).

Recently, multi-channel wireless data transmission employing polarisation and frequency
division multiplexing (PDM/FDM) schemes have also been reported [587]. Figure 2.34 illus-
trates the Tx chip circuit layout. Four slot-antenna RTD oscillators are integrated together: two
of them oscillate at 500 GHz, and the other two at 800 GHz for FDM, while the two oscillators,
at each of these two frequencies, have polarizations that are orthogonal to each other, realised
through the relative orientation of their antennas layouts (perpendicular to each other), for PDM.

The wireless communication setup is depicted in Figure 2.35, where SBD detectors were
employed at the Rx front-ends, together with horn-antennas. Data-rates of up to 56 Gbps (28
Gbps per channel) were obtained using FDM in the 500 GHz and 800 GHz channels with BER
around 2.3⇥10�4 and 1.5⇥10�3, respectively, and through PDM at 500 GHz with BER around
1.5⇥10�3 and 1.4⇥10�4 for the vertical and horizontal polarization channels, respectively.

Figure 2.36a shows a THz wireless data transmission experimental setup involving an RTD
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b)

a)

Figure 2.36: In a), the wireless experimental setup used for real-time high-resolution 4K video
transmission; in b), a photograph of the direct THz RTD-based Rx front-end module reported
in [573], with a zoom-in over the RTD integrated with a Si-based photonic crystal waveguide
through a tapered-slot mode coupler (adapted and reprinted from [573]).

a) b)

Figure 2.37: Results of the THz wireless communication experiment reported in [573] (adapted
and reprinted from [573]). In a), the BER as a function of the data-rate; in b), the eye diagram
at 32 Gb/s.

as a direct detector [573]. The Tx is based on an UTC-PD-based photo-mixer, providing fc ⇠
350 GHz, which is modulated through OOK. The detector is integrated with a Si-based pho-
tonic crystal waveguide platform [591] and has a measured voltage responsivity of around 4
kV/W. Figure 2.36b shows a photograph of the Rx front-end module, outlining the metal-based
tapered-slot mode converter and the photonic crystal waveguide.

Figure 2.37 shows the experimental results, where EF data transmission of up to 32 Gb/s,
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Figure 2.38: In a), photographs of the 300 GHz-band RTD coherent Rx front-end module, to-
gether with a photo-micrograph zoom-in over the RTD oscillator chip (reprinted from [565]);
in b), measured BER versus data-rate of the wireless data transmission experiment reported
in [565] (reprinted from [565]); in c), photograph of the 4K high-definition wireless transmis-
sion system reported in [287] (reprinted from [287]).

and data-rates of up to 36 Gb/s with BER ⇠ 9⇥10�2, were achieved over 3 cm distance. This
allowed wireless transmission of a high-resolution 4K video in real-time. Using a similar setup
and 16-QAM, record date-rates of up to 60 Gb/s with BER ⇠ 2⇥ 10�3 over a 10 mm-long
wireless link were demonstrated at 324 GHz [588]. In addition, multi-channel EF wireless data
transmission through OOK of up to 48 Gb/s, together with real-time transmission of an 8K
high-resolution video, was demonstrated in the 300 GHz-band over a distance of around 2�3
cm using a UTC-PD-based Tx and an RTD direct Rx [589].

When a coherent RTD detector is employed, a CPS is used to realise the resonator of the os-
cillator circuit and to connect the RTD device to a bow-tie antenna, while the Rx chip is mounted
onto a Si lens to increase the antenna gain, as shown in Figure 2.38a. Here, the experimental
wireless communication setup is similar to the one shown in Figure 2.36b. The link distance
was set to 2 cm, while an oscilloscope was used to display the de-modulated signal. EF data
transmission through OOK at around 322 GHz of up to 27 Gb/s, and data-rates of up to 32 Gb/s
with BER ⇠ 2.7⇥ 10�2, were reported [565], with a sensitivity enhancement of around 10 dB
with respect to the direct detection counterpart, as revealed in Figure 2.38b.

In the THz wireless data-links reported in [287,517,592,593], an RTD was employed at both
the Tx and Rx sides by exploiting both the direct [517, 592, 593], as well as the coherent [287],
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detection scheme. With an all-RTD wireless TRx setup and coherent detection, EF data trans-
mission through ASK of up to 30 Gb/s, and data-rates of up to 56 Gb/s with BER ⇠ 1.39⇥10�5,
were reported in the 300 GHz-band over a link distance of 7 cm [287]. In this context, a sensi-
tivity enhancement of up to 40 dB with respect to the direct detection approach was observed.
Moreover, the described data-link was employed to demonstrate real-time data transmission of
a high-resolution 4K video, as shown in Figure 2.38c.

On the other hand, using a direct detection [517], EF wireless data transmission through
OOK up to 9 Gb/s, and record data-rates of up to 12 Gb/s with BER ⇠ 4⇥ 10�3, have been
reported in the 300 GHz-band over a distance of 10 cm. In the setup described in [592], data
in the optical domain is converted into an electrical signal and used to modulate the RTD. OOK
data is modulated using an intensity modulator and, after passing through a 1 km-long fibre,
converted to an electrical signal using a photo-diode (PD). The output signal is added to the DC
biasing voltage using a bias-Tee, and the resulting signal used to modulate the RTD at the Tx.
Using multi-chip code division multiple access (CDMA), EF data rates of up to 13 Gb/s, and of
up to 20 Gb/s with BER ⇠ 2.1⇥10�3, were demonstrated [593].

Although data-rates of several tens of gigabit per second have been achieved employing RTD
devices at the Tx and/or Rx side, including single-channel EF data transmission at 30 Gb/s, and
record data-rates of up to 56 Gb/s, employing an all-RTD TRx, the link distance is still limited
to the centimetre range at carrier frequencies above around 300 GHz, while no wireless com-
munication experiment has been reported above 0.8 THz, which is inherently caused by the low
output power of the Tx.

Based on the aforementioned discussion, it would therefore seem that, in the 300 GHz-band
and above, RTDs are more promising for practical THz wireless communication applications if
compared to conventional transistor electronics for many reasons, including simplicity (a single
RTD device can provide RF power in excess of 1 mW compared to transistor-based amplifiers
with typically three to four stages), low-cost lithography requirements (micron-sized RTD de-
vices vs. sub-100 nm-long transistor gates), and highly-sensitive RTD detectors (monolithic
TRx can be realised). Moreover, the RTD can be epitaxially-integrated with transistors, where
the latter can provide basic functionalities, which could lead to the desired versatile THz sys-
tems.

2.9.2 High-resolution THz imaging and radar systems

In addition to wireless communications, it is worth to mention that RTD technology is promis-
ing for other applications, including THz imaging/spectroscopy systems [164, 594] and radars
[595, 596]. A compact THz imaging apparatus employing RTDs was proposed in [597]. In
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Figure 2.39: Illustration of the RTD THz reflection imaging system setup reported in [597]
(reprinted from [597]).

this system, a CW 300 GHz-band RTD oscillator source and an RTD square-law direct detector
are employed to acquire images of objects in reflection mode, where the RTDs consist in In-
GaAs/AlAs DBQW heterostructures grown on SI InP substrates.

At the source, the RTD is integrated with a tapered slot-antenna and the chip is mounted
onto a Si lens. The THz reflection imaging system setup is reported in Figure 2.39. The RTD
oscillator radiates a linearly polarized THz field which is directed towards a polariser. In this
context, THz collimating lenses and half-wave plates (HWP) are used to collimate the field and
to keep the input/output polarisation, while the polariser allows to reduce the insertion loss of
the system by acting as a beam splitter (BS). The beam passes through the polariser and it is
converted into circularly polarised radiation by means of a quarter wave plate (QWP). Then,
the beam impinges on the sample under test (SUT) and the reflected component passes through
the QWP a second time, becoming orthogonal linearly polarised. The radiation is then reflected
by the BS and focused onto the RTD detector, after which real-time THz imaging visualisation
becomes possible on a screen after down-mixing, spectral analysis, and signal post-processing
using a personal computer (PC).

An example of imaged SUT is shown in Figure 2.40, which consists in a plastic box contain-
ing metallic gadgets. As it is possible to see, THz imaging allowed to reveal the hidden metallic
content inside of the closed plastic box. A spatial resolution of up to around 1 mm was achieved,
which was limited by the diffraction limit since close to the emission wavelength of the RTD
oscillator. However, significant improvements down to around 3 µm were possible thanks to a
Michelson-based interferometric imaging setup.
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Figure 2.40: Images of the characterised SUT (adapted and reprinted from [597]). In a), pho-
tograph of the SUT; in b), photograph of the closed box; in c), THz image of the closed box,
revealing the hidden metallic content.

An amplitude modulated CW THz radar [598] based on an InP RTD Tx was proposed
in [599]. The working principle relies on the AM of a carrier signal by means of a sinusoidal
wave and, after propagation, on the detection, demodulation, and comparison of the signal with
the modulation one (taken as a reference). This approach fits well with RTDs since the oscillator
output signal can be easily amplitude modulated by superimposing a modulation signal onto the
DC bias.

In this system, an RTD oscillator is employed to generate the THz carrier wave, which is
then sensed by an SBD direct detector after propagation. The radar functionality is realised by
measuring the phase difference between the demodulated signal and the reference one in rela-
tionship with the time-of-flight (TOF) delay, and by correlating it with the propagation distance,
retrieving the axial position of the target. The measurement is based on a two-step procedure,
which allows to remove the "2p ambiguity" arising from the periodic nature of the detected sig-
nal by repeating the phase measurement at a second modulation frequency.

In early development stages [600], the phase difference was determined by using a time-
based measurement through the employment of an oscilloscope, which limited the distance res-
olution to around 0.29 mm. To reduce the estimation error, a THz lock-in phase experimental
measurement setup was developed in [601], and it is shown in Figure 2.41. In this context, the
522 GHz radiation emitted by the RTD oscillator is modulated at frequencies of 5 GHz and 6
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Figure 2.41: Block diagram of the AM CW THz radar experimental setup employing an RTD Tx
and based on the lock-in phase measurement technique reported in [599] (reprinted from [599]).

GHz provided by a signal generator (SG), and it propagates towards the static target (consisting
in a movable mirror) through a BS, where is partially reflected and directed towards an SBD
direct detector. The signal is then demodulated and its phase measured and compared with the
modulation one by means of the described two-step technique.

To carry out the lock-in phase measurement, a hybrid coupler produces two p/2 shifted
copies of the modulation signal, which are used as LO signals for two mixers that have the
detected signal as input. The intermediate frequency (IF) outputs of the two mixers are then pro-
cessed by a low-pass filter (LPF) and the resulting voltages, proportional to the cosine and the
sine of the detected signal phase, are then calculated using a four-quadrant arctangent function
after being processed by an analog-to-digital converter (ADC). Figure 2.42 shows the measure-
ment error versus the target position, where a standard deviation of around 63 µm was achieved.
Recently, full-3D THz imaging has been successfully demonstrated by combining 2D scanning
with the described AM CW radar technique [602].

A frequency modulated (FM) CW radar system [603] has also been proposed by the same
research group [604]. In this technique, a source is amplitude-modulated with a signal whose
frequency periodically ramps between two values. After propagation, the signal becomes de-
layed with respect to the source, resulting in frequency difference which carries information on
the target distance. Differently from the AM technique, a FM CW radar has the advantage of
being capable of measuring several distances simultaneously.
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Figure 2.42: Measurement error as a function of the target position employing the lock-in phase
AM CW THz radar reported in [599] (reprinted from [599]).

Figure 2.43: Block diagram of the sub-carrier FM CW THz radar experimental setup employing
an RTD Tx reported in [604] (reprinted from [604]).

The experimental setup consisting in the proposed FM CW THz radar system is shown in
Figure 2.43, where an RTD oscillator is employed as 511 GHz source, while a Fermi-level man-
aged barrier diode (FMBD) [605] as a direct detector. An arbitrary waveform generator (AWG)
is employed to provide a sinusoidal signal with frequency ranging between 3.4 GHz and 6.4
GHz, which is superimposed to a sub-carrier of the THz source [606]. The modulated THz
beam is then focused, after propagation, onto the FMBD, which is movable thanks to a motor
stage. Here, the detector position can be tuned by means of a motor stage.

To retrieve information on the frequency shift caused by the propagation delay, the detected
output from the FMBD (used as RF input) is sent to a mixer for down-conversion, where the
AWG modulation signal is used as LO, and the output analysed through a discrete Fourier trans-
form approach to compute the frequency shift. Figure 2.44 shows the measurement error versus
the target position, where a standard deviation of around 0.73 mm was achieved. Recently, this
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Figure 2.44: Measurement error as a function of the target position employing the sub-carrier
FM CW THz radar reported in [604] (reprinted from [604]).

has been reduced down to around 0.42 mm, while a real-time measurement error of around 0.75
mm was reported for a moving ("dynamic") target [607].
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Chapter 3

Resonant tunnelling diode
microfabrication technology

This Chapter presents the microfabrication conducted in this work. In particular, it describes
the fabrication process used to realise the designed micron-sized indium phosphide double-
barrier resonant tunnelling diodes, which is based on hybrid electron-beam/optical lithography.
After providing with the details on the employed mask layout, a brief explanation of the differ-
ent adopted processes and associated fabrication tools is provided, including lithography, metal
evaporation and lift-off, and wet/dry etching, as well as metrology, after which an in-depth de-
scription of the device full fabrication flow is presented. The fabrication of the test structures
used to extract the devices Ohmic contacts resistance is also described. This work was carried
out in the James Watt Nanofabrication Centre at the University of Glasgow, which consists in a
1400 m2 class 1000 (ISO 6) clean-room facility.

3.1 Mask design

The lithographic mask employed in the fabrication of the resonant tunnelling diodes (RTD) was
designed using Tanner L-Edit IC from Siemens EDA [608], and is shown in Figure 3.1a. It
comprises of 32 devices per square top mesa area A, ranging between 3⇥ 3 µm2 and 10⇥ 10
µm2 with 1 µm side increment, together with A = 15⇥15 µm2, 20⇥20 µm2, and 30⇥30 µm2,
and sub-divided in eight groups distributed across the whole mask area, for a total of 384 diodes.
In each group, the devices are arranged according to vertical and horizontal 30 µm-wide pitches.

An example of designed 5 ⇥ 5 µm2-large device is shown in Figure 3.1b, together with
a zoom-in over the associated RTD region in Figure 3.1c, outlining the different lithographic
layers, whose fabrication will be described in Section 3.7. The bond-pads are designed in a
coplanar waveguide (CPW) geometry with characteristic impedance Z0 = 50 W for scattering
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Figure 3.1: Designed RTD lithographic mask. In a), mask layout; in b) and c), zooms-in over
a 5⇥ 5 µm2-large device and associated RTD region, outlining the different lithographic win-
dows, including top/bottom contact/mesa, passivation, and bond-pads; in d), designed optical
alignment marks; in e), zoom-in over the two markers-set associated to the second lithographic
step (top mesa); in f), check structure for via opening; in g), zoom-in over the via structures
for the 3⇥ 3 µm2 devices; in h), mask layout for conductive substrate processing; in i) and j),
zooms-in over a 5⇥5 µm2-large device and associated RTD region.
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(S)-parameters measurement, as will be discussed in Chapter 6. In particular, the signal pad
width w is set to 50 µm, and the gaps between signal and ground pads g to 33.5 µm, while the
ground pads width s to 110 µm, with s > 5w/2 to ensure minimal radiation losses and correct
guiding of the coplanar mode upon excitation [609]. The pads are then tapered towards the RTD
region by keeping the same Z0.

At the same time, 22 transmission line measurement (TLM) test structures for the extrac-
tion of the devices contacts resistance are included, which will be discussed in detail in Sec-
tion 3.8. The mask incorporates optical alignment markers at the four sides of each associated
lithographic window (Figures 3.1d and e), for a total of six lithographic steps: the first, which
consists in patterning the devices top contact, top TLMs, and the optical alignment markers
(as well as further markers for chemical wet etching and sample orientation), is carried out
through electron-beam (E-beam) lithography (EBL) for accurate shaping of the smaller devices
(3⇥3�5⇥5 µm2) and of the top TLMs 1 µm-wide gap, while the remaining five steps are pro-
cessed through photo-lithography. Moreover, test structures for via opening of the small RTDs
(Figure 3.1f and g) are also included, for a total framed mask area of around 1 cm2.

Some of the epitaxial structures processed in this work were grown on conductive n-type
indium phosphide (InP) substrates rather than standard semi-insulating (SI), which makes the
mask in Figure 3.1a unsuitable. Indeed, the bond-pads lie on the substrate, which would short
circuit the devices upon DC probing. To address this issue, a second mask layout was designed,
which is shown in Figures 3.1h. This is a copy of the aforementioned one apart from the passi-
vation layer, which is extended all over the device region, as shown in Figure 3.1i and j. In this
case, the bond-pads sit on the insulating layer, allowing for a correct DC biasing of the RTDs.
Note, however, that the processed TLMs cannot be measured in this case since there is no way
to provide electrical isolation within the single structure and between the different structures.

a)

b)

c)

Figure 3.2: In a), designed photo-mask layout; in b), zoom-in over the first two photo-windows
(top mesa and bottom contact); in c), 5" ⇥ 5" engraved physical photo-mask.
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All the lithographic windows (eleven in total: two E-beam and nine optical) were designed
for positive resists, as discussed in Section 3.2. Figure 3.2a shows the designed photo-mask,
comprising of the nine lithographic windows, while Figure 3.2b shows a zoom-in over the as-
sociated top mesa and bottom contact steps. Among the optical windows, an additional window
(top contact) is included, which is identical to the one designed for EBL and was used in the
early fabrication stages for comparison. Moreover, two other windows are also added for top
TLMs processing (one of which for mere testing), as will be described in Section 3.8. The photo-
windows have been engraved on a 5" ⇥ 5" physical mask by Compugraphics Photomasks, which
consists in a quartz-based slab with a chromium (Cr)-based processed film on one side carrying
the designed features, as shown in Figure 3.2c.

3.2 Lithography

The realisation of semiconductor-based electronic devices and associated monolithic integrated
circuits (IC) relies on the progressive transfer of pre-designed features onto a sample/wafer via a
coated thin layer named resist, in what is called lithographic patterning [105]. In this context, a
resist is a substance which is sensitive to either photons (light) or electrons thanks to its chemical
structure and composition, and it usually consists of a sensitiser (containing the photo/electron-
active compound), a polymeric base resin (which gives mechanical/chemical strength), and an
organic solvent (which allows spin-coating) [105]. Generally-speaking, each fabrication step,
whether it consists in deposition or etching, requires a lithographic process.

Depending on their polarity, resists can be classified in two main categories: 1) positive; and
2) negative. Regarding optical resists, positive photo-resists reinforce their solubility towards
developer agents if exposed to ultra-violet (UV) radiation thanks to photo-decomposition of the
associated polymeric chains, while negative photo-resists tend to become less soluble accord-
ing to photo-polymerisation/photo-cross-linking [105]. Similar considerations apply to E-beam
resists. Due to the higher resolution and thermal stability that usually distinguish positive com-
pared to negative resists, positive optical and E-beam resists were used in this work.

In particular, the MICROPOSIT S1800 G2 photo-resist series from Rohm & Haas Electronic
Materials [610], including both S1805 and S1818, as well as LOR-10A lift-off resist (LOR) from
MicroChem [611], were chosen. At the same time, polymethyl methacrylate (PMMA) no. 8 and
10 E-beam resists from Allresist [612] were adopted for the EBL steps. Further details on the
employed E-beam resists are reported in Appendix A. All these resists are available in the James
Watt Nanofabrication Centre (JWNC).

At each fabrication step, a thin layer or multiple layers of resist is(are) coated on the wafer
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Figure 3.3: Lithographic process flow: a) resist spin-coating; b) sample exposure through photo-
lithography; c) sample exposure through EBL; d) development and plasma ashing.

sample through a spin cycle, as depicted in Figure 3.3a, which can be either photo-resist(s) or
E-beam resist(s) depending of the process requirements. Figure 3.4a shows an example of lam-
inar flow (LAF) cabinet intended for resist spin-coating in the JWNC, which is equipped with a
chemical fume hood and can process small samples up to full-size wafers. The sample is placed
on top of a size-compatible chuck and mounted in the spinner, where a vacuum system firmly
holds the sample to the chuck surface. Then, the resist is gently poured onto the sample surface
by means of a filtered syringe and spun thanks to a controller, which allows to set the spin cycle
recipe, including ramping, speed, and spinning time of the single or different spinning steps.

This determines the thickness of the coated film depending on its viscosity according to the
associated spin curve, and it affects its lithographic resolution, so both the type of resist, as well
as its spin recipe, have to be carefully selected according to the specific fabrication step. In this
context, the amount of poured resist, its location on the sample surface, as well as the cleanness
of the sample back side, play an important role for a successful lithographic pattering, and this
is achieved based on the level of experience processing with the employed chucks, spinners, and
resists.

Subsequently, the sample is soft-baked on a hot-plate, as shown in Figure 3.4b. This allows
to improve the mechanical strength of the film by removing the solvent excess, which is required
for a correct lithographic exposure. The temperature is set thanks to a controller, and it depends
upon the spun resist. The entire process is repeated according to the number of required resist
layers, which can be multiple for certain processes, such as in lift-off.
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a)

b)

Controller

Chuck + Sample

Spinner

Resist syringe

ControllerHot-plate

Sample

Figure 3.4: In a), LAF cabinet for photo-resist spin-coating (E-beam resist ones are analogous);
in b), hot-plate for sample soft-baking.

According to the required resolution, standard optical lithography or highly-resolved EBL
are typically employed depending on the dimension of the features intended to be patterned
[105]. In the present work, both techniques were employed. In photo-lithography, the mask
layout transfer is achieved by exposing the pre-spun sample by means of an UV light source via
the photo-mask, as shown in Figure 3.3b. In this work, the MA6 manual photo-mask aligner
from SÜSS MicroTec [613] in the JWNC was used in hard contact mode, which is shown in
Figure 3.5. The tool can process small-size samples and up to 6” wafers in diameter. The in-
corporated mercury (Hg)-xenon (Xe)-based vapour lamp is capable of generating UV radiation
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Figure 3.5: MA6 manual photo-mask aligner.

of around 0.4 µm in wavelength, while the system allows alignment down to around 0.5 µm,
which meet most of the requirements dictated by the microfabrication of the RTD devices and
TLM structures reported is this work. Generally-speaking, the resolution achieved during the
lithographic process depends on the employed exposure tool and associated settings, as well as
on the intrinsic properties of the coated resist film.

In the common operating procedure, the photo-mask is mounted on a suitable mask holder
thanks to a vacuum system according to the specific optical widow of interest. After defining
the tool settings depending on the resist features, including exposure time (dose) and alignment
distance, the sample is loaded under the photo-mask and put in contact with it, as well as firmly
secured to the vacuum holder. The sample is then aligned to the optical window by means of an
optical microscope and thanks to mechanical knobs, after which is eventually exposed. In this
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Figure 3.6: EBPG 5200 E-beam lithographic tool.

context, the features patterning is achieved thanks to the high-transmittance/reflectance of the
quartz/Cr-based regions on the employed photo-mask.

If deep sub-µm resolution is needed, EBL allows to pattern features below 20 nm in di-
mension [614, 615]. The working principle of high-resolution EBL is based on the progressive
scanning of the coated sample via a highly-accelerated nanometric E-beam under strict vacuum
conditions, as shown in Figure 3.3c. In this context, an electron gun (E-gun) generates the
electron flux typically by means of a high-current tungsten (W)-based filament thanks to either
thermionic or field-effect emission. The superb achievable resolution compared to standard UV
light exposers relies on the low electron wavelength at large acceleration voltages [616]. Al-
though nanometric patterning was not required in this work, EBL was employed to carry out
some critical fabrication steps, as discussed in later in this Chapter.

To do that, the EBPG 5200 E-beam lithographic tool from Raith [617] in the JWNC was
used, which is shown in Figure 3.6. In this context, loading and exposure of the sample is not
done by users themselves but, on the contrary, carried out by clean-room staff. The E-beam job
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Sample

Developer

Figure 3.7: LAF cabinet for S1800 series photo-resists development (those for LOR-10A and
PMMA are similar).

featuring the desired lithographic layout and exposure settings (e.g., dose, resolution, beam size,
proximity correction, etc.) is created by the user through BEAMER from GenISys [618] and
CJOB from Raith [619], and sent to the operator via server, who can then process the pre-coated
sample. In this context, the minimum feature size ranges between 10 nm and 20 nm.

After lithography, the sample is developed [620] and the exposed resist regions removed,
as shown in Figure 3.3d. An example of fume hood-equipped LAF cabinet devoted to samples
development in the JWNC is shown in Figure 3.7. In this context, the developer solution, as well
as the processing time, are chosen according to the exposed resist. Ultimately, low-temperature
plasma ashing [620] is performed to remove any resist residuals which have not been dissolved
during the development stage, making the sample ready for either metal deposition or wet etch-
ing. In particular, an oxygen (O2) plasma is used to turn the organic residues to ash in a reaction
chamber, which are then pumped away. Figure 3.8 shows the used PlasmaFab 505 barrel asher
in the JWNC. In this context, the generator power sets the etch-rate which, together with the
processing time, must be suitable for the intended fabrication step.

3.3 Metal evaporation and lift-off

Metallisation is a key step in the fabrication of electronic devices and ICs, and it is typically car-
ried out employing physical vapour deposition (PVD) [105], such as evaporation, sputtering, or
electroplating. In this work, metal deposition was carried out through evaporation, in particular,
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Figure 3.8: PlasmaFab 505 barrel asher.

electron-beam physical vapour deposition (EBPVD) [105], which was used in the realisation of
the RTD devices Ohmic contacts and bond-pads, as well as for the TLMs metal structure. This
process consists in bombarding a selected metal target thanks to a highly-accelerated E-beam
under high-vacuum conditions.

Here, the beam is generated by means of an E-gun, similarly as in EBL. Electrons are then
accelerated, directed, and focused towards a crucible target containing the metal intended to be
evaporated. Upon striking, the kinetic energy of the beam electrons is high enough that the re-
leased thermal energy is sufficient to sublimate a localised volume of the target material. If the
required evaporation/deposition chamber vacuum and temperature are sufficiently high to keep
the vapour phase, the target desorbed atoms diffuse and then precipitate into solid form onto
the sample surface. Since each metal has a different sublimation point, the E-beam current and
acceleration voltage have to be set accordingly.
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Figure 3.9: MEB550S E-beam evaporator no. IV.

Figure 3.9 shows the MEB550S E-beam evaporator no. IV from Plassys [621] in the JWNC,
which was used for the metallisation steps. The system features two pumping stages: the first
reaches around 9⇥10�2 mbar thanks to a turbomolecular pump, while the second allows to go
down to 1⇥10�6 mbar by employing a cryogenic pump. Moreover, control panels allows to set
the required E-gun acceleration voltage and beam current, and, more generally, to create/select
the overall process recipe for the deposition of the intended metal film/stack. In this work, tita-
nium (Ti), palladium (Pd), gold (Au), and molybdenum (Mo) were deposited using this tool.

At the same time, the system is equipped with an argon (Ar) ions-based gun for ion milling.
In this context, a plasma-activated ion-beam made of heavy Ar+ ions is used to sputter-off the
oxide thin layer at the sample surface by dislodging the associated atoms before metal depo-
sition [622]. A control panel allows to set the acceleration voltage and etch time according to
the process requirements. This technique is similar as to focused-ion beam (FIB) [623] and is
analogous to a dry-etch process. This in-situ cleaning step is crucial in the fabrication of low-
contact resistance Ohmic contacts in high-frequency electron devices, as will be explained in
Sections 3.7 and 3.8, and further in the next Chapters. In this work, the aforementioned process
was used to fabricate the RTDs contacts, as well as in the realisation of the TLM structures used
to estimate their parasitic resistance.

The correct deposition of metal thin-layers through EBPVD requires a lift-off process [620].
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Figure 3.10: Dual lift-off process flow associated to metal EBPVD: a) sample spin-coating; b)
exposure and development; c) metal evaporation; d) lift-off.

Figure 3.10 illustrates the dual lift-off process carried out in this work. First, a resist bi-layer
is spun onto the sample surface and soft-baked (Figure 3.10a). Here, the first layer is used to
crate an under-cut profile, while the second one provides with the required lithographic resolu-
tion. The sample is then patterned through either photo-lithography or EBL, and subsequently
developed. Figure 3.10b shows the sample after development. As may be seen, a pronounced
under-cut profile is obtained, which is possible thanks to the different rate of solubility of the
two resist layers towards the employed developer agents.

The sample is then subjected to metal deposition over its entire area, as shown in Figure
3.10c. In this context, metal coverage of the resist lateral side-walls is prevented thanks to the
line-of-sight character of the evaporation process. As a final step, the sample is treated with a
resist stripper solution and left in a hot water bath for the required time. This lets the protecting
resist regions to dissolve, "lifting-off" the unwanted metal areas and leaving the intended metal
pattern, as shown in Figure 3.10d. Clearly, the resist has to be thick enough to be correctly and
easily dissolved by the stripper, so it is typically set to be at least three times thicker compared to
the metal intended to be deposited. This, together with the created under-cut profile, guarantee
a successful lift-off process.

3.4 Wet etching

The removal of semiconductor material from selected regions is carried out through etching
[105], and this can be either wet or dry depending on the nature of the process. In this work,
wet etching was employed for most of the required etching steps, including the RTDs and TLMs
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Figure 3.11: LAF cabinet for wet chemical etching, which can also be employed for develop-
ment processes involving tetramethylammonium hydroxide.

mesas. This because of the low associated cost and processing time, as well as the compatibil-
ity with the designed large top mesa area RTD devices (above 3⇥ 3 µm2) and, partially, TLM
structures. The process consists in dissolving the required epitaxial layers through acid-based
solutions with high-degree of selectivity.

In the present work, indium gallium arsenide/aluminium arsenide (InGaAs/AlAs) RTD het-
erostructures epitaxially-grown on InP wafers were processed employing a highly-diluted dis-
solver composed of hydrogen peroxide (H2O2) (which acts as oxidising agent, triggering and
speeding-up the involved chemical reactions), orthophosphoric acid (H3PO4), and water (H2O),
with composition H3PO4:H2O2:H2O=1:1:38 [624], which has a rate of around 100 nm/min at
room temperature (RT) in dissolving InGaAs, AlAs, and indium aluminium arsenide (InAlAs),
while it is selective to InP. An example of fume-hood-equipped LAF cabinet devoted to wet
chemical etching in the JWNC is shown in Figure 3.11.

Figure 3.12a and b illustrate a typical wet-etch process, where a hard mask is employed
to protect the non-etching regions (Figure 3.12a). Wet chemical etching tends to be highly-
anisotropic in III-V materials, i.e., the etch rate depends on the specific semiconductor crystal
orientation, resulting in an overall vertical-to-lateral epi-stack-dependent etching rate. As a
consequence, the processed layer(s) is(are) partially etched underneath the protecting etch mask,
resulting in the undercut profile shown in Figure 3.12b. In the context of the present work, this
limits the minimum dimension of processable RTD devices according to the associated layer-
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Figure 3.12: Etching processes. In a) and b), anisotropic chemical wet etching; in c) and d), RIE
of polyimide PI-2545 employing S1805 photo-resist as soft mask.

stack and leads to a reduction of the effective RTD top mesa area compared to design.

3.5 Dry etching

Dry etching is a directional process and far more anisotropic than wet etching, and it usually
consists in exposing the processing material to ion bombardment under reduced pressure [105].
A common technique is reactive ion etching (RIE), which consists in generating an ion flux
through a chemically-reactive plasma [620]. The ions are then accelerated towards the sample
surface and react with it, and the reactions by-products pumped away. At the same time, sput-
tering of the material can take place.

In the present work, this process was employed to open a via on top of the RTD device top
contact after passivation, as will be discussed in Section 3.7. Figures 3.12c and d illustrate the
associated RIE process. The passivation layer, which is spun across the whole sample, is re-
alised with polyimide PI-2545 resin from HD Microsystems [625], while an S1805 photo-resist
layer is used as protecting soft mask. here, a mixture of tetrafluoromethane (CF4) and O2 gases
is used to generate the reactive plasma, which gives etch rates of around 215 nm/min and 150
nm/min for the employed resin and etch mask, respectively. To do that, the Plasmalab 80 Plus
from Oxford Instruments [626] in the JWNC was used, which is shown in Figure 3.13. As for
the EBPG 5200, this tool is operated by clean-room staff.
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Figure 3.13: Plasmalab 80 Plus RIE tool.

To ensure a correct device passivation and via opening, the unwanted polyimide layer regions
have to be etched away. To monitor the process, real-time laser interferometry was employed
by means of a LEM end-point detector from Horiba Scientific [627]. In this technique, a narrow
laser beam is impinged on the polyimide layer in a sample free region. Typically, the central
part is chosen due to the smoother profile of the spun resin. As a result, part of the beam will
be reflected at both the vacuum-polyimide and polyimide-InP substrate interfaces, with a total
intensity that strictly depends on the passivation layer thickness, and which is detected through
a charge-coupled device (CCD) camera.

As the polyimide layer is etched away, the intensity changes due to the phase difference of
the two detected light beams, resulting in an oscillatory behaviour and allowing for real-time
monitoring of the process. Obviously, when the passivation layer is entirely removed, the signal
stays flat, indicating the completion of the etching process. Figure 3.14 shows two examples of
detected signal intensity during RIE of fabricated RTD samples. In this context, the number of
peaks and, more generally, the processing time, depend on the thickness of the polyimide layer,
which depends upon processing requirements.

116



CHAPTER 3.6. METROLOGY

a)

b)

Figure 3.14: Detected laser signal level during RIE of the polyimide PI-2545 passivation layer
featuring two different thicknesses: in a), 1.2 µm, while in b), 1.8 µm, for a total of six and nine
trace peaks, respectively.

3.6 Metrology

Checking the sample at each fabrication step and associated sub-step is crucial to guarantee a
smooth process flow. To do that, the JWNC offers various characterisation equipment. In this
work, optical microscopes, as well as an electron microscope, a profilometer, and a probe station
were intensively used.

Scanning electron microscopy (SEM) consists in probing the sample by means of a highly-
accelerated nanometric E-beam [628]. This is produced by an E-gun in strict vacuum and cryo-
genic conditions, similarly as in EBL. As a result of the interaction between the beam and the
specimen, several signals are produced, among which secondary electrons (SE), back-scattered
electrons (BSE), characteristic X-rays, Auger electrons, photons (according to cathodolumines-
cence (CL)), and many more, which are detected by means of specific detectors. In this context,
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Figure 3.15: UHR FE-SEM SU8240 scanning electron microscope.

SEs provide with the topographical information of the sample surface, while BSEs allow for
contrast imaging based on the specimen chemical composition or the analysis of its crystal-
lographic structure. At the same time, elemental analysis or chemical characterisation can be
carried out thanks to the detected characteristic X-rays, in what is called energy-dispersive X-ray
spectroscopy (EDX).

Figure 3.15 shows the employed UHR FE-SEM SU8240 scanning electron microscope from
Hitachi High-Technologies Corporation [629] in the JWNC. The system is equipped with a field-
emission (FE) E-gun, SEs and BSEs detectors, and it allows for EDX. In this work, imaging of
the RTD devices and TLM structures during fabrication and upon process completion was car-
ried out employing the SEs Everhart-Thornley-like scintillator/photo-multiplier-based detectors.
In this context, the resolution, which can be as high as around 1 nm, can be set according to the
E-gun acceleration voltage (of the order of the kilovolt), while the two-stage magnification (up
to around 106) is adjusted by means of a complex system of lenses.

Figure 3.16 shows the used DektakXT mechanical profiler from Bruker Corporation [630]
in the JWNC. The tool is equipped with a diamond-based tip to contact the sample and allows

118



CHAPTER 3.7. RTD DEVICES FABRICATION PROCESS

Sample

X-Y Stage

Tip

Figure 3.16: DektakXT mechanical profiler.

to measure its surface topography with a vertical resolution of up to 0.1 nm, where the stylus
diameter can range between several micrometres down to few tens on nanometres. In this work,
this tool was employed to accurately monitor the etch depth during the RTD devices fabrication.

Figure 3.17 shows the used probe station intended for DC measurements in the JWNC. The
system features four DC probes and a 4155C semiconductor parameter analyser (SPA) from
Keysight Technologies [631]. In the present work, this tool was intensively employed during
microfabrication, as it will be discussed in Sections 3.7 and 3.8.

3.7 RTD devices fabrication process

The starting point of the fabrication flow is represented by the semiconductor wafer (typically
ranging between 2" and 4" in diameter) constituting the designed n-type intra-band double-
barrier RTD epitaxial structure based on the InGaAs/AlAs material system, which is epitaxially-
grown on an InP substrate. To illustrate the fabrication flow, an example of processed epitaxial
structure, which is depicted in Figure 3.18, is taken as a reference, which was investigated in the
early stages of this work. A comprehensive discussion on RTD epitaxial design in the context
of the present work is provided in the following Chapters.
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Figure 3.17: Probe station for DC measurements.

The heterostructure includes an In0.53Ga0.47As/AlAs double-barrier quantum well (DBQW)
active region, consisting of an around 4.4 nm-thick (15 monolayers (ML), where 1 ML '
0.293 nm) In0.53Ga0.47As quantum well (QW) sandwiched by two AlAs barriers of around
1.5 nm (5 ML) in thickness. The DBQW region is surrounded by 5 ML-thick In0.53Ga0.47As
undoped spacer layers, 25 nm-thick In0.53Ga0.47As lightly-doped spacers (with doping con-
centration ND = 2 ⇥ 1016 cm�3), 160 nm-thick n+ In0.53Ga0.47As emitter and collector re-
gions (ND = 2⇥ 1018 cm�3), and 40 nm/400 nm-thick In0.53Ga0.47As heavily-doped collector
cap/emitter contact layer (ND = 3⇥ 1019 cm�3). The epi-stack was grown through molecular
beam epitaxy (MBE) [632] by IQE on a lattice-matched 650 µm-thick SI InP substrate employ-
ing a 200 nm-thick In0.52Al0.48As buffer layer and using silicon (Si) atoms as donors.

As initial step, a square sample with area of around 1.2 cm2 (11 mm-long sides) is cleaved
from the wafer to accommodate the mask layout shown in Figure 3.1. In the present work,
this was done through the high-precision ATV RV-129 diamond wafer scriber from ATV Tech-
nologie [633] in the JWNC. After that, the correct sample face has to be identified. Indeed,
depending on the grower, wafers can be polished on both sides to enhance the lithographic
degrees of freedom. In the present work, this was done through simple DC measurements em-
ploying the JWNC probe station shown in Figure 3.17. In this context, the highly-resistive InP
substrate shows high impedance in the megaohm range, while the highly-doped top epi-layers
can typically carry several tens of milliamperes at few volts. As already mentioned, some of the
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Figure 3.18: Example of processed InGaAs/AlAs RTD epitaxial structure. The device mesa is
shown, together with Ti/Pd/Au metal contacts, whose fabrication is described in the following.
Layers nomenclature assumes forward bias operation.

wafers processed in this work feature conductive substrates, so the aforementioned procedure
could not be employed. However, these wafers were not polished on the substrate side, making
electrical characterisation and sample back-side marking unnecessary.

Before processing, the sample requires a cleaning stage in an ultrasonic water bath, which
consists in a three-step soaking procedure based on acetone ((CH3)2CO), methanol (CH3OH),
and isopropyl alcohol (IPA, C3H8O). In this context, acetone and methanol, together with the
physical action of the ultrasonic process, are used to chemically remove any organic and oily
contaminants from the sample surface, respectively, while IPA cleans from potential residues
caused by the high evaporation rate of acetone. Finally, a de-ionised water rinse based on re-
verse osmosis (RO) is used to wash the sample and finalise the process.

The RTD devices fabrication process comprises of one E-beam (top contact) and five optical
lithographic steps, for a total of six steps. The complete fabrication recipe used in the present
work is provided in Appendix A, which includes the realisation of top and bottom TLM struc-
tures during the same fabrication run (whose process will be described in detail in Section 3.8),
as shown in Figure 3.1. This recipe was partially inherited as a result of past research work
conducted within the High-Frequency Electronics group [396,634], University of Glasgow, and
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it was fully-revisited, improved, and extended for the purpose of this work.

The general fabrication flow is illustrated in Figure 3.19 and described in the below:

a) Top contact: the first step consists in depositing the RTDs top metal Ohmic contacts
(as well as the top TLMs metal structure), as shown in Figure 3.19a. Before that, the
sample is subjected to an UV light/ozone (O3) treatment for 1 h. This is done to clean
the sample from any residual organic (resist) contaminants [635] and, overall, to ox-
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Figure 3.19: RTD device fabrication flow: a), top contact; b), top mesa; c), bottom contact;
d), bottom mesa; e), passivation and via opening; f), bond-pads. In e), the passivation layer
extension for bond-pads insulation is also displayed with a lighter colour. In f), the bond-pads
sit on the extended passivation layer as a comprehensive example.
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idise its surface. Indeed, the sample is exposed to air in normal conditions, making
a thin native oxide layer forming at its surface. However, this is detrimental in the
fabrication of Ohmic contacts, as it will be explained in Section 3.8.
To circumvent it, the sample surface is oxidised thanks to an UV/O3 exposure, form-
ing oxidizes species [636] that can be easily removed by a subsequent wet-etch chem-
ical treatment [637]. In the context of the present work, this was carried out using the
T10XT10/OES/E UV/O3 cleaning system from UVOCS [638] in the JWNC, which
is shown in Figure 3.20. The tool is equipped with a low-pressure Hg-based vapour
lamp emitting UV rays mostly of 184.9 nm and 253.7 nm in wavelength. In this
context, the first spectral line is used to decompose atmospheric oxygen molecules
(O2) in atomic oxygen (O), i.e., O2!O+O, and to form O3, i.e., O+O2!O3, while
the second one to make contaminant molecules reacting towards O, as well as to
decompose O3, i.e., O3!O2+O. The continuous photo-sensitized formation and de-
composition of O3 generates an abundant population of reactive O, which acts as
oxidising agent towards oxidizable species at the sample surface.
After that, a thin bi-layer made of around 780 nm-thick PMMA 8 and around 70
nm-thick PMMA 10 E-beam resists, for a total thickness of around 850 nm, is spin-
coated on the sample surface and soft-baked. Both resists have resolution in the

Processing 
chamber

Timer

Figure 3.20: T10XT10/OES/E UV/O3 cleaning system.
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nanometre range. During spinning, the sample back side is protected with adhesive
clean-room tape (the same applies to all the spin steps for both RTD devices and
TLMs fabrication). The sample is then exposed with the EBPG 5200 through a dual
E-beam exposure procedure (which will be described in Section 3.8) and developed
in IPA:methyl isobutyl ketone (MIBK)=2.5:1.
Before metallisation, a further shorter treatment with UV/O3 is performed to clean
from resist residuals and to further oxidise the sample surface, followed by ex-situ
wet chemical etching in an hydrochloric acid (HCl)-based diluted solution with con-
centration HCl:H2O=1:3 to clean the sample surface. The UV/O3 processing time
was optimised based on the tool etch rate and employed resist stack, allowing for a re-
liable lift-off. Afterwards, a Ti/Pd/Au=20/30/150 nm (or molybdenum/titanium/gold
(Mo/Ti/Au)=20/20/150 nm) metal stack is deposited through EBPVD by using the
MEB550S E-beam evaporator (Plassys IV) after a short in-situ Ar+-based dry-etch
surface cleaning process, followed by lift-off in MICROPOSIT remover 1165 solu-
tion from Rohm & Haas Electronic Materials [639].

b) Top mesa: the second step consists in creating the RTDs top mesa (and, partially, the
top TLMs mesa), as shown in Figure 3.19b. After the photo-mask is properly cleaned
(recipe provided in Appendix A), a thin S1805 photo-resist layer of around 500 nm
in thickness is spun on the sample and soft-baked. After UV exposure with MA6, the
sample is developed in a diluted solution based on MICROPOSIT Developer Con-
centrate (MDC) from Rohm & Haas Electronic Materials [640] with concentration
MDC:H2O=1:1, and subsequently ashed.
Due to the large associated size, the RTDs and TLMs mesas are defined through
chemical wet etching. In this context, the photo-resist is mainly used to protect the
TLMs gaps and further mask features, including the optical alignment markers, while
the RTDs top metal contact acts as etching hard mask for the devices top mesa. The
process is carried out through the employment of a diluted acid-based solution of
composition H3PO4:H2O2:H2O=1:1:38, where the sample is etched from the col-
lector contact up to the emitter contact layer. By processing the structure in Figure
3.18, the measured etch depth with the DektakXT was around 520 nm, for a total
processing time of 5 min and 20 s. Finally, the resist is stripped using 1165 solution.

c) Bottom contact: the third step consists in depositing the RTDs bottom metal Ohmic
contact (as well as the bottom TLMs metal structure), as shown in Figure 3.19c. This
step is analogous to the top contact apart from the spin-coated resist, which consists
in a thick bi-layer made of > 1 µm-thick LOR-10A and around 1.9 µm-thick S1818
photo-resists, for a total thickness of around 3 µm. This is done to cover and protect
the RTDs and TLMs from metallisation, allowing for a correct lift-off.
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In this context, the S1818 film has a resolution of around 2 µm, which is sufficient to
pattern the intended large metal features. Moreover, differently from the top contact
step, exposure is carried out through MA6, while development using the MICROP-
OSIT MF-319 developer solution from Rohm & Haas Electronic Materials [641],
which is based on tetramethylammonium hydroxide (TMAH). At the same time,
UV/O3 exposure is carried out entirely before EBPVD, which is possible thanks to
the thick S1818 resist film, allowing for a correct lift-off. This is carried out through
multiple subsequent short sub-steps to allow the sample cooling down, avoiding the
resist to burn due to the high chamber temperature at prolonged processing times.

d) Bottom mesa: the fourth step consists in creating the RTDs bottom mesa (and the
(partially)top/bottom TLMs mesas), as shown in Figure 3.19d. This step is anal-
ogous to the top mesa apart from the spin-coated resist, which consists in a thick
S1818 layer. This is done to additionally cover and protect the RTD devices from
etching. As for the bottom contact, S1818 allows to process the intended large mesa
features.
In this step, etching is carried out up to the InP substrate, which acts as etch stop, by
entirely removing the emitter contact and potential buffer layers. This is checked ei-
ther through mechanical profilometry and/or DC probing. In the case of the structure
in Figure 3.18, the measured etch depth was around 500 nm with DektakXT, for a
total processing time of 6 min.

e) Passivation and via opening: the fifth step consists in passivating the RTDs, opening
a via on top of the associated top contact to allow for bond-pad connection and, in the
case of a conductive substrate, creating the bond-pads insulation support, as shown
in Figure 3.19e. In this context, the square via area was designed to be half of the
associated RTD top contact dimension. Moreover, the bottom mesa was framed to
allow for a correct bottom pad deposition, as explained in the following.
To do that, a polyimide PI-2545 layer is spun onto the sample and cured at high
temperature. Here, the thickness of the resin film is chosen according on the overall
thickness of the RTD mesa structure. In this work, thicknesses of around 1.2 µm
and 1.8 µm were adopted. After that, a thin layer of S1805 photo-resit is spin-coated
and soft-baked. This layer acts as soft mask and it is designed to protect the device
passivation region during RIE according to its corresponding etch-rate [634]. In the
present work, 0.9 µm were found to be suitable for all the processed RTD hetero-
structures.
After UV exposure through MA6 and development in MDC:H2O=1:1, the sample
is ashed and post-baked on a hot plate for 10 min. This is done to smooth the resist
edges and obtain a tapered polyimide layer profile after RIE, which ensures good step
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Figure 3.21: Fabricated 5⇥5 µm2-large RTD device. In a), photograph of the processed sample
and photo-micrograph of the fabricated device, together with a zoom-in over the RTD region; in
b), SEM image of the RTD region.

coverage during the bond-pads EBPVD step, avoiding metal discontinuities. The
sample is then processed with RIE80+ in a CF4/O2-based plasma and the process
monitored using the installed interferometer.

f) Bond-pads: the sixth and final step consists in depositing the RTDs bond-pads to al-
low for DC probing and S-parameter measurements, as shown in Figure 3.19f. This
step is analogous to the bottom contact due to the similar lithographic requirements,
apart from the evaporated film, which consists in a thick Ti/Au=20/400 nm metal
stack layer to ensure the associated integrity during device probing, and the miss-
ing pre-EBPVD UV/O3 and wet-etch cleaning treatments, which are replaced by a
plasma ashing sub-step.

The processed sample featuring the epi-stack in Figure 3.18, together with one of the fabricated
RTDs with designed top mesa area A= 5⇥5 µm2, are shown in Figures 3.21 and 3.22. Although
the sample was characterised by a SI InP substrate, the RTDs bond-pads were deposited on the
extended passivation layer, which was done at the beginning of the thesis work in testing the
adhesion capabilities of Ti over polyimide PI-2545 in order to ensure a correct device probing.

The device features peak current Ip ' 40 mA, peak-to-valley current ratio PVCR ' 4.4, peak
voltage Vp ' 1.07 V, and valley-to-peak voltage difference DV ' 0.53 V, while the associated
maximum radio-frequency (RF) power PRF,max was estimated to be around 1.3 mW.
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Figure 3.22: Measured DC IV curve of the fabricated RTD device shown in Figure 3.21.

3.8 TLM structures design and fabrication process

As broadly discussed in Chapter 2, the parasitic resistance associated with Ohmic contacts is one
of the main factors that bottleneck the RF power capability of the RTD device at high-frequency.
In particular, it limits the cut-off frequency at which the RTD can provide gain, as well as the
maximum power the diode is able to deliver at a specific operation frequency. In the context of
THz oscillators, this affects the resonator spectral line-width and quality factor (Q), which de-
termine the system phase-noise. As a consequence, together with affecting the transmitter (Tx)
output power, this influences the wireless data-link signal-to-noise ratio (SNR) and associated
data-rate.

Ohmic contacts of state-of-the-art THz RTD devices employed in both sources and detectors
typically feature a specific contact resistivity rc in the range 2�10⇥ 10�8 W cm2, but it can
reach over 2⇥ 10�6 W cm2 if care is not taken during fabrication. In the framework of high-
power (above 1 mW) InGaAs/AlAs double-barrier RTDs aimed at oscillator realisation in the
low-THz range (⇠ 100�300 GHz) [169, 390], the unoptimised metal-to-semiconductor junc-
tion fabrication process keeps rc far from physical limiting values [642, 643], resulting in poor
Ohmics.

The concept of parasitic resistance arising at metal-semiconductor contacts according to
Schottky’s theory is well established and explained in classic electron devices textbooks [165].
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To maximise device performance, design and fabrication of the Ohmic contacts should be con-
ducted to reduce the associated Schottky potential barrier, and rc minimised towards the quan-
tum limit dictated by the Landauer’s conductance quantisation rule [643].

In this context, an accurate and reliable approach to experimentally-extract rc is required to
estimate the behaviour of the contacts and the extrinsic frequency response of the device. In
the present work, this was done through transmission line measurements [644] by employing
an had-hoc test structure. The designed EBL mask and associated top contact TLM structure
layouts are shown in Figure 3.23, featuring gap spacing ranging from 6 µm to 1 µm for accurate
rc extraction, for a total of 112 TLMs and an overall mask area of around 1 cm2. The structure
is analogous to the one included in the RTD mask in Figure 3.1, which is used to estimate the
contact resistance associated to the top contact during the same fabrication run.

In principle, the same layout can be also employed for the bottom Ohmic contact. In this con-
text, few bottom TLMs were included in the RTD photo-mask, as shown in Figure 3.1, featuring
minimum gap spacing of 3 µm due to the associated photo-lithographic resolution constrains.
However, although rc associated with the bottom contact tends to be slightly higher compared
to the top contact one due to the rough surface profile caused by chemical wet etching during the
RTD top mesa fabrication step [395], the bottom contact resistance is negligible for the devices
processed in this work due to the large associated contacts layout area, as will be explained in
Chapter 4. Therefore, the accurate extraction procedure was adopted solely for the top contact,
whose resistance represents the main contribute to the device parasitic series resistance.

The proposed test structure design, which is shown in Figure 3.23b, is similar to previously
reported linear TLMs [645], where separate probes landing areas are provided far from the gaps
to avoid common measurement artifacts arising due to manual probe mispositioning, which are
well-known to give random measurement fluctuations, and unrepeatable and unreliable rc ex-
traction, in standard structures [646]. At the same time, metal interconnections are designed to
reduce the associated parasitic resistance by employing a large patch width of 80 µm.

Although circular geometries [647] are widely employed since only require a single litho-
graphic step and do not suffer from in-plane current crowding effects [648, 649], linear TLM
structures can be reliably employed to accurately estimate rc via four-point probe sensing [650].
Indeed, fringing currents can be easily eliminated through structure insulation by means of
chemical wet etching and accurate mask alignment. Here, the small lateral undercut due to
etching anisotropy does not pose a detrimental effect since current flow takes place horizontally
and mostly at the sample surface, differently from an RTD device. This approach typically pro-
vides with an extraction error down to around ± 0.1⇥10�8 W cm2 [461,650], which is sufficient
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Figure 3.23: Top TLM structures E-beam lithographic mask. In a), mask layout, including a
pair set of optical alignment markers at the four mask sides, as well as other markers for sample
orientation and wet etching; in b), TLM structure layout; in c), zoom-in over the associated 1
µm-wide gap region.

for RTD performance analysis, avoiding more complex design strategies [622].

EBL was adopted to pattern the TLMs due optical lithography unreliability in opening the 1
µm-wide gap, which gives low reproducibility and needs careful SEM analysis after lift-off for
each structure and at each fabrication run to remove any possible source of unwanted systematic
error. Due to reflection phenomena occurring in proximity to the structure gaps during E-beam
exposure, the resist profile takes a positive symmetric curved shape at both edges after devel-
opment, resulting in a smaller equivalent gap width and, for short ones, complete gap closure
after lift-off. Although this can be easily sorted by reducing the exposure dose, it results in the
patterned regions to be left under-exposed. To address it, a dual-exposure process using two
different doses is proposed based on experimental optimisation, as shown in Figure 3.23c.
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A first high-dose (490) layer associated with the correct dose for reliable gaps shaping and
opening was designed to cover the entire TLM structure, while a second low-dose one (310) is
superimposed to the first one by keeping a distance of 6 µm from the gaps to compensate for
under-exposure. The total dose (800) allows to correctly pattern the structure backbone and all
the other mask features. Note that, as already pointed out in Sections 3.1 and 3.7, this process is
compatible with the RTD top contact fabrication step, and this was experimentally-verified. At
the same time, the mesa was shaped for fringing currents suppression by surrounding the whole
metal structure with a tolerance of 0.5 µm, which corresponds to the resolution of the employed
photo-resist.

The top TLM structure fabrication flow for a generic InGaAs/AlAs DBQW RTD hetero-
structure grown onto an InP substrate is shown in Figure 3.24, and comprises of one E-beam
and one optical lithographic step, which are analogous to the top contact and bottom mesa RTD
fabrication ones. To illustrate the process, the epi-stack in Figure 3.18 is assumed. The complete
fabrication recipe is provided in Appendix B, while the general process is described in the below:

a) An E-beam resist bi-layer (PMMA 8/PMMA 10) is spin-coated and soft-baked on a
cleaned sample of around 1.2 cm2 surface, and patterned through EBL (EBPG 5200)
by means of the described dual-exposure process.

b) The resist is developed and the In0.53Ga0.47As surface cleaned (UV/O3 + HCl:H2O)
ex-situ prior to metal evaporation. Figure 3.25 shows photo-micrographs of a TLM
structure after development. As can be seen, the backbone was correctly exposed
and developed. Moreover, all the gaps, including the 1 µm-wide, were correctly
processed, revealing a straight profile.

c) A Ti/Pd/Au=20/30/150 nm (or Mo/Ti/Au=20/30/150 nm) metal stack is evaporated
after an in-situ Ar+ ion milling treatment.

d) Lift-off. Figure 3.26 shows photo-micrographs of a test structure after lift-off. As can
be seen, the metal (in this case, Ti/Pd/Au) was successfully-patterned and the gaps
opened. To double-check, an SEM analysis was carried out on different structures,
randomly selected across the sample, to obtain statistical significance. The analysis
was focused on the 1 µm-wide gap (being the critical one) by measuring the asso-
ciated width at different lateral positions. For instance, Figures 3.26c and d show
SEM images of the 1 µm-wide gap belonging to one of the analysed structures. The
investigation confirmed the correct opening of the gaps, with a tolerance of ± 50�60
nm between the different structures, which allows for a reliable rc extraction.
At the same time, metal corrugation was observed at the gaps edges perpendicularly
with the sample surface, as can be seen in Figure 3.26d. This is explained by the
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Figure 3.24: Top TLM structure fabrication process: a), E-beam resist spin-coating; b), ex-
posure, development, and surface cleaning; c), metallisation; d), lift-off; e), photo-resist spin-
coating; f), exposure, development, and plasma ashing; g), wet etching; h), resist stripping.
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Figure 3.25: Photo-micrographs of a TLM structure after development. In a), the structure
backbone; in b), a zoom-in over the 1 µm-wide gap region.
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Figure 3.26: Photo-micrographs and SEM images of a TLM structure after lift-off. In a), the
structure backbone; in b), a zoom-in over the 1 µm-wide gap area; in c), the 1 µm-wide gap
seen through SEM; in d), a further zoom-in over the gap.

presence of a very thin deposited metal film on the resist later side-walls as a result of
the evaporation process, resulting in metal flakes left along the surface edges in close
proximity to the gaps after lift-off. However, this does not affect the reliability of the
extraction procedure, since the actual gap width is measured at the In0.53Ga0.47As
surface, where SEM imaging confirmed the gap edges to be smooth.

e) A photo-resist (S1805) layer is spin-coated, soft-baked, and patterned through optical
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lithography (MA6).

f) The resist is developed and the sample ashed.

g) The TLMs mesa is defined and the structures electrically insulated from the surround-
ing through chemical wet etching up to the InP substrate (H3PO4:H2O2:H2O=1:1:38),
for a total processing time of 10 min.

h) The resist is stripped, finalising the fabrication process.

Figure 3.27 shows a photograph of a fabricated sample, and photo-micrographs and SEM images
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In0.53Ga0.47As

Figure 3.27: In a), b), and c), photo-micrographs of the 3 µm wide gap region of one of the
fabricated structures, including two zooms-in over the gap; in d) and e), SEM images of the 5
µm-wide gap region of an analogous TLM, including a zoom-in over a mesa later side-wall.
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of the 3 µm and 5 µm-wide gap measurement areas of fabricated structures for four-point probe
sensing. As can be seen in Figures 3.27c and e, accurate photo-mask alignment for mesa def-
inition was successfully achieved, which minimises in-plane current crowding effects. Within
the adopted measurement technique, the bottom probes inject current (IF ), while the top one
sense voltage (VS). Based on the measurement data, rc is extracted through the transfer length
method [651]. Details on the extraction procedure are provided in Appendix C.

In the present work, the proposed TLM test structures were not used to optimise the RTD
Ohmic contacts through an in-depth investigation study, but rather to extract rc in the frame-
work of RTD device modelling and characterisation, as it will be described in Chapters 4 and
6. Here, RTDs and TLMs fabrication was carried out employing Pd-based contacts, in partic-
ular, the Ti/Pd/Au metal stack, which is widely used in THz InP RTD technology [163, 466]
and it has been proven to provide rc down to around 1 W µm2 to heavily-doped InGaAs
thanks to metal work-function compatibility and optimised pre-metallisation cleaning proce-
dures [461, 490]. The role of Ti is to provide with mechanical adhesion to the InGaAs surface
(as well as Au diffusion barrier), Pd works as semiconductor-metal interface layer, while Au
allows for bond-pads connection. Same consideration apply to similar metal stacks, such as
platinum (Pt)-based [646, 656].

Moreover, Mo-based contacts were also utilised, in particular, Mo/Ti/Au [622, 645, 650],
due to the large associated melting point (around 2895 K [657]). Indeed, the employment of
work-function-compatible refractory metals improves the thermal stability of Ohmic contacts,
increasing device reliability [658]. Here, Mo directly contacts with InGaAs and acts as transi-
tion layer, while the Au layer adheres via a Ti thin film used to prevent diffusion of Au atoms
across the metal-semiconductor interface. This metal stack has proven to provide similar rc

performance compared to Pd-based stacks [622, 658].
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Chapter 4

Accurate quantum transport modelling of
high-speed In0.53Ga0.47As/AlAs
double-barrier resonant tunnelling diodes

In this Chapter, a reliable physics-based simulation approach to accurately model high-speed
indium gallium arsenide/aluminium arsenide double-barrier resonant tunnelling diodes (RTD)
epitaxially-grown on lattice-matched indium phosphide substrates is demonstrated. It relies
on the non-equilibrium Green’s function formalism implemented in Silvaco Atlas technology
computer-aided design quantum transport simulation package to closely mimic the actual de-
vice physics, together with the judicious choice of the material parameters, models, and suit-
able discretization of the associated epitaxial layer structure. The validity of the approach is
proven by comparing simulated data with experimental measurements resulting from fabricated
micrometer-sized RTD devices featuring two different epitaxially-grown layer stacks.

The results show that the simulation software can correctly compute the peak current density,
peak voltage, and the valley-to-peak voltage difference associated with the negative differential
resistance region of the RTD heterostructure static current density-voltage characteristic at room
temperature, all of which are key parameters in the design of these devices for use in oscillator
circuits working at low-terahertz frequencies.

4.1 Introduction

As broadly discussed in Chapter 2, resonant tunnelling diodes (RTD) represent a promising
technology suitable to design high-speed and high-efficient emitters and detectors required by
next-generation terahertz (THz) applications, among which multi-gigabit wireless communica-
tion data-links and high-resolution imaging apparatuses. However, the main limitation of the
technology is represented by the sources output power, limiting practical applicability.
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Currently, indium phosphide (InP) RTD-based transmitters (Tx) have achieved output pow-
ers of up to around 1 mW in the 300 GHz-band [169], which have demonstrated short-range
wireless communication with data-rates of up to 22 Gb/s along an 80 cm-long data-link [289].
Nonetheless, link budget estimations show that several milliwatt of output power are required to
both increase channel bandwidth by several tens of gigabits per second and further extend the
link distance to several metres, meeting the requirements of practical application scenarios [247].

In this context, as explained in Chapter 2, the diode maximum radio-frequency (RF) power
PRF,max is intimately related with its static current-voltage (IV ) characteristic, in particular, with
the span of the negative differential resistance (NDR) region. Therefore, an accurate estimation
of both the device available current density DJ = DI/A = Jp � Jv (being DI = Ip � Iv the peak-
to-valley current difference and A the RTD mesa area) and the valley-to-peak voltage difference
DV =Vp �Vv, is essential to maximise the associated RF power, where peak and valley current
densities Jp and Jv, and voltages Vp and Vv, represent a fingerprint of the RTD epitaxial structure.

The establishment of a clear device design methodology aimed at maximising PRF,max in
the low-THz band (⇠ 100�300 GHz) is yet to be developed and requires a reliable physics-
based simulation approach capable of accurately predicting the electrical behaviour of the RTD
device. Although few but highly-complex and accurate numerical simulation tools have been
developed in the past (see NEMO [659] and nextnano [660, 661]), as well as more basic ones
(see Wingreen [408]), none of them has found practical applicability in this context since, due
to the modelling complexity (and resulting computational load), only basic structures can be
typically investigated. On the other hand, Silvaco TCAD offers a complete device simulation
suit, including physical-based electrical (and thermal) device performance evaluation (DC, AC,
transient, etc.), as well as semiconductor manufacturing processes virtualization.

However, RTD approaches based on Silvaco Atlas are unclear, with missing or incomplete
information about the employed physical models and material parameters [379, 662, 663]. Fur-
ther, no accurate comparison between simulated and fabricated devices aimed at establishing
the reliability of the software has been conducted so far. Indeed, any device investigation analy-
sis/design study and associated output data resulting from simulation tools/codes which have not
been accurately tested and benchmarked with experimental data, i.e., fabricated and measured
devices, lack of scientific validity.

To address this problem, a technology computer-aided design (TCAD)-based method to
reliably simulate indium gallium arsenide/aluminium arsenide (In0.53Ga0.47As/AlAs) double-
barrier RTD devices epitaxially-grown on lattice-matched InP substrates was developed in this
thesis. The approach relies on the non-equilibrium Green’s function (NEGF) formalism im-

136



CHAPTER 4.2. NEGF METHOD

plemented in Silvaco Atlas TCAD suite to accurately account for the physics of the device, as
well as on the careful selection of the epitaxial layers material parameters, physical models,
and appropriate discretisation of the RTD wafer structure. The developed simulation approach
was then used to carry out a comprehensive investigation study aimed at understanding general
design rules for PRF,max maximisation, which will be discussed in Chapter 5.

4.2 NEGF method

As discussed in the preceding Section, an accurate estimation of the static current density-
voltage (JV ) characteristic of the epitaxial structure is of key importance to carry out RTD
design for RF power performance maximisation. In this regards, approximate semi-empirical
analytical methods and standard numerical approaches based on the self-consistent solution of
the single-electron Schrödinger’s and Poisson’s equations are widely employed to model the
electrical properties of RTDs within the Landauer-Büttiker limit [361,380], as discussed in Sec-
tion 2.4 of Chapter 2.

However, a complete quantum electron transport treatment based on kinetic models is pre-
ferred to treat carrier transport at a quantum level and formally-include many-body interactions
that lead to a generalised mixed-state electron description [309, 664, 665], including electron-
electron elastic scattering, and, more importantly, dissipative processes, such as electron-acoustic
and (longitudinal) optical phonons, alloy, impurity, and interface roughness-related inelastic
scattering [666]. Indeed, a realistic RTD device is far from being a closed quantum environment
described by a conservative Hamiltonian, but it can be rather considered as an open particles
ensemble governed by the laws of non-equilibrium quantum statistical mechanics.

In this regard, the NEGF approach is considered among the most accurate methods to de-
scribe the process of carrier transport in nanoscale devices beyond the semi-classical limit
[667–669]. The electron wave-like nature is fully-preserved and accounted in the NEGF formal-
ism, treating electron transport at a fully-quantum dynamic level [670], differently from classical
drift-diffusion or semi-classical Boltzmann transport equation (BTE)-based kinetic approaches
[671], such as those relying on the Wigner’s function via Liouville’s equation [672, 673]. In-
deed, as the system characteristic length scales become smaller than the scattering mean free
path, the electronic transport physics description changes from an incoherent semi-classical pic-
ture governed by the BTE, to a more coherent and purely quantum mechanical framework where
currents are modelled in terms probability density fluxes injected from ideal carrier reservoirs.

The inclusion of contacts and electronic wave-function amplitude and phase-breaking mech-
anisms (i.e., a microscopic description of quantum transport including interactions beyond the
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Figure 4.1: Schematic representation of a 1D nanodevice, including contacts, leads, and active
region. A generic longitudinal pure coherent state |ykzi is illustrated.

ballistic limit) is straightforward in the NEGF framework, and this can be accounted through
the quantum field concept of scattering self-energy [674], contrarily to conventional BTE-based
Monte Carlo numerical approaches [675], where scattering processes are included through com-
puted scattering rates. Here, the electronic self-energy models the interaction between the elec-
tron and the surrounding environment. Indeed, electron transport in mesoscopic systems and
nanostructures can be regarded as a co-existing regime governed by coherent, phase-breaking,
and dissipative processes.

It would, therefore, seem that the NEGF method represents an appealing solution to ac-
curately address the problem of quantum transport in nanoscale devices [676], including RTDs
[397]. Due to the extensive mathematical treatment, only key concepts of the NEGF (or Keldysh)
formalism are discussed in the below. Moreover, the treatment is restricted to the steady-state
coherent picture, which is the limit considered in this work.

Conceptually-speaking, a one-dimensional (1D) nanodevice can be sub-divided into three
regions: 1) contacts; 2) leads; and 3) active region. The contacts, modelled as semi-infinite re-
gions, act as highly-doped carriers reservoirs described by the (equilibrium) Fermi-Dirac statis-
tic according to a local electrochemical potential µe,c (where e and c subscripts identify emitter
and collector contacts) and the flat electrostatic potential Uz (being ẑ the longitudinal transport
direction), from which a thermal equilibrium carrier flux is either injected into scattering states
|ykzi towards the device active region, or absorbed.

The leads connect the contacts to the device non-equilibrium core region and are modelled
either through quasi-equilibrium or with ad-hoc non-equilibrium distributions obeying to the
spatially-varying Uz. On the other hand, the active area is the main non-equilibrium regions.
In this work, interaction mechanisms are not accounted and ballistic transport is assumed, as
shown in Figure 4.1. In a double-barrier RTD device context, the extended emitter and collector
regions are regarded as the leads, while the double-barrier quantum well (DBQW) represents
the device active region.
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In this context, a correct physical description of non-equilibrium quantum transport of car-
riers through the nanostructure requires the employment of many-body perturbation theory
(MBPT) within a second quantisation scheme to account for correlation processes [677–679].
The quantum mixed-state description of the system is provided by a density matrix [680], gener-
alising the classical Boltzmann distribution function model, where electron correlation is mod-
elled through a correlation function G. Here, G can be interpreted as the reaction of the many-
body interacting system to the "creation" of a particle at position r (and state k) at time t, to its
propagation to a position r0 (and state k0) and time t0, and to its final "annihilation". Generally-
speaking, the electronic correlation function Gn is modelled through the following expectation
value [681]:

Gn(k,k0, t, t 0) = hâ†
k0(t 0)|âk(t)i (4.1)

where â and â† (hermitian self-adjoint) are the creation and annihilation operators, respectively.
In order to balance the outflow with the inflow of electrons inside the nanosystem for a correct
kinetic description, a correlation function Gp can be introduced, which models the electrons in-
flow as an outflow of "missing electrons", i.e. conduction band (CB) holes.

Similarly, the semi-classical concept of scattering rate function S, which accounts for the rate
at which electrons are scattered-in or out a state k, is generalised to a scattering self-energy S. In
this context, the Green’s function, or correlation function, G has the role of propagator according
to Feynman’s diagram representation of quantum field theory [682,683]. On the other hand, the
self-energy acts as a non-local effective potential modelling the many-body interactions.

In the NEGF formalism, Gn and Gp are also identified as the lesser and greater Green’s
functions G< and G>, respectively, where Gn(k,k0,E) ! �iG<(k,k0,E) and Gp(k,k0,E) !
iG>(k,k0,E) [681]. On the other hand, the in-scattering and out-scattering functions Sin and
Sout are associated with the corresponding lesser and greater self-energies S< and S>, respec-
tively, where Sin(k,k0,E)!�iS<(k,k0,E) and Sout(k,k0,E)! iS>(k,k0,E) [681].

While the quantities Gn, Gp, Sin, and Sout (or G? and S?) allow to describe correlation phe-
nomena, i.e., keeping track of incoming/outcoming electrons in/out the system, the dynamics of
electron transport inside the nanodevice is described through the retarded and advanced Green’s
functions GR and GA, and associated self-energies SR and SA, respectively, which are, as G?

and S?, functions of the electron momentum and energy.

In particular, GR describes the evolution of an electronic state from its injection into the sys-
tem from the emitter contact, until its coherence is lost through either scattering into another state
or absorption into the collector contact, while SR models the the many-body processes. On the
other hand, GA and SA are the corresponding self-adjoints, i.e., GA = GR† and SA = SR† [684].
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Here, the self-energy is also used, through ad-hoc boundary terms, to model the coupling of the
nanodevice inner region with the associated injection and "outjection" contacts.

The numerical solution of the NEGF problem of steady-state coherent electron transport in
a nanodevice consists in computing the retarded and correlation Green’s functions GR and G?,
and associated self-energies SR and S7, from which all the physical observable of interest can
be retrieved. To describe the numerical solution procedure in the case of a 1D nanostructure (un-
coupled mode space approach), such as an n-type intra-band RTD, discretization of the problem
in matrices form along ẑ is assumed by means of the finite element method (FEM), similarly as
discussed in Section 2.4.4 of Chapter 2 in the case of a simple wave-function-based approach.
Moreover, Datta’s formalism is employed, which allows to deal with a single-electron Hamilto-
nian [684].

First, the retarded boundary self-energy of emitter and collector contacts SR,B
e,c are computed

imposing open boundary conditions to the system, analogously as described in Section 2.4.4 of
Chapter 2. The total retarded boundary self-energy SR,B is simply SR,B

e +SR,B
c . Then, Dyson’s

equation is solved for the retarded/advanced Green’s function GR [681]:

[GR] = {Ez[M]� [Hz]� [SR,B]}�1 (4.2)

where Ez is the longitudinal energy, while [Hz] and [M] are the longitudinal Hamiltonian (mod-
elling the electron dispersion relation and system electrostatic potential) and mass matrices of
the FEM formulation.

Here, Dyson’s equation can be regarded as the single-electron stationary Shrödinger’s equa-
tion (see Chapter 2), in which SR,B is added to model the openness of the system through the
transparency of the contacts. However, differently from Hz, SR,B is non Hermitian (SR,B 6= SR,A),
i.e., it adds an imaginary part to the overall eigenvalues due to the form of the boundary terms.

This concept is represented by the contacts boundary broadening function GB [681]:

[GB] = i{[SR,B]� [SR,A]}= [GB
e ]+ [GB

c ] = i Â
j=e,c

{[SR,B
j ]� [SR,A

j ]} (4.3)

which has non-null boundary elements. From the above-mentioned considerations, it can be
deduced that the NEGF method offers an elegant solution to deal with boundary effects.

Subsequently, the correlation (or lesser/greater) functions G? are computed through Keldysh’
equation [681]:

[G7] = [GR][S7,B][GA] (4.4)
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where the correlation (or lesser/greater) boundary self-energies S?,B are retrieved invoking ther-
mal equilibrium in the "fully-thermalised" contacts [681]:

[S<,B] = i f e
n (Ez �µe)[GB]

[S>,B] = i{ f c
n (Ez �µc)�1}[GB]

(4.5)

where f e,c
n are the equilibrium Fermi-Dirac distribution functions at the emitter and collector

contacts defined in Chapter 2. In this context, the following equalities hold [681]:

[G<] = i f e
n (Ez �µe)[A ]

[G>] = i{ f c
n (Ez �µc)�1}[A ]

[GB] = i{[S>,B]� [S<,B]}

(4.6)

where A is the spectral function [681]:

[A ] = i{[GR]� [GA]}= i{[G>]� [G<]} (4.7)

which can be interpreted as the available local density of states (LDOS). In particular [681]:

[A ] = [GR][GB][GA] = [Ae]+ [Ac] = [GR][GB
e ][G

A]+ [GR][GB
c ][G

A] (4.8)

where Ae and Ac are the spectral functions of emitter and collector contacts, respectively.

Once GR and G? are computed, the system physical observables can be retrieved. Here, GR

contains information on TDBQW , wavefunctions (stationary eigenstates), and associated eigenen-
ergies, while the electron density and LDOS can be retrieved through the diagonal elements of
[G<] and [A ] after accounting for multiplication constants derived from analytical integrations
over the transverse wave-vector modulus kT = (kx,ky). For the electron density, an analytical
integration in Ez is also required.

The flow-chart associated to a coherent NEGF solver is shown in Figure 4.2, which is similar
to the one discussed in Section 2.4.4 of Chapter 2. Here, the electron density is used to solve
Poisson’s equation for the Hartree potential, from which the Hamiltonian is updated to retrieved
GR at the second iteration. Generally-speaking, at each bias point, Dyson’s and Keldish’ equa-
tions are iteratively and self-consistently solved with Poisson’s equation (see Section 2.4.4 of
Chapter 2) upon convergence starting from thermal equilibrium conditions in what, in NEGF
terminology, is the "outer loop", analogously as seen in Section 2.4.4 of Chapter 2, where con-
servation laws for charge and current densities are met.

Assuming to deal with an n-type DBQW RTD device, the associated transmission coefficient
TDBQW at a bias point V can be computed as [681]:
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START

Initial guess to VH

Retrieve ΣR,B and compute GR

through Dyson’s equation

Compute n

Solve Poisson’s eq. 
and retrieve VH

VH converged?
NO

Update VH

END

YES

Compute LDOS, TDBQW , and J

Retrieve Σ≷,B and compute G≷
through Keldish’ equation

Figure 4.2: Coherent NEGF algorithm for the steady-state numerical solution of a 1D nanode-
vice (such as a 1D RTD), accounting for space charge effects.

TDBQW (Ez,V ) = T̂r{[GB
e ][G

R][GB
c ][G

A]} (4.9)

being T̂r the trace operator. The coherent component of the current density J in steady-state
conditions is written as [684]:

J(V )⇡ e
2ph̄

Z +•

0
TDBQW (E,V )[ f e

n (E �µe)� f c
n (E �µc)]dE (4.10)

Therefore [364, 681]:
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J(V )⇡ em⇤
ekbT

2p2h̄3

Z +•

0
TDBQW (Ez,V ) log

2

4
1+ exp

⇣
µe�Ez

kBT

⌘

1+ exp
⇣

µe�Ez�eV
kBT

⌘

3

5dEz =

=
em⇤

ekbT
2p2h̄3

Z +•

0
T̂r{[GB

e ][G
R][GB

c ][G
A]} log

2

4
1+ exp

⇣
µe�Ez

kBT

⌘

1+ exp
⇣

µe�Ez�eV
kBT

⌘

3

5dEz

(4.11)

where V = (µe�µc)/e. In this sense, Eq. (2.65) corresponds to the Landauer formula for ballis-
tic transport (as discussed in Section 2.4.2.2 of Chapter 2) written within the NEGF framework.

In the present work, scattering processes are not included in the simulations, which are con-
ducted within the ballistic limit. Indeed, it is shown in this Chapter that the coherent approach
is more than sufficient to compute most of the features associated to the static JV characteristic
of the RTD epitaxial structures considered in this work.

4.3 Simulation of the RTD epitaxial structure DC JV curve

4.3.1 Epitaxial structures design

To establish the RTD simulation approach, the static JV curve of two epitaxial structures un-
der test (ESUT) was first simulated in Atlas through the NEGF method. The ESUT were then

n (100) InP

DBQW

n++ In0.53Ga0.47As

n+ In0.53Ga0.47As

n- In0.53Ga0.47As

u AlAs
u In0.53Ga0.47As

n- In0.53Ga0.47As

n+ In0.53Ga0.47As

n++ In0.53Ga0.47As

u In0.53Ga0.47As

u AlAs
u In0.53Ga0.47As

Collector contact: 200 nm, ND = 3x1019 cm-3

Barrier: 5 ML (≃ 1.46 nm)

Barrier: 5 ML (≃ 1.46 nm)
Quantum well: 19 ML (≃ 5.57 nm)

Spacer: 10/25 nm

Spacer: 10/5 nm

Lightly-doped spacer: 100 nm, ND = 3x1017 cm-3

Lightly-doped spacer: 100 nm, ND = 3x1017 cm-3

Collector: 200 nm, ND = 3x1018 cm-3

Emitter: 200 nm, ND = 3x1018 cm-3

Emitter contact: 200 nm, ND = 3x1019 cm-3

Substrate: 300 μm

RTD

Figure 4.3: Epitaxial structures under test, indicating layers name, thickness, and doping level.
The DBQW region is highlighted. Layers nomenclature assumes the top contact to be forward
biased with respect to the bottom one.
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epitaxially-grown through molecular beam epitaxy (MBE) on InP substrates, after which RTD
devices were fabricated and measured. Experimental results were then compared with the sim-
ulations.

The n-type intra-band RTD ESUT are depicted in Figure 4.3. They consist of a lattice-
matched to InP In0.53Ga0.47As/AlAs DBQW heterostructure, featuring moderate AlAs barrier
thickness of around 1.46 nm (5 monolayers (ML)) and an around 5.57 nm-thick (19 ML)
In0.53Ga0.47As quantum well (QW). Outside of the active region, undoped and 100 nm-thick
lightly-doped (ND = 3⇥ 1017 cm�3) spacer layers, 200 nm-thick emitter and collector regions
(ND = 3⇥ 1018 cm�3), and 200 nm-thick heavily-doped contact layers (ND = 3⇥ 1019 cm�3)
complete the heterostructures (where ND is the associated doping concentration), which only
differ in the undoped spacer layers thickness: the ESUT #2 emitter and collector spacers were
set to 5 nm and 25 nm, respectively, while the ESUT #1 features 10 nm at both sides.

The wafer structures were grown by a partner in the TeraApps consortium at the University of
Würzburg, in particular, using molecular beam epitaxy (MBE) on 300 µm-thick lattice-matched
2" sulfur (S)-doped n-type (100)-oriented InP substrates. The growth temperature T was set to
475 �C, arsine (AsH3) was employed as gas precursor for arsenic (As), doping was carried out
employing silicon (Si) donor atoms, while the conductive substrates were chosen to facilitate
the growth schedule.

The idea behind the adopted design approach was to test the capability of the simulation
software in capturing small variations in the DC JV characteristic due to a minor change at the
epitaxial structure level. Barriers, QW, and emitter spacer layers were designed to achieve low
peak voltage Vp < 2 V and low current density operation (Jp < 150 kA/cm2), which were in-
tended to increase the accuracy of the comparison study by reducing thermal dissipation, while
the collector spacer layers were designed to increase the NDR voltage span (DV > 0.5 V), which
is typically the case of epi-designs meant to operate in the low-THz range [169], as will be dis-
cussed in Chapter 5.

The estimated intrinsic cut-off frequency limit fin = 1/4tin of the ESUT #1 and #2 is
around 362 GHz and 572 GHz, respectively, where the estimated electron intrinsic delay time
tin = tdbqw + tt/2 (being tdbqw and tt the DBQW tunnelling time and transit time across the
depletion regions, respectively) is around 0.69 ps and 0.44 ps, respectively, from the sim-
ulated transmission coefficient and assuming the In0.53Ga0.47As electron saturation velocity
ve,s ⇠ 3⇥107 cm/s [416]. However, the cut-off frequency could not be estimated from the mea-
sured scattering (S)-parameters due to the employed conductive substrates. Further details on
the RTD heterostructure frequency-response estimation procedure are provided in Chapter 6.
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Table 4.1: RTD epitaxial structures simulation material parameters⇤.

Compound m⇤
e [m0] m⇤

v [m0] Eg [eV] Nc [cm�3] Nv [cm�3]

In0.53Ga0.47As 0.041 0.467 0.738 2.12⇥1017 8.01⇥1018

AlAs 0.146 0.79 2.153 1.50⇥1019 1.76⇥1019

Compound ni [cm�3] ce [eV] er,0 [e0] µe,l [cm2V�1s�1]

In0.53Ga0.47As 8.24⇥1011 4.55 13.9 2.52⇥104

AlAs 13 3.50 10.1 1.85⇥102

* In the above, m⇤
e is the electron effective mass, m⇤

v is the valence band density of states effective
mass, m0 ⇠ 9.109⇥ 10�31 kg is the electron mass at rest, Eg is the energy band gap, Nc is the
conduction band effective density of states, Nv is the valence band effective density of states, ni
is the intrinsic carriers concentration, ce is the electron affinity, er,0 is the static relative dielectric
constant, e0 ⇠ 8.854⇥10�12 F/m is the vacuum permittivity, while µe,l is the low-field electron
mobility.

4.3.2 NEGF simulation approach based on Silvaco Atlas TCAD

In order to simulate the ESUT, a simulation deck was created and sub-divided into four main
parts: 1) meshing and regions/electrodes definition; 2) material parameters; 3) models; and 4)
computation. In order to achieve good balance between computational cost and simulation ac-
curacy, the spatial mesh grid size was set to 0.01 nm within the non-equilibrium DBQW region,
and progressively increased up to 0.05 nm in the quasi-equilibrium emitter and collector ex-
tended contacts. The full simulation deck is provided in Appendix D.

The material parameters associated to In0.53Ga0.47As or AlAs were both taken from the
literature [75, 445–447] or derived, and are reported in Table 4.1. These include the electron m⇤

e

and valence band (VB) density of states (DOS) m⇤
v effective mass, energy band gap Eg, electron

affinity ce, static relative dielectric constant er,0, and low-field electron mobility µe,l . Here, the
parameters of In0.53Ga0.47As are computed through Vegard’s law by linearly interpolating the
associated binary compounds within the virtual crystal approximation (VCA) [375]:

P(In0.53Ga0.47As) = (1� x)P(InAs)+ xP(GaAs) (4.12)

being x = 0.47, and quadratically-correcting through bowing parameters if available, where P is
one of the aforementioned parameters. Conduction and valence band effective density of states
Nc and Nv, respectively, as well as the intrinsic carriers concentration ni, are then computed
as [165]:

Nc/v = 2Mc,v

"
2pm⇤

e/vkBT

h2

# 3
2

(4.13)
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where Mc,v is the number of equivalent energy minima in the CB and VB, respectively, being
Mc = 1 and 3 for In0.53Ga0.47As and AlAs, respectively, and Mv = 1, while [165]:

ni = (NcNv)
1/2 exp


�

Eg

2kBT

�
(4.14)

being kB ⇠ 8.617⇥ 10�5 eV/K the Boltzmann constant. Moreover, the employed CB offset
|DEc| at the In0.53Ga0.47As/AlAs heterointerface discontinuity is set to 1.04 eV, which is com-
patible with experimentally-extracted values from photo-luminescence excitation spectroscopy
measurements [685].

The formalism implemented in Silvaco Atlas TCAD deals with the NEGF heuristically by
using elementary kinetic arguments based on a one-particle picture, as described in Section
4.2, which is intended to simplify the many-body, second quantisation, and diagrammatic the-
ories for non-equilibrium processes based on quantum-field theory and non-equilibrium quan-
tum statistical mechanics introduced by Kadanoff, Baym, and Keldysh thanks to the influence
of Schwinger’s school [686–688]. The 1D Schrödinger’s and Poisson’s equations are solved
numerically and self-consistently upon convergence given the input mesh-grid at RT through
finite-elements along the longitudinal transport direction ẑ to compute potential, bands profile,
and DBQW resonant eigenstates and associated eigenenergies.

To do that, NEGF quantum transport equations in Dyson’s and Keldish’ forms (Eq. (4.2) and
(4.4)) are iteratively and recursively solved at each bias point for both the retarded and corre-
lation Green’s functions GR and G<, respectively, starting from thermal equilibrium conditions
(initial guess), similarly as illustrated in Figure 4.2. As already discussed, GR carries infor-
mation on the system eigenstates/eigenenergies and TDBQW (as well as on the LDOS through
[A ]), while G< on electron and current densities. Since transport is 1D (being the electron
wave-vector k = kzẑ), charge and current densities are obtained by analytically-integrating over
kT . Moreover, since current density is computed at a quantum level, continuity equation is not
invoked and only Poisson’s equation for the potential is solved.

At the moment, the software does not account for any scattering process and assumes ballis-
tic transport [689], neglecting any incoherent conduction mechanism. In this limit, the electron
is represented through a single-particle wave-function which keeps phase coherency over the
entire nanodevice length, i.e., the eigenstate does not change its energy and momentum during
its space/time evolution. Thus, resonant tunnelling is purely coherent rather than described by
sequential tunnelling. However, it is worth to underline that, if scattering effects are neglected,
the coherent and sequential tunnelling pictures give the same steady-state DC JV curve [311].
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Therefore, the NEGF density matrix-like mixed-state description of the system is simplified
to a "pure" single-electron Hamiltonian, without including any scattering self-energies. As a
consequence, the only implemented self-energies are the retarded and correlation boundary self-
energies SR,B

e,c (and so GB through Eq. (4.3)) and S<,B
e,c (through Eq. (4.5)), respectively, which

are folded into the system Hamiltonian to model the openness of the quantum ensemble through
the semi-infinite emitter and collector contacts boundaries. In particular, while SR,B

e,c carries in-
formation on the contacts LDOS, S<,B

e,c accounts for their carriers statistics.

Neumann’s boundary conditions are set for the potential to model Ohmic contacts, while
open-boundary conditions are set for carriers which are, in the context of the FEM problem,
numerically-implemented within the quantum transmitting boundary method (QTBM), which
models Schrödinger’s equation with open-boundary contacts [690, 691]. At the same time, the
Fermi-Dirac distribution is adopted to model carrier statistics in the fully-thermalised anode and
cathode, and quasi-equilibrium extended contacts regions. Further information about the NEGF
solver implemented in Silvaco Atlas TCAD can be found in [692].

To simplify the electronic band structure treatment, the single-band effective mass approx-
imation is adopted to model the electron dispersion relation in the CB. This prevents the em-
ployment of computationally-demanding multi-band approaches [693] needed to account for
band warping and non-parabolicity around CB minima caused by conduction-to-valence band
states coupling in very-narrow-gap semiconductor materials (whose Eg is typically way below
0.5 eV [694]), which would be required to study carrier transport under the effect of scattering
processes, especially at high-(longitudinal) electric fields.

However, this can be neglected otherwise without excessively losing in physical accuracy
and substantially reducing the amount of required computational resources, increasing simula-
tion efficiency. In this context, typical RTD devices employed in oscillators operating below
around 300 GHz make use of lattice-matched to InP In0.53Ga0.47As [169], whose room temper-
ature (RT) Eg is around 0.74 eV [446], improving epitaxial growth quality and reproducibility
levels. Further details with regard to this point will be provided in Chapter 5.

At the same time, the moderately-thick AlAs barriers are modelled at the X point of the as-
sociated first Brillouin zone through a normalised DOS effective mass m⇤

e ⇠ 0.71, while G�G
transport (In0.53Ga0.47As�AlAs/AlAs�In0.53Ga0.47As) is assumed by means of a normalised
tunnelling effective mass m⇤

e ⇠ 0.146. Here, G�X and X�G transport is not accounted since
negligible. Furthermore, strain effects in the DBQW region are also neglected, which results to
be a good approximation since the lattice constant mismatch between the In0.53Ga0.47As QW
and the AlAs barriers is only around 3 % [695], simplifying the assembling of the Hamiltonian
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and FEM matrices. This modelling approach has successfully demonstrated to provide with
physically-realistic current density levels for the RTD heterostructures analysed in this work.

Furthermore, the RTD parasitic series resistance Rs was neglected in the simulations. In-
deed, although the effect of Rs on the device static IV characteristic is represented by the shift of
the positive differential resistance (PDR) regions along the voltage axis [696], it is shown in this
Chapter that this is negligible for small device sizes. However, load line effects can significantly
affect the IV curve at large mesa areas, as discussed in Section 4.3.4.

The ESUT were simulated in steady-state-conditions and under forward bias, meaning that
the device top contact (collector/cathode) was positively-biased with respect to the bottom one
(emitter/anode). Indeed, RTD devices employed in THz oscillators are designed to work along
one polarisation direction, typically, forward bias, therefore, emitter and collector regions are
individually-designed for performance optimisation. The voltage range was set to 0�2 V with a
step of 10 mV to trade-off between numerical convergence and computational time.

The simulations were carried out employing a Dell Precision 5820 workstation with the fol-
lowing computational capability; CPU: Intel Core i9-10900X; RAM: 32 GB DDR4 SDRAM.
The simulation time was around 4 h and 50 min for the ESUT #1, and around 5 h and 35 min for
the ESUT #2, which corresponds to around 1 min and 27 s, and 1 min and 40 s per bias point,
respectively. The full simulation deck is provided in Appendix D. It would, therefore, seem that,
in the context of the RTD heterostructures considered in this work, Silvaco Atlas offers an inter-
esting TCAD simulation solution which can be run on commercial desktops/laptops by keeping
low computational requirements.

From an n-type intra-band RTD epitaxial design perspective, RT (T = 300 K) information on
the CB edge energy profile, electron density distribution, DBQW quasi-bound resonant states,
and transmission coefficient energy spectrum at thermal equilibrium and under non-equilibrium
conditions are required, together with the static JV curve in steady-state conductions. Moreover,
information about the LDOS energy spectrum in proximity to the DBQW region is also of in-
terest.

For instance, Figures 4.4, 4.5, 4.6, and 4.7 show some of aforementioned quantities com-
puted by simulating the ESUT #1. Figure 4.4 outlines the CB edge energy profile Ec(z) (G
point) and electron density n(z) at RT and thermal equilibrium close to the DBQW region, as
well as first (i = 1) and second (i = 2) quasi-bound states resonant energy levels Ei and corre-
sponding envelope-function square modulus |fi(z)|2, where Ei =Ei,z and fi(z) is the longitudinal
component of the wave-function associated to the bottom of the corresponding subband.
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Figure 4.4: Computed CB edge energy profile and electron density distribution of the ESUT
#1 at RT and thermal equilibrium close to the DBQW region, together with associated first and
second quasi-bound resonant states (energies and envelope wave-functions), as well as a zoom-
out over the entire device structure. In the above, |fi(z)|2 is given in arbitrary units and EF is the
Fermi level (energy reference).

Figure 4.5 shows the transmission coefficient energy spectrum TDBQW (Ez,V ) of the het-
erostructure at RT and thermal equilibrium, while Figure 4.6 the LDOS in proximity to the
DBQW under the same operating conditions. Furthermore, TDBQW and the LDOS are also
shown at peak resonance (V = Vp) in Figures 4.5 and 4.7. This information provides insight to
RTD operation and a basis for device design that gives a desired JV characteristic.

4.3.3 RTD devices fabrication and DC characterisation

RTD devices with square top mesa area A = 3⇥3 µm2, 4⇥4 µm2, 5⇥5 µm2, 6⇥6 µm2, and
7⇥7 µm2 were then fabricated through low-cost optical lithography on the grown wafers using
the designed mask layout compatible with conductive substrates, as described in Chapter 3. The
contacts were realised employing a titanium/palladium/gold metal stack (Ti/Pd/Au=20/30/150
nm), while the lateral undercut s due to anisotropic wet etching in the mesas formation was es-
timated to be around 460 nm and 490 nm per side for the ESUT #1 and #2, respectively, through
accurate scanning electron microscopy (SEM) inspection. To passivate the devices and provide
bond-pads insulation, a 1.8 µm-thick polyimide PI-2545 layer was employed.
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Figure 4.5: Computed transmission coefficient energy spectrum (linear (top) and log (bottom)
scales) at RT at both thermal equilibrium and peak resonance (V = Vp) of the ESUT #1. Peak
and energy broadening G1 values of the resonance associated with the first resonant metastable
state are also shown in both conditions. The drop of the peak value and the increase of G1
with bias, i.e., energy broadening, is attributed to the reduction of symmetry associated with the
DBQW potential profile.

Moreover, the heavily-doped collector and emitter contacts surfaces were treated prior to
metal evaporation through a basic ex-situ de-oxidation cleaning procedure based on ozone (O3)
atmosphere exposure under ultra-violet (UV) light (UV/O3) for 4 min and 30 s, followed by a
dip in a hydrochloric acid-based dilute solution (HCl:H2O=1:3) for 5 min. The loading time
in the metal evaporator chamber was kept under 50 s. Furthermore, no extended pre-processing
UV/O3 and in-situ argon (Ar) gun-based treatments were carried out during the two fabrication
runs. A photo-micrograph and an SEM image of one of the fabricated 4⇥ 4 µm2-large RTD
device are shown in Figure 4.8 as visual example.

Since the processed wafers featured conductive substrates, the on-mask transmission line
measurement (TLM) structures could not be probed. Therefore, a separate fabrication run em-
ploying another RTD wafer, featuring an analogous cap layer (composition and doping level)
and a semi-insulating (SI) InP substrate, was carried out employing the TLM structures mask
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Figure 4.6: Computed CB edge energy profile and LDOS (log scale with arbitrary units) of the
ESUT #1 at RT and peak resonance (V =Vp) close to the DBQW region, revealing the first and
second quasi-bound resonant states, as well as a third state (unbound). In the above, EF is the
Fermi level.

layout described in Chapter 3 and adopting the same Ohmic contacts fabrication procedure used
for the RTD devices. The extraction procedure based on TLM structures measurements (as dis-
cussed in Appendix C) is illustrated in Figure 4.9, while an example of the associated extracted
parameters for a measured structure are reported in Table 4.2. The estimated specific contact
resistivity rc was around 13⇥ 10�8 W cm2 = 13 W µm2, with a discrepancy of around ±1 W
µm2 between different measured TLMs on both samples. This is around one order of magnitude
higher compared to state-of-the-art Ohmic contacts to InGaAs [461], which is attributed to the
unoptimised cleaning procedure adopted during fabrication. Despite that, the fabricated contacts
can be regarded as good Ohmics in the context of RTD devices operating around 300 GHz.

The fabricated RTD devices were measured at RT and under forward bias (collector posi-
tively polarised with respect to the emitter one) through a DC sweep analysis within the voltage
range 0�2 V with step 10 mV by using a 4155C semiconductor parameter analyser (SPA) from
Keysight Technologies, as described in Chapter 3, in order to retrieve the experimental static IV
characteristics.
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Figure 4.7: Computed CB edge energy profile and LDOS (log scale with arbitrary units) of the
ESUT #1 at RT and peak resonance (V =Vp) close to the DBQW region, revealing the first and
second quasi-bound resonant states, as well as a third state (unbound). In the above, EFn is the
electron quasi-Fermi level at the emitter/collector boundaries (contacts), as well as at the QW
middle point.

RTD

a)

b)

Figure 4.8: In a), a photo-micrograph of a fabricated 4⇥4 µm2-large RTD device, as well as a
zoom-in over the RTD region; in b), an SEM image zoom-in over the opened via.
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Figure 4.9: Extraction of the contact resistance Rc, semiconductor sheet resistance Rsh µ tanq ,
and transfer length lt = |lt | through linear fitting over the measured data.

Table 4.2: Measured/extracted parameters obtained from TLM structures characterisation⇤.

R1 [W] R2 [W] R3 [W] R4 [W] R5 [W] R6 [W] Rsh [W] Rc [W] lt [µm] rc [W µm2]

1.44 1.99 2.49 3.06 3.65 4.19 22.1 0.43 0.79 13

⇤ In the above, Rt,i (where i = 1, . . . ,6) is the measured total resistance, Rsh is the extracted
semiconductor sheet resistance, Rc is the extracted contact resistance, while lt is the extracted
transfer length.

4.3.4 Simulation versus experimental results: comparison and discussion

Figures 4.10 and 4.11 compare the simulated with the measured static IV characteristics of the
fabricated ESUT #1 and #2 RTD devices at RT and under forward bias, respectively. Several
devices per mesa area, randomly distributed across the whole samples (around 1.2 cm2-large),
were measured to achieve statistical significance, and no differences in their electrical proper-
ties were revealed (i.e., smaller than the SPA set resolutions, which were 0.1 mA and 10 mV for
currents and voltages, respectively), confirming the high wafer structural uniformity achieved
during the growth process. Indeed, low-strain budget InP RTD heterostructures, such as the
ones reported in this work, are characterised by high wafer structural uniformity and do not typ-
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Figure 4.10: Comparison between simulated and measured static IV characteristics at RT and
under forward bias of the RTD devices featuring the ESUT #1.

ically suffer from monolayer fluctuation and island formation [697].

The simulated and experimentally-extracted electrical quantities of both the ESUT #1 and
#2, and related RTD devices, including Jp, Jv, Vp, Vv, and DV , are reported in Table 4.3. The
simulated curves are smooth in the NDR region, while the measured ones show the typical
plateau-like behaviour due to low-frequency parasitic bias oscillations [414]. An hysteretic fin-
gerprint in the NDR region among polarisation switching was noticed for the measured devices,
which is well-known to be caused by charge accumulation in the QW under non-equilibrium
conditions, subsequently shifting the RTD internal electrostatic potential, i.e., intrinsic bista-
bility [311, 698]. However, this effect was not taken into account in the analysis since it was
observed that it doesn’t play a significant role in influencing the electrical span of the NDR
region, nor the electrical quantities associated with the DC IV curve (including Vp).

4.3.4.1 Peak, valley, and available current densities

The computed Jp,s and Jv,s of the ESUT #1 are around 63 kA/cm2 and 2 kA/cm2, respectively,
while the experimentally-extracted Jp,m and Jv,m are around 60 kA/cm2 and 11 kA/cm2, respec-
tively, after correcting the devices top mesa area due to anisotropic wet etching. On the other
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Figure 4.11: Comparison between simulated and measured static IV characteristics at RT and
under forward bias of the RTD devices featuring the ESUT #2.

Table 4.3: Electrical quantities of the ESUT #1 and #2, and related RTD devices⇤.

ESUT Jp,s [kA/cm2] Jv,s [kA/cm2] Vp,s [V] Vv,s [V] DVs [V] Jp,m [kA/cm2]

#1 63 2 0.68 1.38 0.70 60

#2 110 5 0.86 1.57 0.71 108

ESUT Jv,m [kA/cm2] Vv,m [V] A [µm2] Vp,m [V] DVm [V]

3⇥3 0.69 0.63
4⇥4 0.71 0.61

#1 11 1.32 5⇥5 0.72 0.60
6⇥6 0.74 0.58
7⇥7 0.76 0.56

3⇥3 0.86 0.64
4⇥4 0.86 0.64

#2 22 1.50 5⇥5 0.87 0.63
6⇥6 0.88 0.62
7⇥7 0.90 0.60

⇤ In the above, s and m subscripts indicate simulated and measured quantities, respectively.
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hand, the ESUT #2 values are Jp,s ' 110 kA/cm2, Jp,m ' 108 kA/cm2, Jv,s ' 5 kA/cm2, and
Jv,m ' 22 kA/cm2.

This results in an estimated available current density DJs = Jp,s�Jv,s and peak-to-valley cur-
rent ratio PVCRs = Jp,s/Jv,s of around 61 kA/cm2 and 31.5, respectively, for the ESUT #1, and
of around 105 kA/cm2 and 22, respectively, for the ESUT #2, while the extracted experimental
values are DJm = Jp,m � Jv,m ' 49 kA/cm2 and PVCRm = Jp,m/Jv,m ' 5.5, respectively, for the
ESUT #1, and around 86 kA/cm2 and 4.9, respectively, for the ESUT #2.

To accurately extract Jp,m and Jv,m, the behaviour of the experimentally-measured peak and
valley currents Ip,m and Iv,m as a function of the RTD mesa area was analysed for both het-
erostructures, which is shown in Figure 4.12. The analysis revealed a highly-linear trend, with
associated maximum deviation from linearity of around 4.5 % for both the ESUT #1 and #2,
confirming the linear dependencies Ip,v(A) and proving that the mesa lateral sidewall leakage
current contribution was negligible in the measured RTD devices.

The small overestimation of Jp,s (. 5 %) and large underestimation of Jv,s (Jv,m/Jv,s ⇠ 5),
with resulting overestimations of both DJs (⇠ 23 %) and PVCRs (PVCRs/PVCRm ⇠ 5), can be
explained by the ballistic nature of the simulations, which neglects phase-breaking/dissipative
scattering mechanisms mainly occurring in the DBQW region (including sequential tunnelling),
as well as in the emitter and collector extended leads, at RT, such as electron-longitudinal optical
(LO) phonon interactions [699], residual impurity and disorder scattering, etc., which can cause
momentum and/or energy relaxation breaking electron coherency [397, 468, 700].

As a consequence, the peak of the transmission probability associated to the first resonant
level E1 drops and broadens. This has two main effects on the DC JV curve. First, Jp is reduced
due to the lower TDBQW at V =Vp (and scattering in the extended leads). However, at the same
time, Jv rises because of the larger E1 energy broadening G1. As a result, the heterostructure
PVCR dramatically degrades compared to the coherent limit, i.e., the overall transparency asso-
ciated with the NDR region increases, as well-reported in the literature [313].

Though, it has been shown that most of the valley current is not thermally-activated [701]
(i.e., due to thermionic emission across the DBQW), and it is rather associated with scattering
phenomena [380] caused by structural imperfections introduced during the epitaxial growth pro-
cess of the RTD heterostructure [702], which increases the full-with at half maximum (FWHM)
associated with the transmission probability peaks [397]. As a result, the current that can flow
at V =Vv rises, enhancing Jv [703]. At the same time, E2 broadens too, i.e., G2 increases, which
makes Jv to rise even more. Indeed, the presence of the valley current is due to the co-presence
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Figure 4.12: Experimentally-extracted ESUT #1 and #2 RTD devices peak and valley currents
as a function of the designed mesa area.

of both E1 and E2 in terms of their overlapping broadening energy spectra. Another explanation
for the underestimated valley current is represented by the simplified parabolic electronic energy
dispersion relation at the emitter side [693].

In summary, the analysis shows that, while simulated and measured Jp values are in very
good agreement, at the moment, Jv, and therefore DJ and the PVCR, cannot be accurately
computed with the current version of the simulation software. However, attempts in includ-
ing phase-breaking/dissipative processes on a computationally-efficient level in a new release of
Atlas (called "Victory Atomistic Device and Nanostructure Simulator" [704]) are under devel-
opment.

The inclusion of scattering processes will be, as already discussed in Section 4.2, straight-
forward in the context of the NEGF formalism and it will allow to accurately model the valley
current, removing the currently in-place ballistic assumption and estimating the full JV curve.
Moreover, simulation of RTD devices with realistically-thick emitter/collector extended regions
of hundreds of nanometres in thickness by employing consumer desktops/laptops will be fea-
sible thanks to the employed low-computational load techniques. In this context, standard and
rigorous self-consistent Born approximation (SBA) approaches remain incompatible. However,
the computational capability of modern hardware is increasing at an impressive rate, so this issue
could be solved at some point in the near future.

4.3.4.2 Peak, valley, and valley-to-peak voltages

The computed (s-labelled) and experimentally-extracted (m-labelled) Vp, Vv, and DV values of
both the ESUT #1 and #2 RTD devices are reported in Table 4.3. Here, Vp,s is accurately com-
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Figure 4.13: Experimentally-extracted ESUT #1 and #2 RTD devices peak voltage and voltage
swing versus designed mesa area trends due to load line effects.

puted for the small 3⇥3 µm2 large devices, with 10 mV underestimation only (around 1.5 %)
in the case of the ESUT #1, which can be attributed to a small (positive) fluctuation in rc during
fabrication or/and to the absence of scattering mechanisms in the simulation [660].

Simultaneously, DVs is also estimated quite accurately for the same mesa size, with around
11 % overestimation only (around 70 mV). This can be explained by the absence of dissipative
processes in the simulation, which broaden E1 and E2 (increasing both G1 and G2), and makes
the voltage associated with the onset of the valley current Vv,m to shift to lower values, shrinking
the measured NDR region [705]. Indeed, the overestimation of DVs is mainly due to the overes-
timated Vv,s (around 4.5 %), which is correlated to the underestimation of Jv,s.

The mesa area trend of both Vp,m and DVm for larger device sizes is shown in Figure 4.13. It
is clear that Vp,m shifts at higher voltage with increasing mesa area, resulting in Vp,m increasing
and DVm shrinking. Indeed, when the RTD is biased within its first PDR region, the measured
voltage lies across the series of Rs and the device resistance Rrtd(V ) = dV/dI. If Rs 6= 0, the
measured PDR region points shift at higher voltage values according to the ratio Rrtd/Rs due to
the parasitic voltage drop across Rs, resulting in a higher and smaller measured Vp,m and DVm, re-
spectively. From Table 4.4, it is clear that, while this effect is negligible for the 3⇥3 µm2-large

158



CHAPTER 4.3. SIMULATION OF THE RTD EPITAXIAL STRUCTURE DC JV CURVE

Table 4.4: Extracted RTD devices load-line parameters⇤.

ESUT A [µm2] Rc/Rp R⇤
rtd/Rs ESUT A [µm2] Rc/Rp R⇤

rtd/Rs

3⇥3 15.0 84.0 3⇥3 16.0 57.4
4⇥4 6.5 79.5 4⇥4 7.0 53.8

#1 5⇥5 3.5 73.0 #2 5⇥5 4.0 48.8
6⇥6 2.5 59.6 6⇥6 2.5 44.9
7⇥7 1.5 57.8 7⇥7 1.5 43.6

⇤ Computed assuming Rrtd(V ) = R̄rtd in the first PDR region.

devices (where the ratio Rrtd/Rs is around 84.0 and 57.4 for the ESUT #1 and #2, respectively),
as the mesa area increases, Rrtd/Rs decreases.

Indeed, while Rrtd linearly scales with A, Rs doesn’t follow the same trend due to the para-
sitic resistance Rp mainly coming from the bond-pads metallisation, i.e., Rs ⇡ Rp +Rc, where
Rc is the RTD parasitic contact resistance. Here, Rp is estimated to be around 0.2 W, while the
extracted value from the measured IV curves is 1.9 W for the fabricated RTD devices. However,
the discrepancy is attributed to the DC probes used to bias the RTDs, so it was neglected during
the analysis. Moreover, Rc = Rc,t +Rc,b = rc/(A+Ab) (being Rc,t and Rc,b are the contact re-
sistances associated with the RTD top and bottom Ohmic contacts, respectively, while Ab is the
bottom contact area), where Rc ⇡ Rc,t = rc/A since the ratio Rc,t/Rc,b = Ab/A was estimated to
be around 22 for the fabricated devices.

While the influence of Rp on Rs is negligible for the 3⇥3 µm2 large devices, where Rc/Rp

is around 15.0 and 16.0 for the ESUT #1 and #2, respectively, the ratio decreases for the bigger
mesa areas. Therefore, the ratio Rrtd/Rs, in turn, drops. As a consequence, the NDR shrinks
according to the load line slope [696]. If Rs = 1/|Ḡrtd|, where Ḡrtd < 0 is the (average) RTD
negative differential conductance (NDC), the device becomes extrinsically-bistable, i.e., Vp =Vv,
and the NDR vanishes, meaning that the RTD cannot be biased in this region [696].

In summary, the analysis shows that both Vp and DV can be accurately computed for the
3⇥3 µm2 large RTD devices, being the simulation offset smaller than 0.1 V, which is the toler-
ance that is typically-adopted to quantify these parameters during wafer qualification. However,
the estimation is not that accurate in the case of the larger area devices due to load-line effects.
Therefore, small device sizes should be employed to correctly carry out accurate wafer qualifi-
cation and estimate the associated Vp and DV when the experimental RTD IV characteristics are
measured.

Suitable mesa areas must be chosen according to the wafer electrical properties and the
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Ohmic specific contact resistivity achieved during device fabrication. It is also clear that load-
line effects alter the electrical behaviour of large device sizes. Indeed, even though both Vp and
DV are intimately-related with the RTD epitaxial-structure, Rs can mask the real wafer electrical
performance if the measured devices are not sufficiently small, leading to poor qualification.

In conclusion, RTD design can currently rely on the quantities Jp, Vp and DV , which can
be accurately estimated. During oscillator design, load line design and impedance matching
between the RTD and the load can be carried out through the experimentally-extracted Iv and
circuit design.

4.3.4.3 Maximum RF power

The estimated PRF,max,m ⇡ (3/16)DJmDVm evaluated from experimental data is around 0.06
mW/µm2 for the ESUT #1, and around 0.1 mW/µm2 for the ESUT #2, while the associated
counterparts estimated from simulations PRF,max,s ⇡ (3/16)DJsDVs are around 0.08 mW/µm2

and 0.14 mW/µm2, respectively, with a discrepancy of around 30 % to 40 % due to the under-
estimated Jv,s, as already discussed. This means that a 16 µm2-large RTD device can deliver up
to around 1 mW and 1.6 mW of RF power if featuring the ESUT #1 or #2, respectively.

Clearly, this value can be significantly increased through accurate device epitaxial structure
design. In particular, barriers and QW thicknesses have to be optimised to achieve moderate cur-
rent density operation, i.e., 150 < Jp < 300 kA/cm2, and large PVCR > 3, resulting in DJ � 100
kA/cm2. This allows the employment of large mesa areas above 9 µm2 required for high-power
operation without suffering from thermal breakdown issues.

At the same time, emitter and collector spacer layers thicknesses and doping levels have to
be optimised to maximise the NDR voltage swing DV and keep moderate Vp to minimise DC
power consumption and increase efficiency. A discussion on RTD epitaxial structure design
focused on the DC JV curve and aimed at low-THz oscillator sources is provided in the next
Chapter.

4.4 Summary

This Chapter proposed a quantum transport numerical approach based on the non-equilibrium
Green’s function (NEGF) formalism to accurately and reliably model the electrical fingerprint of
In0.53Ga0.47As/AlAs double-barrier RTDs, which are lattice-matched to InP substrates. It relies
on Atlas TCAD simulation software, which numerically-solves the device physical equations
through the FEM. The approach was demonstrated by means of a comprehensive experimental
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analysis, which included microfabrication and measurement of epitaxially-grown RTD devices.

The results show that the simulation software correctly estimates the peak current density
Jp, peak voltage Vp, and the valley-to-peak voltage difference DV of the RTD heterostructure
DC JV characteristic NDR region in RT conditions. On the other hand, the computed valley
current density Jv, and so the available current density DJ and PVCR, do not match with the
experimentally-extracted counterparts due to the ballistic nature of electron transport and sim-
plified parabolic electronic dispersion relation, which will be solved through the implementation
of scattering mechanisms and multi-band description. Nevertheless, successful epitaxial layer
design for high-power low-THz (up to around 300 GHz) emitters can be conducted, and oscil-
lator design carried out through the experimentally measured valley current.
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Chapter 5

Epitaxial structure simulation study of
In0.53Ga0.47As/AlAs double-barrier
resonant tunnelling diodes for
low-terahertz sources

In this Chapter, an epitaxial structure simulation study of indium gallium arsenide/aluminium ar-
senide double-barrier resonant tunnelling diodes (RTD) epitaxially-grown on lattice-matched in-
dium phosphide substrates is presented employing the approach described in Chapter 4, which is
based on the non-equilibrium Green’s function formalism implemented in Silvaco Atlas TCAD.
In particular, the investigation focuses on how epitaxial layers design impacts the RTD het-
erostructure static current density-voltage characteristic, including barriers, quantum well, and
spacer layers, as well as the employment of a high-band gap emitter region.

The analysis shows that, while barriers and QW thicknesses have a strong impact on the
current operation of the RTD device, accurate asymmetric spacers design can provide a trade-
off between the voltage span and relative position of its negative differential resistance region,
while the employment of a high-band gap compound at the emitter side lowers the device bias
point. This provides the required physical insight to accurately design and optimise high-power
RTD devices employed in oscillator sources operating at low-terahertz frequencies.

5.1 Introduction

As discussed in Chapters 2 and 3, device epitaxial design optimisation is crucial to tailor oscil-
lator performances according to the operational requirements. In this context, two approaches
are commonly adopted to design indium gallium arsenide/aluminium arsenide (InGaAs/AlAs)
terahertz (THz) double-barrier resonant tunnelling diodes (RTD):
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a) the first approach relies on ultra-high peak current-density Jp in the megaampere per
square centimetre (MA/cm2) range, and allows for a frequency response well-above
1 THz thanks to the very-thin employed double-barrier quantum well (DBQW) re-
gion [422, 465, 466], characterised by AlAs barriers thickness tb around 0.88/1.17
nm (around 3/4 monolayers (ML)) and thin (typically below 3 nm in thickness [464])
high-indium (In) content (usually around or above 80 % [425, 470]) InGaAs (or in-
dium arsenide (InAs) notch-based [422]) quantum wells (QW) [473] (to lower Vp),
which minimise the associated electron quasi-bound state tunneling lifetime.
However, the associated radio-frequency (RF) power capability is remarkably lim-
ited. Indeed, the high available current density DJ = Jp � Jv (where Jv is the val-
ley current density) is gained at the expense of a dramatic reduction in device area
(around and below 1 µm2) since large-size devices tend to be prone to thermal
breakdown, and reduce the associated parasitic capacitance required to oscillate at
THz frequencies which, together with the small valley-to-peak voltage difference
DV = Vp �Vv that characterises these epi-structures (typically below 0.5 V [466]),
drastically lower the device RF gain. In addition, Jv is large at room temperature
(RT), which reduces the peak-to-valley current ratio (PVCR) (which is, usually, be-
low 2 [464]). This is due to the thin employed barriers and QW, and to the structural
imperfections introduced during the growth of the highly-strained DBQW active re-
gion, which affects epitaxial growth uniformity and reproducibility, as well as device
reliability [697]. Overall, the provided RF power is of the order of the microwatt
above 1 THz oscillation frequencies.

b) the second approach, which is the one considered in this work, is based on moderate
Jp ⇠ 200�300 kA/cm2, large device size (above 16 µm2), and large DV > 0.5 V, and
leads to high-power operation in the low-THz range (⇠ 100�300 GHz) [169, 516].
Due to the large employed mesa area, fabrication is fully-compatible with stan-
dard optical lithography, which diminishes the complexity and cost associated with
electron-beam lithographic steps needed for micrometre square and sub-micrometre
square sizes, while moderate current density operation reduces thermal stability is-
sues. Furthermore, the active region is almost relaxed due to the employed lattice-
matched to indium phosphide (InP) In0.53Ga0.47As QW, which increases epitaxial
growth reproducibility and uniformity. However, in contrast with the previous ap-
proach, proper DBQW and spacer layers design aimed at performance maximisation
has not yet been investigated in this context.

To address these device design challenges, a comprehensive discussion on epitaxial design
of In0.53Ga0.47As/AlAs double-barrier RTDs is reported in the following. The analysis is fo-
cused on the DC current density-voltage (JV ) curve, which determines the device maximum
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RF power per unit of area PRF,max ⇡ (3/16)DJDV . By tuning the parameters associated with
epitaxial layers, including barriers, QW, and spacer layers, the impact on the heterostructure DC
JV characteristic in terms of Jp, Vp, and DV (which are the quantities that can be accurately
computed), is analysed employing the non-equilibrium Green’s function (NEGF)-based simula-
tion approach presented in Chapter 4, which relies on Silvaco Atlas TCAD.

At the same time, a qualitative analysis of Jv, DJ, and PVCR = Jp/Jv in the context of barriers
and QW design is carried out based on the simulated heterostructure transmission coefficient.
Furthermore, the employment of a high-band gap material at the emitter side is also investigated.
Device design considerations aimed at high-power low-THz sources are then briefly discussed.

5.2 RTD epitaxial structure simulation study

To study the impact of epitaxial structure design parameters on the heterostructure static JV
characteristic, an n-type intra-band In0.53Ga0.47As/AlAs double-barrier RTD reference epitaxial
structure (RES), which is depicted in Figure 5.1, was adopted, and features barriers thickness
tb = 1.46 nm (around 5 ML), QW thickness tqw = 4.39 nm (around 15 ML), and emitter/collector
lightly-doped spacer layers thickness te/c

ls = 100 nm and doping level N e/c
D,ls = 2⇥1017 cm�3. The

emitter and collector regions, as well as heavily-doped contacts, thicknesses and doping levels
are set to 20 nm, 2⇥ 1018 cm�3, and 40/400 nm and 2⇥ 1019 cm�3, respectively. This choice
was made based on reported epitaxial structures employed in oscillators operating at around 300
GHz [169].

n++ In0.53Ga0.47As

n+ In0.53Ga0.47As

n- In0.53Ga0.47As

u AlAs
u In0.53Ga0.47As

n- In0.53Ga0.47As

n+ In0.53Ga0.47As

n++ In0.53Ga0.47As

u In0.53Ga0.47As

u AlAs
u In0.53Ga0.47As

Collector contact: 40 nm, ND = 2x1019 cm-3

Barrier: tb = 1.17/1.46/1.75 nm (4/5/6 ML)

Barrier: tb = 1.17/1.46/1.75 nm (4/5/6 ML)
Quantum well: tqw = 4.10/4.39/4.69 nm (14/15/16 ML)

Spacer: = 2 nm

Spacer: = 2 nm

Lightly-doped spacer: te
ls = 50/100 nm, Ne

D,ls = 2x1016/17 cm-3

Lightly-doped spacer: tc
ls = 50/100 nm, Nc

D,ls = 2x1016/17 cm-3

Collector: 20 nm, ND = 2x1018 cm-3

Emitter: 20 nm, ND = 2x1018 cm-3

Emitter contact: 400 nm, ND = 2x1019 cm-3

Figure 5.1: RTD reference epitaxial structure and associated design parameters (in red), as well
as the overall set of simulation parameters (in black).
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Table 5.1: Epi-structure simulation results for different barriers thicknesses.

tb [nm] Jp [kA/cm2] Vp [V] Vv [V] DV [V]

1.17 656 1.2 2.7 1.5

1.46 263 1.2 2.7 1.5

1.75 101 1.2 2.7 1.5

Parameters associated with barriers, QW, and lightly-doped spacers were then tuned, as
shown in Figure 5.1, and simulation results compared and discussed. Forward bias, i.e., col-
lector contact (cathode) positively-biased with respect to the emitter contact (anode), and RT
(T = 300 K) operation, is assumed to model realistic RTD devices employed in THz sources, as
discussed in Chapter 4.

5.2.1 Barriers

The RES was simulated setting tb = 1.17 nm, 1.46 nm, and 1.75 nm (around 4 ML, 5 ML, and
6 ML, respectively, where 1 ML ⇠ 0.293 nm). Simulation results are shown in Table 5.1. The
impact of tb on the DC JV curve is revealed in terms of current density, while the effect on
voltages is negligible (Vp ' 1.2 V, Vv ' 2.7 V, and DV ' 1.5 V).

In particular, as tb increases, Jp decreases [409, 706] from around 656 kA/cm2 assuming 4
ML, to around 263 kA/cm2 and around 101 kA/cm2 with 5 ML and 6 ML, respectively, reveal-
ing an exponential-like trend Jp µ exp(�atb) (a > 0), which is explained by the drop of the
full-width at half maximum (FWHM) energy broadening G1 of the resonance associated with
the QW first quasi-bound state energy subband E1 of the heterostructure transmission coefficient
energy spectrum TDBQW (Ez) (where Ez is the longitudinal energy component). This is shown in
Figure 5.2, where thermal equilibrium is assumed as general example. Indeed, current density
drops regardless of the specific bias point.

In particular, G1 decreases from around 7.5 meV assuming 4 ML, to around 2.9 meV and
around 1.1 meV with 5 ML and 6 ML, respectively. This enhances carriers confinement and nar-
rows the conduction channel due to the lower associated available local density of states (LDOS),
reducing the double-barrier structure tunnelling transparency. However, although Jp increases
by reducing tb, the transmission coefficient FWHM energy broadening G2, i.e., TDBQW (Ez)!
E2 (where E2 is the QW second quasi-bound state resonant subband) increases more than G1

[451], from around 13.8 meV with 6 ML, to around 25.1 meV and around 47.6 meV with 5 ML
and 4 ML, respectively, where ∂G2/∂ tb � ∂G1/∂ tb due to the weaker quantum confinement
(E2 > E1), making Jv µ exp(�b tb) to rise more than Jp (b ⌧ a).
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Figure 5.2: Computed resonant peak (linear scale) associated with the QW first quasi-bound
state energy subband of the heterostructure transmission coefficient energy spectrum at RT for
different barriers thicknesses. Thermal equilibrium is assumed as a general bias point.

In summary, the analysis shows that, while both Jp and DJ (because of the exponential
increase of Jp and Jv [451]) increase reducing tb, the PVCR drops, while Vp and DV variations
are negligible.

5.2.2 Quantum well

The RES was simulated setting tqw = 4.10 nm, 4.39 nm, and 4.69 nm (around 14 ML, 15 ML,
and 16 ML). The computed static JV characteristics are shown in Figure 5.3, while the associ-
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Figure 5.3: Computed static JV characteristic at RT for different QW thicknesses.
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Table 5.2: Epitaxial structure simulation results for different QW thicknesses.

tqw [nm] Jp [kA/cm2] Vp [V] Vv [V] DV [V]

4.10 338 1.44 3.22 1.78

4.39 263 1.20 2.74 1.54

4.69 206 1.00 2.32 1.32
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Figure 5.4: Computed transmission coefficient energy spectrum at RT for different QW thick-
nesses. Thermal equilibrium is assumed as a general bias point.

ated values are reported in Table 5.2, and are Jp ' 338 kA/cm2, Vp ' 1.44 V, and DV ' 1.78 V
assuming 14 ML, Jp ' 263 kA/cm2, Vp ' 1.20 V, and DV ' 1.54 V with 15 ML, and Jp ' 206
kA/cm2, Vp ' 1.00 V, and DV ' 1.32 V assuming 16 ML.

To compare and explain the results, TDBQW of the different heterostructures at RT was com-
puted and analysed, as shown in Figure 5.4. Thermal equilibrium conditions are assumed, anal-
ogously as done in Section 5.2.1. The increase in Jp and Vp with QW shrinking is explained by
the rise of E1 [404,706], which increases from around 112 meV assuming 16 ML, to around 123
meV (with difference DE1 ' 11 meV) and around 135 meV (DE1 ' 23 meV) with 15 ML and 14
ML, respectively, and by the broadening of E1 caused by the weaker electronic wave-function
confinement [706], where G1 increases from around 2.5 meV assuming 16 ML, to around 2.9
meV and around 3.3 meV with 15 ML and 14 ML, respectively.

Simultaneously, E2 rises more than E1 [706], and shifts from around 597 meV assuming 16
ML, to around 656 meV (with difference DE2 ' 59 meV) and around 720 meV (DE2 ' 123
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meV) with 15 ML and 14 ML, respectively. This makes Vv to shift more than Vp (Vv ' 2.32
V, ' 2.74 V, and ' 3.22 V with 16 ML, 15 ML, and 14 ML, respectively), making DV to in-
crease [417, 473].

Moreover, G2 increases more than G1 [473], from around 20.6 meV with 16 ML, to around
25.1 meV and around 31.0 meV with 15 ML and 14 ML, respectively, because ∂G2/∂ tqw �
∂G1/∂ tqw due to the reduced quantum confinement. Therefore, Jv is expected to rise more than
Jp, even though the resonant subbands energy separation rises. However, the impact of tqw on
both Jp and Jv is significantly weaker than of tb [706].

In summary, the analysis shows that, while Jp, DJ (similarly as discussed in Section 5.2.1
due to the increase of Jp and Jv), and DV increase reducing tqw, Vp rises and the PVCR drops.

5.2.3 Lightly-doped spacers

5.2.3.1 Emitter lightly-doped spacer

The RES was simulated setting te
ls = 50 nm and 100 nm, and Ne

D,ls = 2⇥1016 cm�3 and 2⇥1017

cm�3, while the lightly-doped collector spacer thickness tc
ls and doping level Nc

D,ls are set to 100
nm, and 2⇥1017 cm�3 and 2⇥1016 cm�3, respectively. The computed static JV characteristics
are shown in Figure 5.5, while the associated values are reported in Table 5.3.
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Figure 5.5: Computed static JV characteristic at RT for different lightly-doped emitter spacer
thicknesses and doping levels. The lightly-doped collector spacer thickness and doping level
are set to 100 nm and 2⇥ 1017 cm�3, respectively. ⇤ Computed assuming tc

ls = 100 nm and
Nc

D,ls = 2⇥1016 cm�3.
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Table 5.3: Epitaxial structure simulation results for different emitter lightly-doped spacer thick-
nesses and doping levels.

te
ls [nm] Ne

D,ls [cm�3] Jp [kA/cm2] Vp [V] Vv [V] DV [V]
⇤50 2⇥1017 265 1.20 2.74 1.54
⇤100 2⇥1017 265 1.20 2.74 1.54
⇤50 2⇥1016 215 1.08 2.74 1.66
⇤100 2⇥1016 206 1.04 2.74 1.70
⇤⇤50 2⇥1017 265 2.28 4.04 1.76
⇤⇤100 2⇥1017 265 2.28 4.04 1.76

⇤ Computed assuming tc
ls = 100 nm and N c

D,ls = 2⇥1017 cm�3. ⇤⇤ Computed assuming tc
ls = 100

nm and Nc
D,ls = 2⇥1016 cm�3.

To compare and explain the results, the conduction band (CB) edge energy profile Ec(z) (G
point) and electron density distribution n(z) in proximity to the first barrier at RT were com-
puted, as shown in Figure 5.6, being ẑ the longitudinal broken symmetry (transport) direction.
Thermal equilibrium is assumed as previously discussed (general visual example), even though
specific considerations can be done at chosen bias points (forward bias).

In case of symmetric doping between emitter and collector lightly-doped spacers (Ne
D,ls =

Nc
D,ls), no significant variation in the DC JV curve is revealed when te

ls is tuned [707], which can
be explained by the weak variation in the potential barrier arising in proximity to the first barrier
at peak resonance (V =Vp), which is confirmed by the smoothness of Ec at thermal equilibrium.
Similar considerations apply to the asymmetric case Ne

D,ls > Nc
D,ls, which is confirmed by the

positive curvature of the potential profile in proximity to the first barrier at thermal equilibrium.

On the other hand, if Ne
D,ls < Nc

D,ls, Jp drops with increasing te
ls, which can be explained by

the larger potential barrier seen by the tunnelling electrons when the equivalent voltage drop
across the depletion region at the emitter side at peak resonance is not enough to compensate
for the associated intrinsic built-in potential, which is the case if the emitter contact is heavily
doped [707] (whose doping level Ne

D,ls is set to 2⇥ 1019 cm�3 in the present analysis). This is
confirmed by the negative profile of the potential at thermal equilibrium. Moreover, Jp decreases
if Ne

D,ls is reduced due the lower available electron concentration [409], making Ec to shift to-
wards and above the Fermi level EF (or local quasi-Fermi level EFn).

At the same time, Vp decreases in both cases since Ec and E1 get closer because of band
warping caused by the larger potential drop at the emitter side, increasing DV [706]. However,
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equilibrium (T = 300 K): emitter region

Ec: t
e
ls = 50 nm, NeD,ls = 2x1017 cm-3

Ec: t
e
ls = 100 nm, NeD,ls = 2x1017 cm-3

Ec: t
e
ls = 50 nm, NeD,ls = 2x1016 cm-3

Ec: t
e
ls = 100 nm, NeD,ls = 2x1016 cm-3

*Ec: t
e
ls = 50 nm, NeD,ls = 2x1017 cm-3

*Ec: t
e
ls = 100 nm, NeD,ls = 2x1017 cm-3

EF
n: tels = 50 nm, NeD,ls = 2x1017 cm-3

n: tels = 100 nm, NeD,ls = 2x1017 cm-3

n: tels = 50 nm, NeD,ls = 2x1016 cm-3

n: tels = 100 nm, NeD,ls = 2x1016 cm-3

*n: tels = 50 nm, NeD,ls = 2x1017 cm-3

*n: tels = 100 nm, NeD,ls = 2x1017 cm-3

Figure 5.6: Computed CB edge energy profile and electron density at RT in the emitter region for
different lightly-doped emitter spacer thicknesses and doping levels. The lightly-doped collector
spacer thickness and doping level are set to 100 nm and 2⇥ 1017 cm�3, respectively. Thermal
equilibrium is assumed as arbitrary example. ⇤ Computed assuming tc

ls = 100 nm and Nc
D,ls =

2⇥1016 cm�3. The black solid line represents the Fermi level (energy reference).

generally-speaking, the Vp(te
ls,N

e
D,ls) dependency is strictly dependent on Thomas-Fermi screen-

ing effects caused by charge accumulation/depletion due to band bending [708]. However, this
is strictly correlated to the specific epitaxial structure under study, therefore, its accurate inves-
tigation has to be carried in the context of device design.

Furthermore, Vv results to be largely unaffected by both te
ls and Ne

Dls, where the estimated
Vv are around 2.74 V and around 4.04 V assuming Nc

D,ls = 2⇥ 1017 cm�3 and 2⇥ 1016 cm�3,
respectively. However, it is expected that Jp, Vp, and Vv vary as te

ls increases and/or Ne
D,ls de-

creases due to scattering processes in the emitter region [451], which were not included in the
simulations, as already discussed in Chapter 4.

In summary, the analysis shows that, while Jp, Vp, and DV considerably change if Ne
D,ls is

tuned, their dependency on te
ls turns to be notable only if Ne

D,ls/Nc
D,ls ⌧ 1. In particular, both Jp

and Vp decreases, while DV increases, if either Ne
D,ls is reduced or te

ls increased.
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Figure 5.7: Computed static JV characteristic at RT for different lightly-doped collector spacer
thicknesses and doping levels. The lightly-doped emitter spacer thickness and doping level are
set to 100 nm and 2⇥1017 cm�3, respectively.

5.2.3.2 Collector lightly-doped spacer

The RES was simulated setting tc
ls = 50 nm and 100 nm, and Nc

D,ls = 2⇥1016 cm�3 and 2⇥1017

cm�3, while the lightly-doped emitter spacer thickness te
ls and doping level Ne

D,ls were set to 100
nm and 2⇥1017 cm�3, respectively. The computed static JV characteristics are shown in Figure
5.7, while the associated values are reported in Table 5.4.

The shift of Vp and Vv at higher voltage if tc
ls is increased and/or Nc

D,ls decreased is ex-
plained by the larger voltage drop across the collector region, i.e., higher equivalent "series"
resistance [709]. In particular, Vv shifts more than Vp since the inequality E1 �Ec < E2 �E1 is
typically met in the QW, increasing DV . In this context, the Vp(tc

ls,N
c
D,ls) and Vv(tc

ls,N
c
D,ls) depen-

Table 5.4: Epitaxial structure simulation results for different collector lightly-doped spacer
thicknesses and doping levels⇤.

tc
ls [nm] Nc

D,ls [cm�3] Jp [kA/cm2] Vp [V] Vv [V] DV [V]

50 2⇥1017 265 1.00 2.02 1.02

100 2⇥1017 265 1.20 2.74 1.54

50 2⇥1016 265 1.34 2.42 1.08

100 2⇥1016 265 2.28 4.04 1.76

⇤ Computed assuming te
ls = 100 nm and N e

D,ls = 2⇥1017 cm�3.
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dencies are expected to depend on the resistive nature of the collector depletion region through
the associated Debye length, which depends on the employed collector design. Therefore, this
has to be accurately investigated in the context of the specific epitaxial structure under study.

At the same time, Jp does not change by tuning both tc
ls and/or Nc

D,ls, where the computed
Jp is around 265 kA/cm2, unless a large potential barrier approaching E1 arises in proximity to
the second barrier at peak resonance assuming Nc

D,ls n Ne
D,ls. Despite that, it is expected that

Jp, Vp, and Vv change as tc
ls increases and/or Nc

D,ls decreases due to scattering mechanisms in the
collector region [417, 468], which were not included in the simulations, as already discussed in
Chapter 4.

In summary, the analysis showed that both Vp and DV increase if tc
ls is increased and/or Nc

D,ls

is decreased, while Jp is unaffected.

5.2.4 High-band gap emitter

The impact of a high energy band gap Eg material employed at the emitter side was also in-
vestigated. In this context, an indium aluminium gallium arsenide (InAlGaAs) quaternary com-
pound is assumed [464]. The RES was simulated setting tqw = 4.10 nm and assuming different
In1�x�yAlyGaxAs compositions {x,y} = {0.43, 0.04} (Eg ' 0.93 eV), {0.4, 0.07} (Eg ' 0.98
eV), and {0.37, 0.1} (Eg ' 1.04 eV) [375], where x and y are the gallium (Ga) and aluminium
(Al) contents, respectively.

Simulations results are shown in Table 5.5, revealing a drop of Vp with increasing the Al
concentration, where computed values are around 0.84 V, 0.66 V, and 0.52 V with {x,y} =

{0.43, 0.04}, {0.4, 0.07}, and {0.37, 0.1}, respectively, reducing Vp up to around three times
if compared to an equivalent heterostructure employing In0.53Ga0.47As (Eg ' 0.74 eV [446]),
whose Vp is estimated to be around 1.44 V. At the same time, Jp drops, where computed values
decrease from around 338 kA/cm2 with y = 0 to around 220 kA/cm2, 180 kA/cm2, and 145

Table 5.5: Epitaxial structure simulation results for different InAlGaAs compositions.

Quaternary compound Jp [kA/cm2] Vp [V]

In0.53Ga0.47As 338 1.44

In0.53Al0.04Ga0.43As 220 0.84

In0.53Al0.07Ga0.4As 180 0.66

In0.53Al0.1Ga0.37As 145 0.52
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Figure 5.8: Computed CB edge energy profile at RT in proximity to the first barrier for different
In1�x�yAlyGaxAs compositions. The black solid line represents the Fermi level (energy refer-
ence). Thermal equilibrium is assumed as reference example.

kA/cm2, with {x,y} = {0.43, 0.04}, {0.4, 0.07}, and {0.37, 0.1}, respectively.

To explain the results, the CB profile Ec(z) at RT close to the first barrier was simulated,
which is shown in Figure 5.8. Thermal equilibrium was assumed as reference example. As can
be seen, the drop of Vp can be explained by the shift of Ec in both emitter (upwards) and QW
(downwards) regions, which makes Ec and E1 to approach, i.e., E1�Ec to diminish. However, Jp

drops at the same time, which is due to the higher electron effective mass m⇤
e of In1�x�yAlyGaxAs

(0.047 . m⇤
e . 0.053) compared to In0.53Ga0.47As (m⇤

e ⇠ 0.041) [375].

In summary, the analysis showed that both Vp and Jp reduce employing an InAlGaAs-based
emitter region.

5.3 RTD epitaxial structure design for high-power low-THz
sources: general considerations

Based on the analysis in the preceding Section, a brief discussion on lattice-matched to InP
n-type In0.53Ga0.47As/AlAs double-barrier RTD epitaxial structure design aimed at high-power
low-THz oscillators working at around 300 GHz is hereby reported. The adopted design method-
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ology focuses on PRF,max maximisation through the simulated static JV curve, i.e., maximisa-
tion of the associated negative differential resistance (NDR) region span.

In particular, the procedure consists in designing Jp, Vp, and DV , which can be accurately
computed, according to the operational requirements, as well as analysing the heterostructure
band diagram, electron density distribution, DBQW resonant states, LDOS, and transmission
coefficient energy spectrum, which give qualitative information on Jv and DJ. The remaining
parameters, including capacitance, QW inductance, as well as the valley current Iv = AJv (where
A is the device mesa area), are then experimentally-retrieved through scattering (S)-parameters
measurement and DC sweep of microfabricated RTD devices, through which load line and high-
frequency circuit design (including impedance matching with the load/antenna) is accurately
carried out.

Regarding the DBQW, moderately-thick AlAs barriers of thickness tb = 1.17/1.46/1.75 nm
(4/5/6 ML) is recommended which, together with an In0.53Ga0.47As QW of thickness tqw =

4.10/4.39/4.69 nm (14/15/16 ML), can provide (depending on the overall epi-design) with Jp

in the 200�300 kA/cm2 range. The PVCR is typically above 3 in such structures [710]. This
current density level is suggested for the design of large-size RTD devices aimed at oscillators
operating at around 300 GHz [169], offering high-speed performance and thermal reliability. In
this context, Jp up to around 400 kA/cm2 can be employed.

Generally-speaking, tb < 4 ML is not advisable since makes Jp to increase well over 700
kA/cm2, and up to and above 1 MA/cm2 [163], which is incompatible with large device sizes,
and shrinks the PVCR well below 3 (rising Jv), limiting the exploitable NDR extent available
for RF gain. Moreover, tb > 6 ML dramatically lowers Jp (typically below 100 kA/cm2) due
to the pronounced associated exponential trend Jp(tb), as discussed in Section 5.2. At the same
time, a moderate tqw < 16 ML helps in keeping Jp at the required level during emitter/collector
spacers design, and enhances DV . However, this shifts Vp and large bias, reducing the DC-to-RF
efficiency, and lowers the PVCR, so care must be adopted during epi-design to balance/trade-off
the different effects. On the other hand, the employment of tqw � 16 ML lowers Vp and signifi-
cantly reduces Jp, so it is not recommended.

Shrinking the QW allows to reduce the electron quasi-bound-state resonant tunnelling life-
time, increasing the diode cut-off frequency (i.e., device bandwidth). Thus, moderately-thick
DBQW regions featuring tb = 5 ML and tqw = 15 ML allow to realise high-speed RTD devices
operating at 300 GHz, such as the one reported in [169], and similar performances are expected
assuming tb = 5± 1 ML and tqw = 15± 1 ML. An example of designed and experimentally-
demonstrated high-power RTD epitaxial structure is presented in Chapter 6.
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Furthermore, the employment of In1�xGaxAs QWs with x = 0.47, i.e., low-strain budget
In0.53Ga0.47As/AlAs DBQW heteroregions, improves the epitaxial growth uniformity, increas-
ing microfabrication yield and device reliability. High-In content QWs, i.e., x > 70 % [710],
are not required in this context due to the moderate tqw values (well above 3 nm), since it is
not essential to counterbalance the rise of Vp by depressing the first quasi-bound resonant state
E1, which would dramatically reduce the structural quality of the grown wafers because of the
highly-strained DBQW regions [697].

Regarding spacer layers, undoped spacers are used to avoid dopants diffusion from the emit-
ter/collector expended regions into the DBQW. Thus, very-thin layers of around 1.5�2 nm (5�7
ML) in thickness are typically employed at both emitter/collector sides [163, 466]. At the same
time, this prevents the formation of a large quasi-triangular potential (quantum) well at the emit-
ter side close to the first barrier under forward bias (see Section 2.4.4 of Chapter 2), which
would lead to significant charge accumulation, as well as the consequent formation of a parallel
two-dimensional (2D)�2D electron tunnelling channel, impoverishing the designed JV curve.

On the other hand, lightly-doped spacers can be employed to tune Jp and Vp, and to enhance
DV [469]. Generally-speaking, a thick spacer layer at the collector side is recommended to
greatly increase DV above 1 V, and the associated shift of Vp at large bias (if significant) can be
(partially) counteracted by playing on tqw, by employing a high-band gap emitter alloy, such as
InGaAlAs (as discussed in Section 5.2), or by tailoring the emitter lightly-doped spacer design.
In this regard, Vp < 2 V is recommended to keep the oscillator DC-to-RF efficiency to reason-
able levels and to limit the dissipated power in the shunt resistor/s, which could lead to thermal
breakdown.

The emitter lightly-doped spacer layer has to be designed to satisfy Jp and Vp requirements
depending on the specific heterostructure, according to the considerations reported in Section
5.2. Here, an asymmetric thicknesses configuration is recommended to maximise DV , i.e.,
te
ls ⌧ tc

ls, while the suggested doping levels N e/c
D,ls are of the order of 1016/17 cm�3. Generally-

speaking, spacers thickness and doping level highly-influence the device self-capacitance (as
well as the RTD overall frequency response), so this must be considered during device design.

Regarding emitter and collector regions, a high doping level ND of the order of 1018 cm�3 is
typically employed to guarantee highly-populated reservoirs for carriers injection [163], while
heavily-doped contacts are designed to minimise the associated Ohmic contact resistance, i.e.,
lowering the metal-to-semiconductor Schottky barrier by maximising the doping level (where
ND is typically of the order of 1019 cm�3 [541]) and/or by increasing the associated In mo-
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lar fraction (especially at the collector contact) [470]. In this regard, p-type Schottky contacts
could be employed, as already discussed in Chapter 2 [444]. Further, the emitter contact layer
thickness must be designed to allow practical wet-etching and according to the sheet resistance
requirements of the employed shunt resistor/s.

To conclude, it is worth to underline that the aforementioned considerations have to be con-
sidered as general guidelines, while an ad-hoc investigation analysis, followed by subsequent
design optimisation, must be achieved for any specific RTD heterostructure under study, accord-
ing to the specific operation requirements. In the next Chapter, an example of designed and
experimentally-investigated epitaxial structure is presented, demonstrating the validity of the
proposed design approach for high-power 300-GHz RTD oscillator sources.

5.4 Summary

This Chapter presented an epitaxial structure investigation study of In0.53Ga0.47As/AlAs RTDs
using the simulation approach demonstrated in Chapter 4, which is based on the non-equilibrium
Green’s function (NEGF) method implemented in Silvaco Atlas TCAD simulation package. The
analysis focused on barriers, QW, and lightly-doped spacer layers design, as well as on the em-
ployment of a high energy band gap emitter alloy, and on the associated impact on several RTD
heterostructure physical quantities, including the DC JV curve, transmission coefficient energy
spectrum, electron density, and band profile at RT. The retrieved trends were analysed and gen-
eral device design guidelines for high-power low-THz emitters deduced.

To summarise, RTD epitaxial design aimed at RF power maximisation focuses on the static
IV curve, which is tailored to maximise the NDR region span defined by the available current
DI and voltage swing DV . Within the developed simulation approach, the DBQW region and
spacer layers of the RTD heterostructure must be designed and optimised to achieve moderate
peak current density Jp and to maximise DV , which allows the employment of large mesa areas.
In the context of oscillator design, this requires a careful device analysis based on the specific re-
quirements dictated by oscillator performance. Generally-speaking, device design optimization
is always conducted based on RF power-cut-off frequency trade-offs.
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Chapter 6

A high-power In0.53Ga0.47As/AlAs
double-barrier resonant tunnelling diode
epitaxial structure for 300-GHz oscillators

In the present Chapter, an optimised high-power indium gallium arsenide/aluminium arsenide
(InGaAs/AlAs) double-barrier resonant tunnelling diode (RTD) epitaxial structure grown on
indium phosphide (InP) is demonstrated. The heterostructure was designed using the non-
equilibrium Green’s function quantum transport simulation approach described in Chapter 4,
and was experimentally investigated through the microfabrication and characterisation of RTD
devices. The high-frequency radio-frequency (RF) power performance of the epitaxial structure
is analysed based on the extracted small-signal equivalent circuit parameters.

The analysis shows that a 16 µm2-large RTD is capable of providing an RF power in excess
of 3 mW at 300 GHz, while a 49 µm2-large device is expected to deliver up to around 10 mW,
which is up to around five times higher compared to the current state-of-the-art. Distributed
inductors in both coplanar and microstrip geometry are designed through full three-dimensional
electromagnetic simulations, proving the feasibility of the proposed approach for the practical
realisation of high-power 300-GHz oscillator sources employing low-cost optical lithography.

6.1 RTD heterostructure design

The proposed n-type intra-band RTD epitaxial structure is shown in Figure 6.1, which was de-
signed to achieve moderate current density operation (with peak current density Jp ⇠ 200�300
kA/cm2), which allows the employment of large mesa areas A� 1 µm2, low peak voltage Vp < 2
V, and large valley-to-peak voltage difference DV =Vv�Vp � 0.5 V. In particular, it consists of
a lattice-matched to InP In0.53Ga0.47As/AlAs double-barrier quantum well (DBQW) structure,
and it features moderately-thick AlAs barriers (around 1.46 nm-thick, which corresponds to five
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Figure 6.1: Proposed n-type intra-band In0.53Ga0.47As/AlAs RTD epitaxial structure.

atomic layers, where one monolayer (ML) is equal to around 0.293 nm) and an In0.53Ga0.47As
QW of thickness of around 4.39 nm (15 ML). Two 2 nm-thick undoped spacers are placed close
to the two barriers, while asymmetric lightly-doped spacers design is employed to achieve large
DV . In this context, the emitter lightly-doped spacer thickness and doping level ND are set to
50 nm and 2⇥1017 cm�3, respectively, to satisfy Jp and Vp requirements, while the collector
lightly-doped spacer to 150 nm and 2⇥1017 cm�3 to guarantee large DV .

At the same time, a 20 nm-thick emitter region (with doping level ND = 2⇥ 1018 cm�3) is
included, together with 40/400 nm-thick collector/emitter heavily-doped In0.53Ga0.47As contact
layers (ND = 5⇥1019 cm�3). The simulated current density-voltage (JV ) characteristic at room
temperature (RT) was accurately tailored and features Jp ' 270 kA/cm2, Vp ' 1.2 V and DV '
1.7 V. The wafer structure was grown through molecular beam epitaxy (MBE) by Intelligent
Epitaxy Technology (IntelliEPI) on a 650 µm-thick 3" (100) semi-insulating (SI) InP wafer
substrate.

6.2 RTD devices microfabrication

RTD devices with square top mesa area A= 3⇥3 µm2 were fabricated to accurately characterise
the heterostructure. Microfabrication was carried out as described in Chapter 3. Ohmic contacts
were processed using a titanium/palladium/gold (Ti/Pd/Au=20/30/150 nm) metal stack. Here,
no surface cleaning procedure was adopted prior to metal evaporation. The mesas lateral un-
dercut s due to anisotropic chemical wet etching was estimated to be around 3.5 µm2, which
was confirmed through scanning electron microscopy (SEM) analysis, resulting in an effective
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Figure 6.2: In a), photo-micrograph of a fabricated RTD device; in b), SEM image zoom-in over
the RTD region; in c), zoom-in over the opened via.

A ' 5.5 µm2. Furthermore, passivation was carried out employing a 1.2 µm-thick polyimide
PI-2545 layer. A photo-micrograph and SEM images of a fabricated RTD device are shown in
Figure 6.2.

6.3 RTD devices DC and RF characterisation

The devices were DC measured using a B1500A semiconductor parameter analyser (SPA) [711]
from Keysight Technologies, and the associated static current-voltage (IV ) characteristic is
shown in Figure 6.3 together with the simulated counterpart. Several RTDs on the processed
sample were characterised, and no difference in their electrical characteristic was revealed. The
heterostructure JV curve electrical quantities are reported in Table 6.1, where the measured Jp

is around 195 kA/cm2 = 1.95 mA/µm2, Jv ' 0.57 mA/µm2, DJ ' 1.38 mA/µm2, PVCR ' 3.5,
Vp ' 1.36 V, Vv ' 2.55 V, and DV ' 1.2 V, where Jv is the valley current density, DJ = Jp � Jv

the available current density, while PVCR = Jp/Jv the peak-to-valley current ratio.
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Figure 6.3: Measured and simulated static IV characteristic of the designed RTD devices.

Table 6.1: RTD epitaxial structure extracted static JV curve electrical quantities.

Jp [mA/µm2] Jv [mA/µm2] DJ [mA/µm2] PVCR Vp [V] Vv [V] DV [V]

1.95 0.57 1.38 3.5 1.36 2.55 1.2

The poor electrical properties of the heterostructure compared to design is attributed to the
lack of surface cleaning steps before Ohmics metallisation (which increases the associated con-
tact resistance Rc, and leads to higher Vp and smaller DV ) and, more importantly, to the poor
quality achieved during epitaxial growth, where current density and the negative differential re-
sistance (NDR) span (so Jp, DJ, Vv, DV , and the PVCR) are affected by structural defects and
imperfections, shrinking the NDR region.

At the same time, this might also explain the kink shown at around 0.95 V. In particular,
this can be attributed to random dopants fluctuations, as well as to crystalline defects and struc-
tural imperfections, at the emitter side. An accurate and precise description of this effect in the
context of the fabricated wafer is unknown at present. However, this does not compromise the
high-frequency operation of the RTD device when biased into the NDR region.
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Figure 6.4: Experimental setup for RTD devices S-parameters measurement.

To determine the high-frequency performance of the proposed epitaxial structure, an esti-
mate of the device small-signal equivalent circuit parameters within the NDR region is required,
as discussed in Chapter 2. Since the moderate current RTDs (where the measured peak current
Ip = AJp ' 11 mA) exhibited instability within the NDR region due to low-frequency parasitic
oscillations caused by the bias line inductance (as shown in Figure 6.3), direct scattering (S)-
parameters measurement was not feasible. Therefore, the device high-frequency response was
estimated according to the following approach.

First, S-parameters were measured in both the first and second positive differential resis-
tance (PDR) regions, which are stable. To do that, after accurate calibration, on-wafer one-port
measurements were carried out in the frequency range 10 MHz�110 GHz using an E8361A pro-
grammable network analyser (PNA) [712] system working in the frequency range 10 MHz�67
GHz, including an N5260A millimetre head controller [713] and an N5260-60013 67�110 GHz
millimetre-wave test head module [714] (combiner assembly working as frequency extender in-
cluding the bias-Tee), and a B1500A SPA [711] as power supply (also used for DC sweep, as
already mentioned), all from Keysight Technologies, as well as a summit semi-automated probe
station from CASCADE MICROTECH [715].
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BOND-PADS
RTD

Figure 6.5: RTD device and bond-pads small-signal equivalent circuit.

The employed measurement experimental setup is shown in Figure 6.4. Here, the input sig-
nal power was set to -24 dBm. This allows to practically-retrieve the S11 parameter (i.e., input
reflection coefficient/return loss of the RTD and bond-pads system) avoiding oscillations trig-
gering if the device is biased close to the NDR region.

Based on the measured S11 parameter, the device small-signal equivalent circuit parameters
were extracted through both S11 and the converted Z11 impedance parameter, where [609]:

Z11 = Z0


1+S11

1�S11

�
(6.1)

being Z0 = 50 W the characteristic impedance of the employed measurement setup. In this con-
text, the designed and fabricated RTD devices bond-pads feature a coplanar waveguide (CPW)
design with same Z0 (as discussed in Chapter 3) in order to match with the employed radio-
frequency (RF) ground-signal-ground (GSG) probe from GGB INDUSTRIES (PICOPROBE
MODEL 110H [716]), working from DC to 110 GHz and featuring 100 µm pitch.

To do that, the small-signal equivalent circuit model of the RTD device and bond-pads, which
is shown in Figure 6.5, was adopted (which was discussed in Chapter 2), comprising of the bond-
pads inductance Lp and capacitance Cp, and of the RTD series resistance Rs ⇡Rc (where Rc is the
Ohmic contacts resistance), differential conductance Grtd , capacitance Crtd , and QW inductance
Lqw. Here, the bond-pads resistance Rp was omitted since negligible, as discussed in Chapter 4.
The model was imported in Advance Design System (ADS) and the measured S11 and converted
Z11 parameters fitted at both first and second PDR regions bias points V = 0.3 V and V = 2.7 V,
respectively. The adopted ADS schematic is reported in Appendix E.
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b)

a)

Figure 6.6: In a), measured and modelled real and imaginary parts of Z11 at V = 0.3 V; in b),
measured and modelled S11 on Smith chart at V = 0.3 V.

Fitting results are shown in Figures 6.6 and 6.7, while the associated extracted small-signal
parameters are reported in Tables 6.2 and 6.3, respectively. Good match between the extracted
and modelled Grtd = dI/dV values at the analysed bias points was met. The variation of Rs with
bias is in agreement with recently-reported works [395]. This can be attributed to the change
of the electrostatic Schottky potential barrier profile at the contacts (affecting Rc), and to the
electric field dependence of electron mobility, which affects the device access resistance [717].
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Figure 6.7: In a), measured and modelled real and imaginary parts of Z11 at V = 2.7 V; in b),
measured and modelled S11 at V = 2.7 V.

Based on the extracted small-signal parameters, the electron QW-to-collector escape rate nc

and the total intrinsic delay time tin at the analysed bias points, can be retrieved as:

nc =�Grtd(V )

Cqw(V )
=� Grtd(V )

Crtd(V )�Cd
(6.2)

tin = Lqw(V )Grtd(V ) (6.3)

as discussed in Chapter 2, where Cqw is the quantum capacitance, while Cd the RTD self-
capacitance, which was estimated to be around 26.7 fF for the fabricated devices from self-
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Table 6.2: Extracted RTD device and bond-pads small-signal parameters at V = 0.3 V.

Cp [fF] Lp [pH] Rs [W] Grtd [mS] Crtd [fF] Lqw [pH]

17 21 42.1 2.4 27.3 130

Table 6.3: Extracted RTD device and bond-pad small-signal parameters at V = 2.7 V.

Cp [fF] Lp [pH] Rs [W] Grtd [mS] Crtd [fF] Lqw [pH]

17 21 43.9 4.0 26.9 80

consistent Schrödinger-Poisson numerical simulations (using the approach described in Chapter
4) based on the heterostructure geometry, and around 27.9 fF if correcting with the parasitic ca-
pacitance of the passivation layer, which was estimated to be around 1.2 fF from the employed
mask layout. This allows to accurately estimate nc, which only depends on the epitaxial layer
structure.

The extracted values are nc ' 4.0 THz (tc = n�1
c ' 0.25 ps) and tin ' 0.316 ps, which are

reasonable if compared to [411] due to the thinner employed barriers (5 ML instead of 9 ML)
and QW (15 ML instead of 16 ML). In Eq. (6.3), Lqw is assumed to account for both tdbqw and
tt (tin = tdbqw + tt/2), where tdbqw is the electron DBQW quasi-bound state lifetime, while tt

the electron transit time across the emitter/collector depletion regions. Here, both nc and tin are
treated as bias-independent, as discussed in Chapter 2, which was confirmed by the weak bias
dependency of the extracted quantities.

In this context, tin can be also easily-estimated from self-consistent Schrödinger-Poisson
numerical simulations conducted in Atlas TCAD, which was described in Chapter 4. For the
analysed heterostructure, the computed tdbqw is around 0.26 ps from the simulated transmis-
sion coefficient first subband resonance peak energy broadening G1 (as discussed in Chapter 2),
which was estimated to be around 2.6 meV, as shown in Figure 6.8.

Moreover, tt was estimated to be around 13 fs assuming the In0.53Ga0.47As electron satu-
ration velocity ve,s ⇠ 3⇥ 107 cm/s [416]. This gives a total tin ' 0.265 ps, which is in good
agreement with the extracted counterpart.

Then, the trend of Grtd , Crtd , and Lqw with bias can be computed as:

Grtd(V ) =
dI
dV

(6.4)
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Figure 6.8: Simulated transmission coefficient (linear scale) first subband resonance peak at RT
(T = 300 K), outlining the related energy broadening. Thermal equilibrium was assumed based
on the bias-independency assumption of tin.

Table 6.4: Employed polynomial expansion coefficients of the IV curve within the NDR region.

p0 p1 p2 p3 p4 p5 p6

-2092 6044 -7059 4300 -1446 255.2 -18.47

Crtd(V ) =Cd +Cqw(V ) =Cd �
Grtd(V )

nc
(6.5)

Lqw(V ) =
tin

Grtd(V )
(6.6)

Within the NDR region, the IV curve was accurately modelled in Matlab through a sixth-order
polynomial function because of the associated instability:

I(V ) =
6

Â
i=0

piV i (6.7)

where the employed coefficients pi are reported in Table 6.4. To achieve that, the curve was fit-
ted based on the behaviour in proximity of the peak and valley regions (i.e., V ⇠Vp and V ⇠Vv),
as shown in Figure 6.9. Here, the sixth-order was found to be the highest and most suitable for
accurate fitting of the analysed IV curve.
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Figure 6.9: Measured static IV characteristic and modelled NDR region.
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Figure 6.10: In a), measured static IV characteristic and modelled NDC; in b), modelled capac-
itance and QW inductance with the NDR region.

The RTD measured IV curve, as well as modelled negative differential conductance (NDC),
and associated negative QW inductance and capacitance, are shown in Figure 6.10. Similar
trends compared to previously-reported works are revealed [438]. Here, the estimated RTD
NDC (corresponding to the maximum value |Grtd|max in the NDR region), and associated Crtd

187



CHAPTER 6.4. HIGH-FREQUENCY RF POWER ANALYSIS

Table 6.5: RTD epitaxial structure extracted high-frequency electrical parameters.

tin [ps] nc [THz] G
⇤
rtd [mS/µm2] C

⇤
rtd [fF/µm2] L

⇤
qw [pH/µm2]

0.316 4.0 -3.0 5.64 -3.47

⇤ Estimated in the NDR region.

and Lqw, are estimated to be around -16.5 mS, 32.2 fF, and -19.1 pH, respectively, at the bias
point V = 1.58 V.

These correspond to the RTD epitaxial structure density quantities Grtd = Grtd/A ' �3.0
mS/µm2, Crtd =Crtd/A ' 5.64 fF/µm2 (by correcting back with the parasitic contribute due to
the passivation layer), and Lqw = Lqw/A ' �3.47 pH/µm2. The relevant RTD heterostructure
extracted high-frequency electrical parameters are summarised in Table 6.5.

6.4 High-frequency RF power analysis

As discussed in Chapter 2, the intrinsic response frequency limit fin of the RTD heterostructure
can be expressed as:

fin =
1

4tin
(6.8)

which is estimated to be around 775 GHz for the analysed epitaxial structure, while the associ-
ated maximum RF power density PRF,max is given by:

PRF,max =
PRF,max

A
=

3
16

DJDV (6.9)

and is estimated to be around 0.31 mW/µm2 for the present heterostructure. On the other hand,
the intrinsic RF power density at high-frequency PRF,in can be written as:

PRF,in = PRF,max cos(2p foptin) (6.10)

and is estimated to be around 0.26 mW/µm2 at the operation frequency fop = 300 GHz.

The cut-off frequency limit of the RTD heterostructure due to external parasitics can be
modelled through the extrinsic delay time tex:

tex ⇡
pCrtd

2

r
rc

|Grtd|
(6.11)

where rc = ARc is the specific contact resistivity, and Rc = Rc,t +Rc,b = rc/(A+Ab) (being Rc,t
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Figure 6.11: Extraction of the contact resistance Rc, semiconductor sheet resistance Rsh µ tanq ,
and transfer length lt = |lt | through linear fitting over the measured data.

and Rc,b the contact resistances associated with the RTD top and bottom Ohmic contacts, respec-
tively, while Ab is the bottom contact area), where Rc ⇡ Rc,t since the ratio Rc,t/Rc,b = Ab/A was
estimated to be around 22 for the fabricated devices. Since, no surface de-oxidation was carried
out during Ohmics fabrication, rc was estimated to be around 231 W µm2 from the measured
S-parameters, which is comparable to previously-reported works [411], giving tex ' 2.46 ps.

However, tex can be greatly reduced by appropriately fabricating the Ohmic contacts. For in-
stance, assuming the procedure described in Chapter 4, rc can be lowered to around 13 W µm2,
which gives tex ' 0.58 ps. However, this can be reduced even further adopting the fabrication
method described in Chapter 3 based on the molybdenum (Mo)/Ti/Au=20/20/150 nm metal
stack. This includes a pre-evaporation cleaning step consisting of a 1 h + 4.5 min oxidation un-
der ultra-violet (UV) light in a ozone (O3)-based environment, followed by 2 min wet chemical
etching (de-oxidation) in a hydrochloric acid (HCl)-based dilute solution (HCl:H2O=1:3), and
a 40 s-long argon ions (Ar+)-based ion milling. The deposition chamber loading time was kept
around 30 s.

Figure 6.11 shows the extraction procedure of rc based on the transfer length model of a
processed transmission line measurement (TLM) structure, as discussed in Chapter 2. The ex-
tracted rc was around 4 W µm2 (with ±1 W µm2 variability among different TLMs) (Rc ' 0.7 W
for the fabricated RTDs), while the associated TLM parameters are reported in Table 6.6. This
is close to state-of-the-art Ohmic contacts to InGaAs [461] and to previously-reported ex-situ
values employing the same metal stack [622, 650], as well as to reported values for fabricated
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Table 6.6: Measured/extracted parameters obtained from TLM structures characterisation⇤.

R1 [W] R2 [W] R3 [W] R4 [W] R5 [W] R6 [W] Rsh [W] Rc [W] lt [µm] rc [W µm2]

1.06 1.57 2.12 2.69 3.19 3.79 21.8 0.25 0.45 4

⇤ In the above, Rt,i (where i = 1, . . . ,6) is the measured total resistance, Rsh is the extracted
semiconductor sheet resistance, Rc is the extracted contact resistance, while lt is the extracted
transfer length.

RTD oscillators operating at terahertz (THz) frequencies [545,546]. The discrepancy compared
to in-situ results [658] can be attributed to the incomplete removal of the thin surface oxide
layer, mainly due to atmosphere exposure between wet etching and loading into the evaporation
chamber.

Hence, tex is estimated to be around 0.58 ps and 0.32 ps assuming rc = 13 W µm2 and 4 W
µm2, respectively. The RTD heterostructure maximum oscillation frequency fmax is, therefore,
given by:

fmax ⇡
1

4tex
⇡ |Grtd|

2pCrtd

s
1

rc|Grtd|
�1 (6.12)

which is estimated to be around 420 GHz and 768 GHz (approaching fin) assuming rc = 13 W
µm2 and 4 W µm2, respectively. The total delay time trtd due to both intrinsic and extrinsic
contributes is then given by:

trtd =
q

t2
in + t2

ex (6.13)

and is estimated to be around 0.67 ps and 0.46 ps, which correspond to cut-off frequencies fc:

fc =
1

4trtd
(6.14)

of around 375 GHz and 547 GHz assuming rc = 13 W µm2 and 4 W µm2, respectively. If
rc = 231 W µm2, fc ' 101 GHz, meaning that the heterostructure cannot operate at 300 GHz.

The RF power density of the proposed RTD heterostructure at high-frequency PRF is, there-
fore, given by:

PRF = PRF,max cos(2p foptrtd) (6.15)

which is estimated to be around 0.10 mW/µm2 and 0.20 mW/µm2 assuming rc = 13 W µm2 and
4 W µm2, respectively. The high-frequency RF power performance of the RTD heterostructure,
including frequency limits and associated estimated parameters, are summarised in Figure 6.12
and Tables 6.7 and 6.8.
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Figure 6.12: RF power density versus operation frequency performance of the analysed RTD
heterostructure.

Table 6.7: RTD epitaxial structure RF power performance and intrinsic frequency limit⇤.

fin [GHz] PRF,max [mW/µm2] PRF,in (300 GHz)⇤ [mW/µm2]

775 0.31 0.26

⇤ Estimated assuming tex = 0.

Assuming to employ a shunt resistor with resistance Rst = 10 W [513], the maximum device
area Amax from low-frequency stabilisation criteria is given by:

Amax =
2DV

3DJRst
(6.16)

and is estimated to be around 58 µm2. Therefore, 16 µm2, 25 µm2, 36 µm2, and 49 µm2-large
RTD devices are expected to deliver up to around 3.2 mW, 5.0 mW, 7.2 mW, and 9.8 mW of
RF power at 300 GHz, respectively. For the estimation, the shift of Vp with increasing device
area due to bond-pads parasitics (as discussed in Chapter 4) was neglected since not related to
the epitaxial structure. This is up to around five times higher compared to state-of-the-art RTD
epitaxial structures operating at around 300 GHz [169], where a 16 µm2 RTD device feature
PRF (300 GHz) ⇠ 0.8 mW only.
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Table 6.8: RTD epitaxial structure high-frequency performance.

rc [W µm2] fmax [GHz] trtd [ps] fc [GHz] PRF (300 GHz) [mW/µm2]

13 420 0.67 375 0.10 mW/µm2

4 768 0.46 547 0.20 mW/µm2

Note that tin was estimated in the PDR regions. However, as discussed in Chapter 2,
tin is expected to be slightly higher in the NDR region due to charge relaxation processes
(Coulomb interaction) and displacement current effects, as experimentally-shown in recently
reported works [395]. Therefore, the estimated fin, fc, PRF,in, and PRF values are, in this
sense, slightly overestimated. Similar considerations would apply to tc = n�1

c , which influences
fmax, fc, and PRF . However, the dependency is typically neglected in state-of-the-art modelling
methodologies since weak [398].

6.5 RF stubs for 300 GHz oscillator circuit design

To demonstrate the practical employability of the proposed heterostructure in RTD-based THz
emitters, shorted transmission line inductive stubs were designed to be employed as LC tank
component in practical RTD oscillator circuits [163, 390] operating at around 300 GHz. Here,
two different designs are proposed.

The first consists of a CPW line with low Z0 = 26 W and relative effective permittivity
er,e f f ' 6.4, featuring signal line width w = 46 µm and short gap width g = 3 µm to correctly
support the associated coplanar mode at high-frequency. The second consists of a microstrip
line (MLIN) with low Z0 = 10 W and er,e f f ' 3.2, featuring w = 21 µm and a 1.2 µm-thick
polyimide PI-2545-based dielectric layer with static relative permittivity er,0 = 3.5 [625].

The RF stubs were designed employing the LineCalc tool included in ADS [718, 719] and
then investigated in Ansys HFSS [720] through full finite elements-based three-dimensional
(3D) high-frequency electromagnetic numerical simulations, accurately accounting for both
conductors and dielectrics losses, as well as frequency dispersion.

Both structures were simulated on top of 650 µm-thick InP substrates with er,0 ' 12.5 [550]
assuming Au-based signal/ground lines of thickness t = 500 nm (with t > 3d for low signal
attenuation, being d ' 144 nm the computed skin depth at 300 GHz) and ground lines width
s > 5w/2 to ensure minimal radiation losses. The cross section of the employed CPW and
MLIN is illustrated in Figure 6.13.
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Figure 6.13: Cross section of the employed CPW (a)) and MLIN (b)).

From a circuit design perspective, the lines are shorted by 75 nm-thick silicon nitride (Si3N4,
er,0 ' 6.8 [395]) metal-insulator-metal (MIM) capacitors [169,390], which are designed to act as
low impedance paths at the oscillation frequency, decoupling the RF part of the circuit from the
DC bias supply. Figure 6.14 shows an example of simulated stubs in both the adopted CPW and
MLIN topologies at 300 GHz. In the lossless limit, the stubs show inductive behaviour when
their purely imaginary input impedance Zin is positive [609]:

Zin = j¡Zin = jwopL = jZ0 tan(b l)> 0 (6.17)

where L is the associated inductance, b l is the line phase length, l the length of the stub, and
b ⇡ 2p fop

per,e f f /c [609] (assuming perfect transverse electromagnetic (TEM) operation) the
imaginary part of the propagation constant, being fop = wop/2p the operation frequency (and
wop the angular frequency) and c the speed of light in vacuum. Eq. (6.17) is satisfied if:

pp
2

< b l <
qp
2

(6.18)

where p and q are positive whole even and positive odd integers, respectively. This approxi-
mately turns in 0 < l < 98 µm and 0 < l < 139 µm (where l ⌧ lop in both cases, i.e., lumped
oscillator modelling can be adopted, as discussed in Chapter 2, being lop the operating wave-
length) for short (b l < p/2, where lmax = p/2b ) adopted CPW and MLIN designs, respectively.

Figure 6.15 shows an example of simulated S11 parameter of designed CPW and MLIN stubs
in the frequency range 250�350 GHz, confirming the inductive nature of the lines. The average
insertion loss IL is around 8.5⇥10�3 dB/µm and 5.2⇥10�3 dB/µm at 300 GHz for the CPW
and MLIN geometries, respectively, which was estimated from the simulated S21 parameters.
Figure 6.16 shows the simulated inductance L = ¡(Z11)/2p fop of both CPW and MLIN stubs
at 300 GHz, resulting in linear densities of around 0.33 pH/µm and 0.07 pH/µm, respectively.

As discussed in Chapter 2, the oscillation frequency fosc in the lumped limit is given as:

fosc =

p
L�CrtdR2

s
2pL

p
Crtd(1+RsGL)

(6.19)
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Substrate/dielectric (InP = 650 µm)

Signal (Au) Ground (Au)
500 nm

Coplanar waveguide (CPW) stub

Substrate (InP = 650 µm)

Dielectric 
(PI-2545 =

1.2 µm)

Ground (Au = 500 nm)

Signal (Au = 500 nm)

Microstrip line (MLIN) stub

Figure 6.14: Cross section of simulated 5 µm-long 26 W CPW and 20 µm-long 10 W
MLIN stubs, showing the associated quasi-transverse electromagnetic mode standing wave two-
dimensional electric field magnitude at 300 GHz in proximity to a reference node.

where GL is the load conductance and Rs ⇡ Rc. Therefore, the condition for the circuit to
oscillate is given by:

L > Lmin ⇡CrtdR2
c (6.20)

Table 6.9 lists the oscillator design parameters for 300-GHz oscillations assuming the funda-
mental mode, the proposed RTD heterostructure, and rc = 4 W µm2. Clearly, the CPW geom-
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S11

Figure 6.15: Simulated S11 parameter of 5 µm-long 26 W CPW and 20 µm-long 10 W MLIN
stubs in the frequency range 250�350 GHz.
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Figure 6.16: Simulated inductance versus length of the analysed 26 W CPW and 10 W MLIN
stubs at 300 GHz.
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Table 6.9: Oscillator design parameters for 300-GHz (fundamental) oscillations.

A 16 µm2 25 µm2 36 µm2 49 µm2

Rc 0.25 W 0.16 W 0.11 W 0.08 W

Crtd 90.2 fF 141.0 fF 203.0 fF 276.4 fF

Lmin 5.64 fH 3.61 fH 2.51 fH 1.84 fH

L(300 GHz)⇤ 3.08 pH 1.98 pH 1.38 pH 1.01 pH

l(CPW) 9 µm 6 µm 4 µm 3 µm

IL(CPW) 0.076 dB 0.051 dB 0.034 dB 0.025 dB

l(MLIN) 44 µm 28 µm 20 µm 14 µm

IL(MLIN) 0.229 dB 0.146 dB 0.104 dB 0.073 dB

⇤ Computed assuming a standard 50 W load (GL = 20 mS).

etry, in addition to the short gap spacing of 3 µm, requires ultra-short lines, which reach 3 µm
< lmax = 98 µm (with associated L = 1.01 pH > Lmin = 1.84 fF) in length if employing a 49
µm2-large RTD, approaching the optical lithographic resolution limit and resulting in fabrica-
tion issues in terms of both mask alignment and reliable lift-off.

On the other hand, the MLIN design allows for longer lines well above 10 µm in length due
to the lower inductance linear density, which is feasible and reliable with standard processing
based on photolithography. In particular, a 49 µm2-large device requires a 14 µm-long line
(which is smaller than lmax = 139 µm). At the same time, the smaller inductance density results
in a lower oscillation frequency shift compared to design due to fabrication tolerances. There-
fore, the MLIN design is preferred over the CPW one. However, this is gained at the expense of
higher signal losses, where the insertion loss is estimated to be around nine times higher com-
pared to the CPW design.

In the analysis, the parasitic series inductance of the RTD device and the parasitic inductance
of the bond-pads were not accounted, which can lower the oscillation frequency. Therefore,
accurate oscillator design must be carried out based on estimates of these quantities according
to the specific adopted mask layout, which needs optimisation towards parasitics minimisation.

6.6 Summary

This Chapter presented an optimised In0.53Ga0.47As/AlAs double-barrier RTD epitaxial struc-
ture for high-power oscillators working at around 300 GHz. The heterostructure exhibits moder-
ate available current density DJ ' 1.4 mA/µm2 and large voltage swing DV ' 1.2 V, resulting in
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a maximum RF power PRF,max ' 0.31 mW/µm2 and over 540 GHz of bandwidth, being 25 µm2,
36 µm2, and 49 µm2 large RTD devices expected to deliver up to 5 mW, 7 mW, and 10 mW
at 300 GHz, respectively, which is up to five times higher compared to the state-of-the art. The
heterostructure features poorer electrical performance compared to design, which is attributed
to structural defects introduced during epitaxial growth. This is also suggested by two other
designed heterostructures grown by the same commercial supplier, which did not show NDR
during wafer qualifications and so were not discussed here.

In order to demonstrate the practical feasibility of the presented RTD heterostructure in 300-
GHz oscillator circuits fabricated through low-cost photo-lithography, distributed inductors fea-
turing both coplanar and microstrip design were proposed performing full 3D electromagnetic
simulations.
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Chapter 7

Conclusions and future perspectives

7.1 Conclusions

Resonant tunnelling diode (RTD) technology seems to offer compact and high performance
option for many practical and high-impact terahertz (THz) applications. However, the main
weakness, which is nowadays the same for any other solid-state THz technology, is represented
by the low output power of the sources, which is due to the underdeveloped and non-optimal de-
vice and circuit design implementation approaches, as well as to the poor epitaxial wafer crystal
quality.

Currently, RTD-based THz emitters in indium phosphide (InP) technology can deliver up to
around 1 mW of output power only, which is the highest value ever reported for a single RTD de-
vice operating in the 300-GHz band [169]. In the context of ultra-high-speed multi-gigabit wire-
less communications, the low output power capability of RTD-based sources severely impacts
the practical applicability of THz transmitters (Tx), limiting communication distance and data
transfer performances. For this reason, the employability of RTD THz Tx systems is currently
restricted to short-range line-of-sight operation only, with maximum single-channel bit-rates of
the order of few tens of gigabits per second and data transfer below 1 m.

However, recent research studies suggest that several milliwatt of output power are required
in practical application scenarios to achieve bit-rate capabilities of several tens of gigabits per
second and beyond, and to reach several metres of link distance in common operating conditions.
Currently, the target is set to 5�10 mW at around 300 GHz carrier waves in the short-term,
which would allow bit-rates in excess of 100 Gb/s and wireless communications well above 5
m distance. To achieve that, maximisation of the radio frequency (RF) power gain capability
PRF of the RTD device is of primal importance. However, reliable epitaxial design approaches,
as well as accurate physical-based numerical simulation tools, aimed at PRF maximisation in
the 300 GHz-band are lacking at the current time. This work proposed and presented practical

198



CHAPTER 7.1. CONCLUSIONS

solutions to address these issues. In particular, the main achievements can be summarised in the
following:

a) a simulation approach based on the non-equilibrium Green’s function (NEGF) for-
malism implemented in Silvaco Atlas technology computer-aided design (TCAD)
simulation package was proposed to accurately and efficiently simulate the static
current-voltage (IV ) characteristic of In0.53Ga0.47As/AlAs double-barrier RTD het-
erostructures lattice-matched to InP. By choosing the appropriate physical models
and materials parameters, as well as by means of a suitable discretisation of the het-
erostructure spatial domain though finite-elements, it was shown that the simulation
package can reliably estimate the heterostructure peak current density Jp, peak volt-
age Vp, and the negative differential resistance (NDR) region voltage extent DV of
the DC current density-voltage (JV ) curve.
The demonstrated simulation approach will now assist in designing and optimiz-
ing In0.53Ga0.47As/AlAs double-barrier RTD devices through the associated static
current-voltage (IV ) curve, and will assist in leveraging the Tx output power beyond
the current 1 mW threshold at low-THz frequencies towards required levels, acceler-
ating developments in the rapidly-evolving RTD technology for emerging THz appli-
cations, including next-generation ultra-broadband wireless communications, as well
as high-resolution imaging/spectroscopy apparatuses and radar systems.

b) the developed simulation approach was then employed to analyse how epitaxial struc-
ture design, including the double-barrier quantum well (DBQW), and emitter and col-
lector regions, impact the electrical properties of the RTD heterostructure resulting
from the tailored DC JV characteristic. To achieve that, a comprehensive simulation
study was carried out, and the results analysed and discussed based on the retrieved
output trends characterising the heterostructure band diagram, transmission coeffi-
cient energy spectrum, and static JV curve. As a result, general design guidelines
aimed to maximise the RTD device maximum RF power gain capability PRF,max were
deduced, which mainly focus on maximising device area A and voltage swing DV .
The established design rules will now be adopted to design and optimise RTD devices
by tailoring the device DC IV curve towards PRF,max maximization.

c) to prove the validity of the proposed epitaxial design approach, a lattice-matched to
InP In0.53Ga0.47As/AlAs double-barrier RTD epitaxial structure capable of several
milliwatt of RF power was accurately designed by means of the developed simula-
tion approach, and experimentally-investigated through RTD devices microfabrica-
tion and subsequent high-frequency scattering (S)-parameters measurement up to 110
GHz, revealing an expected PRF of up to around 5 mW and 10 mW at 300 GHz for 25
µm2 and 49 µm2-large devices, respectively. To demonstrate the practical employ-
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ability of the proposed RTDs for practical oscillator circuits realisation employing
low-cost photolithography, both coplanar waveguide and microstrip inductive stubs
were designed by means of a complete three-dimensional electromagnetic simulation
analysis.

The results achieved in this work demonstrate that design and realisation of high-power InP
RTD devices delivering 5�10 mW of RF power at 300 GHz oscillation frequencies is feasible,
thus, RTD THz sources delivering several milliwatt of output power at 300 GHz can be achieved
upon proper oscillator circuit/antenna design.

7.2 Challenges and future perspectives

7.2.1 RTD modelling and simulation

As discussed in Chapter 4, the valley current density Jv, and so the peak-to-valley current dif-
ference DJ and peak-to-valley current ratio PVCR = Jp/Jv, of the RTD heterostructure, cannot
be correctly computed at the current time due to the lack of implemented scattering processes
in Atlas TCAD. Here, if the coherent limit is dropped in favour of a more general many-body
quantum transport description, phase-correlation and dissipative processes mechanisms can be
simply and straightforwardly accounted through ad-hoc correlation (or lesser/greater) scattering
self-energies S7,S, which add to the associated boundary self-energies S7,B as:

S7 = S7,B +S7,S = S7,B +Â
q

S7,S
q (7.1)

where q labels the different scattering processes. In this sense, Eq. (7.1) tells the real power
of the NEGF method. However, while, in the coherent limit, the retarded boundary self-energy
SR,B is retrieved exactly and most of the computational burden consists in diagonalising the re-
tarded Green’s function GR (which is a dense matrix), S7,S have to be computed perturbatively.

Within the rigorous self-consistent Born approximation (SBA) scheme [397], this has a
profound impact on the NEGF algorithm, introducing an additional "inner loop", where self-
consistency of the Green’s functions GR and G7 (being G7 the correlation Green’s functions)
and self energies SR and S7 (where an additional scattering retarded self-energy SR,S is added)
has to be met before entering the outer loop accounting for space-charge effects, obeying to
charge and current conservation. Clearly, this massively increases the modelling complexity
and the computational burden associated with the NEGF solver, where most of the simulation
load would originate from the computation of the scattering self-energies, posing a limitation
in the simulation of densely-meshed RTD devices with arbitrarily-thick epitaxial structures, in-
cluding those employed in 300-GHz oscillators.
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A practical solution to efficiently model these quantities, such as the electron-phonon Fock
self-energy, could consist in adopting phenomenological models, such as Büttiker probes or
Golizadeh self-energies [721], decoupling them from the Green’s functions, or through local
approximations in space.

Another possibility is the employment of empirical optical potential models, which have
been extensively adopted in the context of RTDs simulation [408, 705, 722]. Here, scattering
phenomena are accounted by adding a purely ad-hoc imaginary potential (also called "broad-
ening parameter") to the nanosystem Hamiltonian. The same approach is sometimes employed
to broaden the injected density of states (DOS) from the emitter, filling those states which are
usually occupied by electrons scattered by inelastic phonons. This might help in improving con-
vergence, where strong carriers localization resulting from the coherent description might lead
to unphysically-sharp resonances in the computed spectral quantities.

However, most of the times, this parameter is treated empirically by fitting over experimental
data resulting from fabricated and measured devices, which makes the approach unfeasible from
an epitaxial structure design perspective. Furthermore, and more importantly, this approach vi-
olates current conservation, on which the NEGF method is based [674]. Therefore, its practical
employment in the context of NEGF-based solvers is arguable. Currently, Silvaco is implement-
ing computationally-efficient multi-scattering phenomenological approaches based on Büttiker
probes [723,724], which should allow to fully-model the JV curve towards the required level of
accuracy needed for reliable epitaxial structure design optimization.

Moreover, more sophisticated modelling approaches should be considered and included in
the future to increase the accuracy of the electronic band structure description, such as the em-
pirical pseudo-potential method (EPM) [725,726], or the k ·p [727,728] and tight-binding [729]
approaches, as well as ab initio techniques, such as the density functional theory (DFT) [730].
This would allow to accurately simulate RTDs featuring high indium (In) concentration QWs,
such as In1�xGaxAs/AlAs DBQW-based devices with x  0.2, indium arsenide/aluminium an-
timonide (InAs/AlSb) RTDs, or inter-band epitaxial structures. At the same time, this would
improve the emitter electronic structure picture (for instance, by employing a tight-binding ap-
proach [693]), which is desirable to ameliorate modelling of carriers injection into the device
active region, leading to a more accurate electron transport description and giving better esti-
mates of the valley current.

Currently, Atlas TCAD features an implemented 8-band k ·p solver [731,732], but its appli-
cability in the context of reliable RTD simulation has still to be fully investigated and demon-
strated. Indeed, multi-band approaches tend to be computationally demanding, which poses a
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major hurdle in designing realistic RTD epitaxial structures with a certain degree of complexity,
including those employed in transceiver (TRx) systems operating at terahertz (THz) frequencies.

7.2.2 RTD epitaxial structure design and material systems

The analysis reported in Chapter 6 showed that the electrical performance of the proposed RTD
heterostructure is poorer compared to design expectations. In particular, the experimentally-
extracted Jp and DV values are smaller than the simulated counterparts, which is attributed to
the non-optimal epitaxial growth conditions and Ohmic contacts fabrication. This has a direct
impact on the associated maximum RF power density performance PRF,max.

Indeed, setting both Jp and DV to design values, and assuming the measured PVCR, PRF,max

can be increased from around 0.31 mW/µm2 to around 0.61 mW/µm2, which corresponds to
PRF,max of up to around 9.8 mW (instead of 5.0 mW), 15.4 mW (instead of 7.7 mW), 22.1 mW
(instead of 11.2 mW) mW, and 30.1 mW (instead of 15.2 mW) for RTD devices with mesa area
A ranging from 16 µm2 to 49 µm2 (neglecting the dependence DV (A) due to bond-pads para-
sitics). Based on that, several milliwatt of additional RF power at 300 GHz are expected, with
PRF & 7 mW assuming A � 16 µm2. This can be achieved through high-quality epitaxial growth
procedures (such as by employing low growth rates), similarly as carried out in Chapter 4, and
by appropriately fabricating Ohmic contacts, as described in Chapters 3 and 6.

Moreover, PRF,max can be further increased by tailoring the JV curve. Figures 7.1 and 7.2
show two examples of proposed epitaxial structures resulting from further optimisation of the
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Figure 7.1: Second proposed n-type intra-band In0.53Ga0.47As/AlAs RTD heterostructure.
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Figure 7.2: Third proposed n-type intra-band In0.53Ga0.47As/AlAs RTD heterostructure.

heterostructure reported in Chapter 6. The first features an emitter lightly-doped spacer layer
of 25 nm in thickness rather than 50 nm, while the second is characterised by an around 4.10
nm-thick quantum well (QW) layer (14 monolayers (ML)) rather than 4.39 nm (15 ML).

Both the heterostructures feature Jp ' 300 kA/cm2 = 3 mA/µm2, Vp ' 1.5 V, and DV '
2.0 V. Assuming the same PVCR (which is not expected to vary significantly), the expected
PRF,max is around 0.8 mW/µm2, meaning that PRF,max expectation of 16 µm2, 25 µm2, 36
µm2, and 49 µm2-large RTDs can reach up to around 12.8 mW, 20.0 mW, 28.8 mW, and 39.2
mW, respectively. The expected PRF,max at 300 GHz is significantly higher compared to the other
heterostructure, with PRF in excess of 9 mW with A � 16 µm2.

Even though RTD THz technology is nowadays based on InP, the future may belong to
antimonides or nitrides-based RTDs. Indeed, these material systems promise superior speed
and power performances compared to InP technology, and so may underpin future THz Tx
systems. However, this would require a considerable research effort towards extensive techno-
logical progress since, at present, both technologies still remain at early developmental stages.

7.2.3 RTD oscillator circuit design implementation and realisation

The proposed RTD heterostructures can be employed to realise oscillator sources working at
low-THz frequencies (⇠ 100�300 GHz). Here, no further process development is required since
fabrication and circuit design methodologies have already been established [169,390]. The shunt
resistors can be realised either by means of 33 nm-thick nichrome (NiCr) thin films with sheet
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resistance of the order of 50 W/⇤, which can be deposited through evaporation and dual lift-
off using the same recipe developed for bond-pads (as described in Chapter 3), or through wet
chemical etching of the heavily-doped InGaAs-based emitter (bottom) contact layer, resulting in
around 5 W/⇤ sheet resistance. On the other hand, the metal-insulator-metal (MIM) capacitors
can be realised employing 75 nm-thick silicon nitride (Si3N4) thin layers, which are deposited
through inductively-coupled plasma chemical vapour deposition (ICP-CVD) adopting the same
lift-off procedure as for NiCr resistors.

However, effective design techniques aimed at matching the oscillator output with the waveg-
uide transition and associated load, or emission THz antenna, have still to be fully-developed at
the current time in order to maximise the RF power extraction from the RTD device. Indeed,
accurate high-frequency measurement and modelling of the RTD in the key NDR region is still
not possible due to device instability. It would be, therefore, advantageous to develop robust
characterisation and modelling techniques to enable the development of a complete physics-
based non-linear large-signal model of the RTD device at THz frequencies in both NDR and
positive differential resistance (PDR) regions to be employed in circuit design. The availability
of such a model would enable the full non-linear dynamic analysis of the device in its entire
operation frequency range, and allow accurate oscillator design for output power maximisa-
tion [733]. Although some work has been recently conducted in this regard [734], reliable and
universal design methodologies aimed at maximising impedance matching between the RTD
and the load/antenna at THz frequencies still need to be properly developed.

Increasing the output power capability of single RTD device THz Tx must be considered of
utmost importance. To do that, maximising device area is crucial, while the oscillation frequency
can be tuned by appropriate design of the resonating inductance. Furthermore, individual THz
sources with milliwatt-range output power would facilitate the employment of pulsed-amplitude
modulation (AM) signalling. Such an approach would offer a way to dramatically reduce the
receiver (Rx) complexity, as no carrier synchronization is required. In that case, the total energy-
per-bit will be significantly improved and will make the system more energy efficient, with ex-
pected efficiencies well below 10�1 pJ/bit/cm [583].

Arrays configurations can significantly assist in leveraging the output power capability of
RTD THz Tx, especially at very-high carrier frequencies well in excess of 1 THz, where the RF
power performance of the RTD device is intrinsically-limited due to physical constrains [163].
Here, overcoming the limitations associated with the high-permittivity InP substrate is an im-
portant challenge in RTD THz technology, since it has hindered the development of arrays of
oscillators. Indeed, on-chip antennas have low gain, typically under around 6 dBi, and the radi-
ation is directed into the substrate.
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Therefore, the semiconductor dies are usually mounted on hemispherical silicon (Si) lenses
to collimate and focus the radiation, but these are bulky and make the systems cumbersome. As
such, efforts in designing sources with airside or upward radiation from the chips are underway.
In this regard, on-chip radial-line slot antennas (RLSA) [543], together with dipole antenna ar-
rays [537] and patch [534,546,547] antenna configurations, have been proposed, though further
innovations to this challenge are needed.

At the same time, because of the high-permittivity substrate, surface waves cannot be avoided,
which cause unintentional coupling of the oscillators and hinder proper synchronisation for spa-
tial power combining. It thus remains a challenge to achieve mutual coupling with large-scale
arrays. Even though arrays of RTD oscillators have been reported, they have fallen short of
delivering the expected output power, where up to 0.61 mW at 620 GHz, 0.27 mW at 770 GHz,
and 0.18 mW at 810 GHz have been reported by employing a two-element frequency-locked
oscillator array for continuous-wave (CW) coherent emission [443].

Most realisations, however, remain unsynchronised. For instance, a 16-element and a 64-
element arrays have provided output powers of up to around 28 µW at fundamental frequencies
of 290 GHz and 650 GHz, respectively [525]. Earlier efforts in this regard included quasi-
optical resonators for oscillators stabilisation [523] and power combining [524]. In addition,
pulsed-emission with RF powers of up to 0.73 mW at around 1 THz has been reported by em-
ploying an unsynchronised 89-element large-scale array [537], but the output power remained
below the 1 mW level. Another approach based on patch antennas has been recently proposed,
but the generated output power remains too low for practical applicability [545,546]. Thus, new
approaches for this challenge are required.

Recently, around 12 mW at 0.45 THz have been reported out of a 36-element array chip
[735]. In this system, each element consists of an InP double-RTD oscillator integrated with
a square patch antenna (similarly as in [545]), and mutual phase-locking was successfully
achieved between the oscillators via a coupling microstrip line-based network, allowing for
coherent emission without the need of a Si lens. This RTD chip was less than 10 mm2 in di-
mension. However, since each element radiates independently, power combining is achieved in
free space, which is more critical than emitting from a single antenna. Moreover, the effective
RF power delivered by the single RTD at the emission frequency is low, around 0.16 mW. De-
spite that, this impressive result demonstrates the viability of arrays of RTD oscillators as CW
compact high-power THz coherent sources, and opens to further research in this direction, for
instance, towards beam-forming of RTD phased-arrays [736].

In addition to array configurations, the employment of several RTDs in the same oscilla-
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tor circuit in order to maximise the associated output power could benefit from series devices
connection [737]. In contrast to parallelisation [390, 738], where the overall NDR increases
thanks to the available current density DI, i.e., PRF,max,tot µ NDI, being PRF,max,tot the total RF
power and N the number of RTD devices, serially-connected RTDs feature a larger DV , i.e.,
PRF,max,tot µ NDV [396].

However, although both approaches allow to increase the output power capability according
to the number of employed devices (PRF,max,tot =NPRF,max), while the overall capacitance of par-
allel configurations increases with increasing N [739], degrading oscillation frequency, it drops
with 1/N if the RTDs are arranged in series, increasing operation frequency. According to these
considerations, an N ⇥ N parallel-series configuration would provide PRF,max,tot = N2PRF,max

without affecting the total capacitance.

It is, therefore, clear that parallel-series circuit design arrangements offer an appealing so-
lution to maximise the output power capability of RTD THz sources at a specific oscillation
frequency. Series devices can be monolithically-fabricated on the same wafer substrate, or
epitaxially-grown one on top of each other [706, 740]. In the latter, the highly-doped transi-
tion layers avoid coupling between the devices thanks to wavefunction phase breaking, i.e, the
RTDs behave as separate entities [740]. However, although experimental work has been done
in the past [741, 742], proper oscillator design methodologies aimed at correctly stabilise series
connected two-terminal NDR devices [743], such as RTDs, are still missing, so new and reliable
solutions must be developed.
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RTD devices fabrication recipe

Sample preparation

• Cleave an 11⇥11 mm2-large sample with the ATV RV-129 wafer scriber

• Establish processing face through DC probing and mark back side (when necessary)

Sample cleaning

• Ultrasonic bath in acetone for 5 min

• Ultrasonic bath in methanol for 5 min

• Ultrasonic bath in IPA for 5 min

• Wash in RO water for 2 min

• Blow dry with nitrogen (N2)

• Check with optical microscope

• Repeat the process until sample surface is clean

Step 1: top contact

• Expose to UV/O3 for 1 h

• Spin-coat anisole 12% 200k AR-P 642.12 (PMMA 8) at 4000 rpm for 1 min

• Soft-bake at 180 �C for 2 min

• Spin-coat ethyl lactate 2% 950k AR-P 679.02 (PMMA 10) at 4000 rpm for 1 min
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• Soft-bake at 180 �C for 2 min

• Expose with EBPG 5200: E-gun acceleration voltage=100 kV; main resolution=1 nm; E-
beam current=32 nA; measured spot size=43 nm; E-beam aperture=300 µm; proximity
correction: Gaussian approximation; high-dose=490; low-dose=310

• Develop in IPA:MIBK=2.5:1 for 1 min at 23 �C

• Dip in IPA for 1 min

• Blow dry with N2

• Check with optical microscope

• Expose with UV/O3 for 4.5 min

• Wet-etch in HCl:H2O=1:3 for 5 min

• Wash in RO water for 3 s

• Blow dry with N2 for 3 s

• Dry-etch with Ar+ gun for 40 s and evaporate Ti/Pd/Au=20/30/150 nm (or Mo/Ti/Au=
20/20/150 nm) with MEB550S (Plassys IV)

• Strip in 1165 solution at 50 �C for 30 min (or overnight)

• Wash in RO water for 2 min

• Blow dry with N2

• Check with optical microscope

• Check metal thickness with Dektak XT

Photo-mask cleaning

• Ultrasonic bath in acetone for 10 min

• Ultrasonic bath in IPA for 10 min

• Wash in RO water for 3 min

• Blow dry with N2

• Check with optical microscope

• Repeat the process until photo-mask is clean
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Step 2: top mesa

• Spin-coat S1805 at 4000 rpm for 30 s (pour with 0.2 µm-filtered syringe)

• Soft-bake at 115 �C for 1 min

• Expose with MA6: hard contact, 2.3 s, 40 µm alignment gap

• Develop in MDC:H2O=1:1 solution for 1 min and 15 s

• Wash in RO water for 2 min

• Blow dry with N2

• Check with optical microscope

• Ash at 80 W for 2 min

• Wet-etch in H3PO4:H2O2:H2O=1:1:38 solution

• Wash in RO water for 2 min

• Blow dry with N2

• Check etch depth with Dektak XT

• Repeat the process until the required etch depth

• Strip in 1165 solution at 50 �C for 10 min

• Wash in RO water for 2 min

• Blow dry with N2

• Check with optical microscope

Step 3: bottom contact

• Spin-coat LOR-10A at 6000 rpm for 30 s (pour with 0.45 µm-filtered syringe)

• Soft-bake at 150 �C for 2 min

• Spin-coat S1818 at 4000 rpm for 30 s (pour with 0.45 µm-filtered syringe)

• Soft-bake at 115 �C for 3 min

• Expose with MA6: hard contact, 6 s, 50 µm alignment gap
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• Develop in MF-319 solution for 2 min and 30 s

• Wash in RO water for 2 min

• Blow dry with N2

• Check with optical microscope

• Expose with UV/O3 for 64.5 min (with 4/4.5 min process and 4 min cooling steps)

• Wet-etch in HCl:H2O=1:3 for 5 min

• Dry-etch with Ar+ gun for 40 s and evaporate Ti/Pd/Au=20/30/150 nm (or Mo/Ti/Au=
20/20/150 nm) with MEB550S (Plassys IV)

• Strip in 1165 solution at 50 �C for 2 h (or overnight)

• Wash in RO water for 2 min

• Blow dry with N2

• Check with optical microscope

• Check metal thickness with Dektak XT

Step 4: bottom mesa

• Spin-coat S1818 at 4000 rpm for 30 s (pour with 0.45 µm-filtered syringe)

• Soft-bake at 115 �C for 1 min

• Expose with MA6: hard contact, 6 s, 50 µm alignment gap

• Develop in MDC:H2O=1:1 solution for 1 min and 15 s

• Wash in RO water for 2 min

• Blow dry with N2

• Check with optical microscope

• Ash at 80 W for 2 min

• Wet-etch in H3PO4:H2O2:H2O=1:1:38 solution

• Wash in RO water for 2 min

• Blow dry with N2
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• Check with probe station/Dektak XT

• Repeat the process until the InP substrate is reached

• Strip in 1165 solution at 50 �C for 30 min

• Wash in RO water for 2 min

• Blow dry with N2

• Check with optical microscope

Step 5: passivation and via opening

• Allow polyimide PI-2545 to reach room temperature (wait for 3�4 h)

• Spin-coat polyimide PI-2545 with the following recipe:

– Step 1: speed 500 rpm, ramp 100 rpm, 5 s

– Step 2: speed 8000 (1.2 µm-thick)/4000 (1.8 µm-thick) rpm, ramp 1000 rpm, 30 s

– Step 3: speed 0 rpm, ramp 1000 rpm, 1 s

• Hard-bake at 180 �C overnight inside Heraeus oven (or at least for 8 h)

• Spin-coat S1805 at 1500 rpm for 30 s (pour with 0.2 µm-filtered syringe)

• Clean sample corners with humid cotton sticks

• Soft-bake at 125 �C for 2 min

• Expose with MA6: hard contact, 2.6 s, 40 µm alignment gap

• Develop in MDC:H2O=1:1 solution for 1 min and 15 s

• Wash in RO water for 2 min

• Blow dry with N2

• Check with optical microscope

• Post-bake at 125 �C on hot-plate for 10 min

• Dry-etch with RIE 80+: CF4/O2=5/95 sccm, 200 W, 20 mTorr, 20 �C, use interferometer
(6(1.2 µm-thick)/9(1.8 µm-thick) peaks)

• Strip in 1165 solution at 50 �C for 1 h
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• Wash in RO water for 2 min

• Blow dry with N2

• Check with optical microscope

Step 6: bond-pads

• Spin-coat LOR-10A at 6000 rpm for 30 s (pour with 0.45 µm-filtered syringe)

• Soft-bake at 150 �C for 2 min

• Spin-coat S1818 at 4000 rpm for 30 s (pour with 0.45 µm-filtered syringe)

• Soft-bake at 115 �C for 3 min

• Expose with MA6: hard contact, 6 s, 50 µm alignment gap

• Develop in MF-319 solution for 2 min and 30 s

• Wash in RO water for 2 min

• Blow dry with N2

• Check with optical microscope

• Ash at 150 W for 2 min

• Evaporate Ti/Au=20/400 nm with MEB550S (Plassys IV)

• Strip in 1165 solution at 50 �C for 2 h (or overnight)

• Wash in RO water for 2 min

• Blow dry with N2

• Check with optical microscope

• Check metal thickness with Dektak XT
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Appendix B

TLM structures fabrication recipe

Sample preparation

• Cleave an 11⇥11 mm2-large sample with the ATV RV-129 wafer scriber

• Establish processing face through DC probing and mark back side (when necessary)

Sample cleaning

• Ultrasonic bath in acetone for 5 min

• Ultrasonic bath in methanol for 5 min

• Ultrasonic bath in IPA for 5 min

• Wash in RO water for 2 min

• Blow dry with nitrogen (N2)

• Check with optical microscope

• Repeat the process until sample surface is clean

Step 1: metallisation

• Expose to UV/O3 for 60 min

• Spin-coat anisole 15% 200k AR-P 642 (PMMA 8) at 4000 rpm for 1 min

• Soft-bake at 180 �C for 2 min

• Spin-coat ethyl lactate 2% 950k AR-P 679 (PMMA 10) at 4000 rpm for 1 min
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• Soft-bake at 180 �C for 2 min

• Expose with EBPG 5200: E-gun acceleration voltage=100 kV; main resolution=1 nm; E-
beam current=32 nA; measured spot size=43 nm; E-beam aperture=300 µm; proximity
correction: Gaussian approximation; high-dose=490; low-dose=310

• Develop in IPA:MIBK=2.5:1 for 1 min at 23 �C

• Dip in IPA for 1 min

• Blow dry with N2

• Check with optical microscope

• Expose with UV/O3 for 4.5 min

• Dip in HCl:H2O=1:3 for 5 min

• Wash in RO water for 3 s

• Blow dry with N2 for 3 s

• Treat with Ar+ gun for 40 s and evaporate Ti/Pd/Au=20/30/150 nm or Mo/Ti/Au=20/20/150
nm with MEB550S (Plassys IV)

• Strip in 1165 solution at 50 �C for 30 min (or overnight)

• Wash in RO water for 2 min

• Blow dry with N2

• Check with optical microscope

• Check metal thickness with Dektak XT

Photo-mask cleaning

• Ultrasonic bath in acetone for 10 min

• Ultrasonic bath in IPA for 10 min

• Wash in RO water for 3 min

• Blow dry with N2

• Check with optical microscope

• Repeat the process until photo-window is clean
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Step 2: wet etching

• Spin-coat S1805 at 4000 rpm for 30 s (pour with 0.2 µm-filtered syringe)

• Soft-bake at 115 �C for 1 min

• Expose with MA6: hard contact, 2.3 s, 40 µm alignment gap

• Develop in 1:1=MDC:H2O solution for 1 min and 15 s

• Wash in RO water for 2 min

• Blow dry with N2

• Check with optical microscope

• Ash at 80 W for 2 min

• Wet-etch in H3PO4:H2O2:H2O=1:1:38 solution

• Wash in RO water for 2 min

• Blow dry with N2

• Check with probe station

• Repeat the etching process up to the InP substrate

• Strip in 1165 solution at 50 �C for 30 min

• Wash in RO water for 2 min

• Blow dry with N2

• Check with optical microscope
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Appendix C

Extraction of the specific contact resistivity
through the transfer length model

In the context of electron devices Ohmic contacts characterisation [652], the most common
employed method to experimentally extract the specific contact resistivity rc is based on trans-
mission line measurements (TLM) [653, 654], from which rc is extracted through the transfer
length model [651]. To do that, a TLM structure is employed, consisting of a number of pads
(made of the intended metal stack) contacting the semiconductor surface of interest and with
increasing separation gap distance, as shown in Figure C.1. The structure used in this work is
described in Chapter 3.

Upon fabrication completion, the extraction procedure consists in DC probing the TLM
structure through a four-point probe measurement setup [655]. In this work, needle-carrying

l1Metal Metal Metall2

Rc Rc Rc

Rshl1/w Rshl2/w
In0.53Ga0.47As

V

Figure C.1: Cross-section view illustration of the TLM structure employed in the extraction of
rc through four-point probe DC sensing, showing two generic contacts pairs. The dashed arrows
indicate that Rc is associated to the metal-semiconductor discontinuity region of the metal pads,
while Rsh to the region between the pads where current flow occurs.
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DC probes, and a B1500A semiconductor device parameter analyser (SPA) bias supply from
Keysight Technologies, were employed.

A constant current is injected between each pair of adjacent contact pads using two of the
employed probes, while the remaining pair is used to measure the resulting voltage drop, as
shown in Figure C.1. The total resistance Rt,i, for each contacts pair, can be expressed as:

Rt,i ⇡ 2Rc +Rsh
li
w

(C.1)

where Rc is the contact resistance, Rsh is the semiconductor sheet resistance, li is the gap width
associated with the i-th pads pair (i = 1, . . . ,6 for the designed TLM structure), while w is the
pads width, which was set to 40 µm for the employed TLMs. In this context, Eq. C.1 assumes
Rc equal for all the probed contacts.

The acquired Rt,i(li) data can be then plotted, which should follow a linear behaviour since
Rsh is supposed constant along the horizontal plane. From linear fitting, key parameters can
be extracted, including Rc, which is obtained from half of the intersection value of the fitted
line with the y-axis 2Rc (i.e., l = 0), Rsh, which is retrieved from the line slope Rsh/w, and the
transfer length lt , which is obtained from half of the intersection value of the fitted line with the
x-axis 2lt (i.e., Rt = 0). Practical examples are provided in Chapters 4 and 6.

Here, lt represents a physical measure of the effective length of the contact or, alterna-
tively, a characteristic decay length associated with the non-uniform (exponential) spatial dis-
tribution of the current flow in/out of the contact along the length of the contact itself, so that
Rc = rc/Ae f f = rc/wlt , where Ae f f is the contact effective area. In other words, lt is the inverse
of the average time electrons travel below the contact, or the average distance of the current
flowing from the contact into the semiconductor [644]. This is the concept on which the transfer
length model is based.

Finally, rc can be estimated through the derived expressions below [644, 651]:

rc ⇡ l2
t Rsh ⇡ wRclt tan

✓
d
lt

◆
(C.2)

where d is the length associated with the gaps metal patches, which is 20 µm for the designed
structure reported in this thesis.
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Appendix D

Silvaco Atlas TCAD RTD device
simulation deck

In the following, the developed code for the ESUT #1 simulation is reported as an example.

############################################
############################################
# SILVACO Atlas TCAD simulation deck (ESUT #1) #
############################################
############################################

go atlas simflags="-P 4"

# Mesh-grid

mesh diag.flip (# mesh symmetrical with respect to the vertical center cross section)

# Mesh-grid along x direction (assumed as transverse direction)

x.mesh loc=0.00 spac=0.001
x.mesh loc=0.001 spac=0.001

# Mesh-grid along y direction (assumed as transport direction)

# Emitter contact, In0.53Ga0.47As 40 nm (quasi-equilibrium)

y.mesh loc=-0.04 spac=0.0005
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# Emitter, In0.53Ga0.47As 200 nm (quasi-equilibrium)

y.mesh loc=0.0 spac =0.0005

# Lightly-doped spacer, In0.53Ga0.47As 100 nm (quasi-equilibrium)

y.mesh loc=0.2 spac=0.0005

# Spacer, In0.53Ga0.47As 10 nm (quasi-equilibrium)

y.mesh loc=0.3 spac=0.00001

# First barrier, AlAs 1.46 nm (non-equilibrium)

y.mesh loc=0.310 spac=0.00001

# Quantum well, In0.53Ga0.47As 5.57 nm (non-equilibrium)

y.mesh loc=0.31146 spac=0.00001

# Second barrier, AlAs 1.46 nm (non-equilibrium)

y.mesh loc=0.31703 spac=0.00001

# Spacer, In0.53Ga0.47As 10 nm (quasi-equilibrium)

y.mesh loc=0.31849 spac=0.00001

# Lightly-doped spacer, In0.53Ga0.47As 100 nm (quasi-equilibrium)

y.mesh loc=0.32849 spac=0.0005

# Collector, In0.53Ga0.47As 200 nm (quasi-equilibrium)

y.mesh loc=0.42849 spac=0.0005

# Collector contact, In0.53Ga0.47As 40 nm (quasi-equilibrium)
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y.mesh loc=0.62849 spac=0.0005
y.mesh loc=0.66849 spac=0.0005

# Regions definition

# Emitter contact, In0.53Ga0.47As 40 nm (quasi-equilibrium)

region num=1 material=InGaAs y.max=0.0 equil.negf

# Emitter, In0.53Ga0.47As 200 nm (quasi-equilibrium)

region num=2 material=InGaAs y.min=0.0 y.max=0.2 equil.negf

# Lightly-doped spacer, In0.53Ga0.47As 100 nm (quasi-equilibrium)

region num=3 material=InGaAs y.min=0.2 y.max=0.3 equil.negf

# Spacer, In0.53Ga0.47As 10 nm (quasi-equilibrium)

region num=4 material=InGaAs y.min=0.3 y.max=0.310 equil.negf

# First barrier AlAs 1.46 nm (non-equilibrium)

region num=5 material=AlAs y.min=0.310 y.max=0.31146

# Quantum well, In0.53Ga0.47As 5.6 nm (non-equilibrium)

region num=6 material=InGaAs y.min=0.31146 y.max=0.31703

# Second barrier, AlAs 1.46 nm (non-equilibrium)

region num=7 material=AlAs y.min=0.31703 y.max=0.31849

# Spacer, In0.53Ga0.47As 10 nm (quasi-equilibrium)

region num=8 material=InGaAs y.min=0.31849 y.max=0.32849 equil.negf

# Lightly-doped spacer, In0.53Ga0.47As 100 nm (quasi-equilibrium)

220



region num=9 material=InGaAs y.min=0.32849 y.max=0.42849 equil.negf

# Collector, In0.53Ga0.47As 200 nm (quasi-equilibrium)

region num=10 material=InGaAs y.min=0.42849 y.max=0.62849 equil.negf

# Collector contact, In0.53Ga0.47As 40 nm (quasi-equilibrium)

region num=11 material=InGaAs y.min=0.62849 y.max=0.66849 equil.negf

# Doping level

# Emitter contact, In0.53Ga0.47As 40 nm (quasi-equilibrium)

doping reg=1 y.max=0.0 uniform n.type conc=3e+19

# Emitter, In0.53Ga0.47As 200 nm (quasi-equilibrium)

doping num=2 y.min=0.0 y.max=0.2 uniform n.type conc=3e+18

# Lightly-doped spacer, In0.53Ga0.47As 100 nm (quasi-equilibrium)

doping num=3 y.min=0.2 y.max=0.3 uniform n.type conc=3e+17

# Lightly-doped spacer, In0.53Ga0.47As 100 nm (quasi-equilibrium)

doping num=9 y.min=0.32849 y.max=0.42849 uniform n.type conc=3e+17

# Collector, In0.53Ga0.47As 200 nm (quasi-equilibrium)

doping num=10 y.min=0.42849 y.max=0.62849 uniform n.type conc=3e+18

# Collector contact, In0.53Ga0.47As 40 nm (quasi-equilibrium)

doping reg=11 y.min=0.62849 y.max=0.66849 uniform n.type conc=3e+19

# Electrodes/contacts definition
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elec num=1 name=emitter top
elec num=2 name=collector bottom
contact num=1 name=emitter reflect
contact num=2 name=collector reflect

# Material parameters

material material=InGaAs mc=0.041 mv=0.467 eg300=0.738 nc300=2.12e+17
nv300=8.01e+18 ni.min=8.24e+11 affinity=4.55 permittivity=13.9 mun=2.52e+4

material material=AlAs mc=0.146 mv=0.79 eg300=2.153 nc300=1.50e+19
nv300=1.76e+19 ni.min=13 affinity=3.50 permittivity=10.1 mun=1.85e+2

# Models

models n.negf_pl1d fermidirac esize.negf=10000 eig.ymin=0.0 eig.ymax=0.31849 print

# Computation

# Continuity equation is not solved for carriers

method carriers=0

# Bias-dependent quantities

# Transmission coefficient energy spectrum

probe transmission x=0 filename="ESUT1_T_"

# LDOS energy spectrum

set stepSize=0.000005
set startLoc=-0.04
set endLoc=0.66849
set loopCount=(($endLoc-$startLoc)/$stepSize)+1
LOOP STEPS=$loopCount
probe name="Local Density of States at$startLoc" DOSVSE x=0.0005 y=$startLoc
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set startLoc=$startLoc+$stepSize
L.END

# Current density at each bias point

log outfile=ESUT1_JV.log

# Band diagram quantities

output eigen=100 band.param qfn

# Initial guess for potential/carrier density (thermal equilibrium)

solve init
save outfile=ESUT1_eq.str negf.log negf.eig

# Bias ramping

solve v2=0 name=collector vstep=0.01 vfinal=0.68 negf.eig
save outf=ESUT1_068.str negf.log negf.eig
solve name=collector vstep=0.01 vfinal=2 negf.eig

log off

quit
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Appendix E

RTD small-signal equivalent circuit ADS
schematic

To accurately extract the device small-signal equivalent circuit parameters, the measured S11 and
converted Z11 parameters were fitted employing the small-signal equivalent circuit schematic
shown in Figure E.1. To do that, the parameters tuning function included in ADS was employed.

Figure E.1: ADS schematic for the extraction of the RTD high-frequency small-signal equivalent
circuit parameters. Fitted values at V = 0.3 V are displayed as example. Here, Rrtd = G�1

rtd .
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