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ABSTRACT

This paper presents work in progress with aims to de-
velop a first of its kind IoT Cloud-based multimodal hearing
aid (HA) prototype. Specifically, it identifies the major pro-
cessing blocks for implementation on an embedded Field Pro-
grammable Gate Array (FPGA) and focuses on aspects of a
custom block that deals with the integration of multiple input
sources of the HA. In particular, the integration block deals
with the combination of audio and video (AV) data at different
sampling rates, with each having a different number of bits to
encode their information. This realises a seamless combina-
tion of AV data by assigning a scaled number of bits to each
component in the combined signal to achieve real-time data
transmission of all data sources. Finally, we outline ongo-
ing work aiming to address a range of key challenges includ-
ing required optimisation of tradeoffs between HA latency,
streaming bandwidth, security, privacy, power consumption
and performance.

Index Terms— Audio-visual speech enhancement, em-
bedded platform, multimodal hearing aid

1. INTRODUCTION

The capacity to hear is a major aspect of our social and
cultural life as humans. Consequently, loss of hearing can
severely affect, not only our ability to function effectively, but
also lead to social alienation. Loss of hearing affects about a
fifth of the human population [1, 2, 3], and can be attributed
to to a plethora of reasons including congenital factors, dis-
ease, accidents or simply aging [2]. Hearing aids (HAs) are
the most widely used devices to improve sound perception
in those with hearing difficulty. They are designed to dis-
criminate the target sound from background noise. However,
traditional hearing aids are often based on achieving this task
primarily by sound amplification alone [4]. Researchers are

This work is supported by the UK Engineering and Physical Sciences
Research Council (EPSRC) programme grant: COGMHEAR (Grant refer-
ence EP/T021063/1).

now exploring the use of additional information, inspired by
the way humans perceive speech, to improve the performance
of future hearing aids. Examples of these additional infor-
mation include visual information (e.g. lip reading), facial
expression, etc. The COG-MHEAR project [5] is a cutting
edge multi-million-pound research project that aims not only
to address foundational research issues in the development
of multimodal HAs, but also address practical issues in the
implementation of multimodal HAs.

In addition to the requirement of high sound quality out-
puts, HAs are embedded systems that need to satisfy several
other requirements such as user convenience, cost, size and
low power overhead. To address some of these requirements,
several machine learning (ML) algorithms have been devel-
oped that offer great functionality in modern multimodal HAs
[6, 7, 8, 9]. However, the implementation of these proposed
algorithms in way that meets the constraints of efficient mul-
timodal HA remains an open challenge.

IoT cloud-based HA architectures have also been pro-
posed [1]. In this architecture, a transceiver IoT device (HA
device) samples raw source information (e.g. audio and video
data), pre-processes the information, then transmit data in
real-time to a cloud for further processing. The clean audio
information is then sent back to the HA device. An overview
of this architecture is illustrated in Fig. 1. As shown in the
figure, multimodal information are acquired, digitized and
processed on an embedded device before being sent to a
cloud for further processing using 5G networks. ML algo-
rithms are implemented in the cloud, where the constraints
of power and cost are not as stringent as on the embedded
device. The ML algorithms produce enhanced audio output.
Enhanced audio information are sent back in real-time to the
HA device for final processing and outputting to a speaker.
There are several advantages for this architecture. For exam-
ple, the edge device could be optimized for size, power and
cost while offloading significant aspects of the processing to
the cloud.

For effective functionality, and to guarantee secure, real-
time operation of multimodal HAs in a cloud scenario, several
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Fig. 1. Overview of a typical loT-based Multimodal HA sys-
tem.

issues need to be addressed. In our previous work [1], a novel
frame architecture that supports the stringent requirement of
cloud-based multimodal HAs was proposed. The proposed
frame structure addresses the differences in the data rate be-
tween the uplink (i.e. from the HA device to the cloud) and
the downlink (i.e. cloud to HA device), with a focus on the
physical layer (PHY layer).

In particular, the proposed frame architecture addresses
the unique requirement of data transmission in HAs. Un-
like in conventional cloud-based scenarios where the down-
link section has a higher data-rate than the uplink section,
in HAs the uplink (carrying multimodal information) has a
higher data-rate than the downlink (carrying only clean audio
information). In addition, the paper also provides details of
the source encoding, data transmission as well as the ML al-
gorithms for cloud-based multimodal HA architectures. How-
ever, that work utilized personal computers and large process-
ing equipment for validation of the proposed cloud-based ar-
chitecture and the developed communication frame structure.
In this work we report our initial efforts towards customiza-
tion of the algorithms developed in [1] for embedded recon-
figurable platforms to address the challenges of real-time, de-
vice size, low cost and power overhead.

Although cloud-based architectures have many promising
outcomes and several use cases, there are several very im-
portant practical implementation challenges that need to be
addressed to produce a prototype. As a starting point for our
implementation, we adopt the framework in [1]. Fig. 2 shows
major pre-processing blocks in the uplink section of a typi-
cal cloud-based HA system. These blocks work together to
upload audio and video data to the cloud. For HA system,
the process in Fig. 2 must be accomplished in real-time. As
shown in the figure, in addition to the core audio and video
data pre-processed on the chip, a number of communication
protocol processing steps are carried out (blocks 3 — 7) before
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Fig. 2. Major processing blocks in the uplink section of a
typical IoT-based HA system.

data is transmitted to the cloud. The raw audio-visual data is
encapsulated according to these communication protocols to
produce transmission-ready frames. The details of the frame
structures for both uplink and downlink are described in [1].
As described, the uplink frame structure (UFS) comprises of a
synchronization signal, USS, a physical uplink control chan-
nel, PUCCH, and a physical uplink shared channel, PUSCH.
It also contains two reference signals: an uplink reference sig-
nal, URS, and a physical uplink control channel reference sig-
nal, PUCCH-RS. Fig. 3 summarizes the PUCCH symbol gen-
eration process, where UCI is the uplink control information
and the CRC is the cyclic redundancy check on the UCI bits.

To enable real-time operation and to meet some of the
challenges of low power, size and adaptability, the process-
ing blocks in Fig. 2 are being implemented on a 5G en-
abled, commercial-off-the-self, FPGA-platform, namely the
Xilinx’s Zynq UltraScale+ RFSoC. FPGA platforms are pop-
ular for the implementation of several components of hearing
aids and cochlear sub-systems [10, 11, 12, 13, 14]. In addi-
tion to providing a high-performance platform for accelerat-
ing custom HA algorithms to meet strict timing requirements,
they also provide the flexibility to be easily re-configured even
while in operation. In addition, The Xilinx’s RFSoC being
used in this work provides multiple RF channels for expan-
sion and adaptability. Some of the blocks in Fig. 2 are re-
alized by adapting existing Xilinx IPs, while others require
custom Register Transfer Level (RTL) implementation. One
of the blocks in the flow that require custom implementation
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Fig. 3. PUCCH symbol generation [1].

is the integration of the audio and video data (i.e. the second
block in Fig. 2). Its aim is to seamlessly combine the audio
and video data, dealing with their different source properties
such as sampling rates and number of bits to encode source
information.

2. AUDIO AND VIDEO DATA INTEGRATION

To illustrate the operation of the proposed source integration
of the audio and video data, consider a case where audio is
sampled at 16 kSPs and video is sampled at 25 frames per
second (FPS). As an example, a one second duration of audio
data sampled at 16 kSPs with 12-bits for each sample will
produce 196 608 bits that needs to be processed, while a 1
second video frame with 60-by-80 pixels per frame, sampled
at 25 FPS and 8-bits per pixel will produce nearly 5-times as
much data as in the audio case.

The block handles the combination of these data into a
single signal for onward processing. To deal with the differ-
ent data rates, data from the multiple sources are combined
by slicing bits from ‘samples’ from each source and concate-
nating them to form new composite samples. Fig. 4 gives
a simple high-level illustration of the concept. In essence,
different number of bits are assigned to each source in the
combined signal as shown in Fig. 4. The number of bits as-
signed to each source is proportional to its source load. Using
this strategy, the data rate for each source is scaled to achieve
real-time data transmission of all sources.

However, in the context of hearing-aids, a continuous
real-time integration of AV data is required. Therefore, the
proposed firmware integration of AV data is parallelised and

8bits @ 25 F/s 12bits @ 16kS/s

Source
integration

{ X’bit (vid); y’bit (aud) }

Fig. 4. Integration of multiple sources in Multimodal HA sys-
tem.

pipelined to deal with streaming data rate. In particular, each
data processing stage in the data integration pipeline handles
a fixed number of bits and completes its task in a fixed num-
ber of clock cycles, immediately after which a new set of bits
are accepted for processing. To increase the bandwidth and
meet timing requirements (e.g. processing every frame within
10ms), the level of parallelism is increased. For example, the
bandwidth of the process is doubled by duplicating the num-
ber of the AV source-integration blocks. However, this will
increase the chip-area and power overhead. This performance
trade-off is being characterised to ensure that both timing and
power requirements are met.

3. SECURITY AND PRIVACY CHALLENGES

One of the challenges of the proposed cloud-based architec-
ture is to assure the security of sensitive user data [15, 16].
Wireless signal transmission could be vulnerable to attacks
that may not only put user information at risk, but could also
be harnessed to drain battery power of device, confuse users,
etc. In our proposed system, we are minimizing these risks
by implementing privacy-preserving mechanisms on-chip by
evaluating a number of state-of-the-art techniques [16]. How-
ever, it is important to carefully balance their effectiveness
against other specific HA requirements such as strict latency,
power and performance metrics including user preferences.

4. CONCLUSION AND FUTURE PLANS

In this paper, we discussed initial steps towards an FPGA im-
plementation of an IoT-based multimodal hearing aid system



prototype. We identified key processing blocks being imple-
mented on a commercial off-the-self FPGA board. In ongo-
ing work, we are addressing key implementation challenges
including optimising a range of trade-offs between stream-
ing bandwidth, latency, privacy, security, device size, power
consumption, cost and performance. We aim to complete the
implementation of all processing blocks and produce a demo
in collaboration with our industrial partners.
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