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Drilling can affect the integrity of the surface of a mechanical component and reduce 
its fatigue life. Thus, drilling parameters such as lubrication or drilling velocity must 
be optimized to ensure a satisfactory residual mechanical state of the hole surfaces. 
Unfortunately, experimental tests are time consuming and it is not easy to observe the 
cutting process because of the confinement of the drill zone. The literature does not exhibit 
any numerical simulation capable of simulating 3D thermomechanical phenomena in the 
drill zone for large depth holes. Therefore, residual stresses cannot be easily simulated by 
means of the sole drilling parameters. The aim of this article is to propose a new numerical 
approach to compute drilling residual stresses for large-depth holes. A first simulation is 
developed to simulate heat transfer by means of a 3D thermoviscoplastic simulation in a 
new Rigid-ALE framework allowing the use of large calculation time steps. Then, a time 
interpolation and a spatial projection are implemented to rebuild the Lagrangian thermal 
history of the machined component. Finally, a thermo-elastoplastic simulation is carried 
out to compute residual stresses in the final workpiece. In this paper, the method is applied 
to a 316L austenitic stainless steel in the case of an unlubricated hole. The computed 
residual stresses are compared to experimental measurements.

© 2018 Académie des sciences. Published by Elsevier Masson SAS. This is an open access 
article under the CC BY-NC-ND license 

(http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

During the manufacturing of aeronautical, nuclear or medical parts, drilling processes are often used to perform holes. 
All the machining processes impose thermal and mechanical loadings on the machined part, which modifies the surface 
integrity and thus, the fatigue lifetime. Compared to other processes such as turning or milling, the experimental study of 
drilling is difficult because of the confinement of the drill zone. To avoid such an issue, numerical simulation is of particular 
interest, since it allows studying the local thermomechanical phenomena in 3D.

Different types of numerical models are developed in the literature for drilling processes. The less predictive models use 
temperature measurements to estimate thermal loadings, as proposed by Huang et al. [1] and Sousa et al. [2]. These models 
do not consider the mechanical coupling in the heat generation process, but they can provide thermal input data to study 
phase transformations as proposed by Schulze et al. [3]. Wu and Han [4] developed a numerical model in 2D by means 
of various finite element codes. They studied the cutting area near the center of the drill zone and in the main cutting 
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zone in planes perpendicular to the cutting edge to determine where the temperature is highest. Ozcelik and Bagci [5] also 
used a 2D numerical approach to study the cutting phenomena along the cutting zone, and they compared results for two 
materials: AISI 1040 and Al 7075-T651. This 2D approach is unable to give the 3D thermomechanical loadings required for 
studying the surface integrity of the final holes.

Most of the existing 3D numerical models in drilling processes pose challenges to simulate the machining of a significant 
drilling depth. Nan et al. [6] simulate a drilling time of about 0.03 s by means of Abaqus/Explicit. Abouridouane et al. per-
formed several studies on the thrust force, the torque and the chip geometry for micro-drilling with Deform-3D [7][8][9]. 
They also studied a classical drilling configuration with a drill diameter of 8 mm [10] and the simulated time was about 
80 ms, which corresponds to a small depth. A similar configuration was studied by Marusich et al. [11] with the code Third 
Wave Advantedge, whereas Muhamad et al. used MSC Marc [12] and Deform-3D [13]. To simulate the removal of the mate-
rial, these numerical models are based on an explicit time integration leading to a very high computation time. Moreover, 
they use a Lagrangian description for the material movement description. Therefore, the computing time is increased be-
cause of the need for successive remeshing operations to avoid mesh distortions. Thus, the drilling time simulated is always 
low and only thrust force, torque and chip geometry can be compared with the experimental data.

The literature does not exhibit any numerical simulation capable of simulating 3D thermomechanical phenomena in 
the drill zone for very deep holes. In turning processes, Valiorgue et al. [14] avoid the simulation difficulties of the chip 
generation by replacing the physical effects of the cutting zone by an equivalent thermomechanical loading applied on the 
final surface after machining. This loading is built intuitively from experimental measurements. To avoid such an intuitive 
stage, a new numerical approach is proposed in section 2 of this paper to compute drilling residual stresses for holes of 
large depths. In section 3, a first simulation is developed to simulate heat transfer by means of a 3D thermoviscoplastic 
simulation in a new Rigid-ALE framework. In section 4, a time interpolation and a spatial projection are implemented to 
rebuild the Lagrangian thermal history of the machined component. Thus, a thermo-elastoplastic simulation can be carried 
out to compute residual stresses on the final geometry. The whole method is applied to an 316L austenitic stainless steel in 
the case of an unlubricated hole. The computed residual stresses are compared to experimental measurements.

2. A new numerical strategy

From the computational point of view, the main difficulty lies in the simulation of chip generation. Indeed, this needs the 
use of a damage model, difficult to calibrate because of the material’s elasticity, which prevents the separation of the chips 
from the rest of the material. Moreover, elasticity imposes to track the material flow and this can lead to mesh distortions 
requiring remeshing steps and projections of results from one mesh to another. In 3D, such an approach is very CPU time 
consuming. Unfortunately, the computation of drilling residual stresses needs to take account of the elasticity. In this work, 
we propose to compute residual stresses by means of a step-by-step method that is composed of two successive simulations, 
as shown in Fig. 1.

The objective of the first one is to simulate the thermomechanical effects due to the removal of the material by means of 
the drilling process parameters. This thermomechanical simulation is based on a viscoplastic behavior law avoiding elasticity 
and, therefore, on the use of a damage model. As far as the mesh is concerned, a new Rigid-ALE technique is proposed to 
avoid mesh distortion. The method R–ALE combines the Lagrangian, Eulerian, and ALE characteristics according to the part of 
the model considered. A part of the mesh can move between two successive configurations without distortions by means of 
rigid movements. Because we do not consider elasticity, hardening, and damage, there is no need to project the results from 
one mesh to another. The material time derivatives are classically treated by means of the standard ALE technique, which 
consists in defining a convection velocity relatively to the mesh movement. To reduce the computing time, a backward 
Euler algorithm tolerating relatively large time steps is adopted for time integration. After the R–ALE simulation, a transfer 
step is carried out for rebuilding the Lagrangian history of the final workpiece in terms of temperatures in the case of an 
unlubrificated drill. Thus, a Lagrangian thermo-elastoplastic computation can easily be carried out for computing residual 
stresses.

3. Thermo-mechanical R–ALE simulation of the drilling process

3.1. Physical modeling

3.1.1. Material flow
Assuming that viscous stresses are predominant, the momentum balance is governed by the following equation:

div(σ ) = 0 (1)

σ denotes the Cauchy stress tensor:

σ = S − p · I

where p is the hydrostatic pressure, I is the unit second-order tensor and S is the deviatoric stress tensor. As for hot forming 
processes, a viscous behavior law is used to model the material flow in the cutting area. This law can be represented as 
follows:
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Fig. 1. The new strategy for the computation of drilling residual stresses.

S = 2μDvp (2)

where μ is the dynamic viscosity and Dvp is the viscoplastic strain rate tensor. Assuming the additive decomposition of the 
strain rate and considering the predominance of the viscoplastic strain rate in the drill zone, we get:

Dvp = D − De − Dth ≈ D = 1

2

(
gradt(v) + grad(v)

)

where De and Dth denote respectively the elastic strain rate tensor and the thermal strain rate tensor; v is the material 
velocity of the material.

The momentum balance equation (1), combined with the constitutive equation (2), thus leads to:

div(2μD) − grad p = 0 (3)

To ensure the viscoplastic incompressibility, the velocity field must be divergence free:

div(v) = 0 (4)

Eqs. (3) and (4) are only solved in the chips by means of the finite element P 1 + /P 1 (Fig. 2) that is very common for 
modeling hot forming processes [15]. For this tetrahedral element, the discrete field of pressure ph is linear and continuous. 
Index ‘+’ means that a node has been added for the interpolation of velocity vH (P 1+), so that:

vH = vh ⊕ vb

where vh represents the linear part (P 1) and vb, the bubble part of the velocity field. vH is of the form

vH =
N∑

i=1

vh
i Ni +

M∑
j=1

vb
j Nb

j (5)

In this expression, N denotes the number of nodes and M denotes the number of elements, vh
i the value of the velocity 

at node i and Ni the shape function associated with this node. vb
j is the velocity value at each internal node located at the 

center of each element and Nb
i denotes the associated shape function which is equal to zero on the element boundaries. 

The chosen interpolation function corresponds to the h-refining type, i.e. it is of degree 1 piecewise inside the tetrahedron.

3.1.2. Heat transfer
Dissipation due to the generation of chips causes a temperature rise in the macroscopic scaling. Heat transfers are 

governed by the following equation:

ρC

(
∂θ + vcv grad θ

)
= div (λgrad θ) + Q (6)
∂t
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Fig. 2. Reference P1+/P1 tetrahedron.

Fig. 3. Partitions of the mesh for R–ALE.

In this equation solved in the whole model including the drill tool, λ is thermal conductivity, which can be tempera-
ture dependent; ρ is mass density; C is specific heat; θ is temperature and vcv is convective velocity. During the drilling 
processes, heat transfer is fast both for heating and cooling. It is partly caused by the mechanical power derived from the 
material flow in the cutting zone:

Q = α S : D

where α is the Taylor–Quinney coefficient, which is less than 1 when the mechanical power does not entirely dissipate in 
the form of heat.

With regard to boundary conditions, the heat exchange with the external media is modeled by means of an exchange 
coefficient hext:

q = hext (θ
ext − θ) (7)

where θext denotes the temperature of the external media and q is the density of the heat flux received by the workpiece 
or the drill tool.

3.2. The R–ALE kinematic

The different parts of the mesh used by the R–ALE method are presented in Fig. 3. The green part represents the 
geometry before the drilling stage and the purple part includes the geometry of the complete hole after drilling. The 
mesh parts are created by means of CAD software. As proposed by Girinon et al. [16] for the simulation of turning, the 
geometry of chips is the result of Quick Stop Drilling tests (QSD) assuming that it does not change significantly during all 
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Fig. 4. Schematic representation of the R–ALE kinematic.

Fig. 5. Mechanical boundary conditions for the chips.

the drilling stage. This experimental set-up has been developed by Claudin [17]. It consists in stopping instantaneously a 
drilling operation and then, in scanning the geometry of the chips for building a 3D CAD model. All the parts are easily 
meshed by means of linear tetrahedral elements.

The whole mesh is considered as being rigid, and thus, the mesh of the chips is not deformable during all the simulation. 
The Lagrangian mesh of the drill is fixed. This means that the reference frame is not the classical fixed one associated with 
the workpiece; it rotates with the drill so that the drill remains fixed in space. In the blue Eulerian part of the workpiece, 
the material has a rotational velocity, whereas the mesh just goes up at each computing time step �t , which corresponds to 
one advance per revolution. This means that the height of the finite elements depends on the cutting velocity for obtaining 
a conformal mesh at each time step, as proposed by Feulvarch et al. [18] for the rotation of a FSW tool. In this way, the 
material has a helical trajectory and the number of computing time steps is equal to the number of revolutions needed to 
create the hole. In practice, the computing time step can be twice or three times greater if the advance per revolution is 
relatively small. At each time step, the green and purple finite elements that do not belong to the actual geometry of the 
workpiece are not considered for the computation (see Fig. 4).

In order to reduce the computing time, the mechanical calculation is only carried out in the chips, whereas the velocity 
is imposed in the other parts. On the base of the chips, the green and purple parts, a vertical component of velocity is 
added compared to the blue part to model the upward movement of the material. The same velocity field is imposed at the 
interface between the chips and the base of the chips, as shown in Fig. 5. A zero normal velocity is prescribed on the free 
surfaces to ensure that the material flow follows well the geometry of the chips obtained experimentally.

In each part of the mesh, the convective velocity is classically defined as follows:

vcv = v − vmesh (8)

where vmesh denotes the velocity of the mesh. An implicit (backward) Euler algorithm tolerating relatively large time steps 
is adopted by evaluating the time derivative of the temperature at time t + �t as follows:

∂θ

∂t
(t + �t) ≈ θt+�t − θt

�t
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Table 1
Thermal properties of 316L stainless steel (workpiece).

θ ρ (kg/m3) C (J/kg/◦C) λ (W/m/◦C)

20 ◦C 8000 450 14
100 ◦C 7970 490 15.2
200 ◦C 7940 525 16.6
300 ◦C 7890 545 17.9
400 ◦C 7850 560 19
500 ◦C 7800 570 20.6
600 ◦C 7750 580 21.8
700 ◦C 7700 595 23.1
800 ◦C 7660 625 24.3
900 ◦C 7610 650 26
1000 ◦C 7570 660 27.3
1200 ◦C 7450 677 29.9

Table 2
Thermal properties of tungsten carbide (drill tool).

θ ρ (Kg/m3) C (J/kg/◦C) λ (W/m/◦C)

20 ◦C 14830 220 110
100 ◦C 14830 244 105
300 ◦C 14830 290 98
500 ◦C 14830 320 90
700 ◦C 14830 328 82
900 ◦C 14830 337 75
1100 ◦C 14830 338 66

3.3. Application to the drilling of a 316L stainless steel

The numerical methodology presented above is applied to a 316L drilling operation. The simulation has been performed 
using the computer code Sysweld® [19]. The drilling conditions are:

• cutting velocity, 60 m/min,
• feed, 0.15 mm/rev,
• drill diameter, 12 mm,
• drilled length, 36 mm,
• through-hole,
• dry drilling,
• workpiece diameter, 60 mm.

In this application, the Taylor–Quinney coefficient α is taken equal to 0.9, as proposed by Zaera et al. [20]. The thermal 
contact is assumed to be perfect between the drill tool and the workpiece. As far as the thermal boundary conditions are 
concerned (see Eq. (7)), θext and hext are defined by considering:

• convection on the surfaces located outside the hole, exchange coefficient: 40 W · m−2·◦C−1, room temperature: 20 ◦C.
• convection in the drilled hole, exchange coefficient: 50 W · m−2·◦C−1, room temperature: 100 ◦C.

The thermal properties of the workpiece and of the drilling tool are respectively given in Tables 1 and 2.
The temperature-dependent viscosity of the material has been identified by means of the Lurdos law established for 

the 304L stainless steel [21]. This law is an empirical model based on the classical Voce equation. The high temperatures 
and the high strain rates are considered to give an accurate representation of the phenomena in the primary shearing area, 
which are assumed to be the main heating phenomena in this unlubricated case study. As shown in Fig. 6, the maximal 
temperature in the cutting area is about 900◦C, whereas the temperature is about 500◦C on the surface of the hole near 
the drill zone.

Fig. 7 shows the comparison between the thermal kinetics computed at mid-depth and two experimental measurements 
obtained with thermocouples located 1.3 mm ahead from the final surface in the blue part (see Fig. 3). One can note that 
the temperature peaks are close to each other and that the cooling stage is well simulated. The new R–ALE method leads 
to a CPU time of about 20 h with tetrahedron finite elements of type P1+/P1 [18].
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Fig. 6. Distribution of temperature (◦C) during drilling.

Fig. 7. Numerical and experimental thermal kinetics at mid-depth during drilling.

4. Computation of drilling residual stresses

4.1. Rebuilding the Lagrangian thermal history from R–ALE results

Considering the case of an unlubricated drilling process, the traction residual stresses on the surface of the holes are 
mainly due to thermal loadings, as shown by Girinon et al. [22]. In the numerical approach proposed in this work, the 
computation of residual stresses is simulated in a Lagrangian approach because the integration of the material history 
is simple and quick to compute in such a configuration. The simulation is then carried out on a Lagrangian mesh that 
corresponds to the final geometry of the hole. Unfortunately, the R–ALE does not give directly the material history of the 
machined component in a Lagrangian way, as explained in the above section. Moreover, the thermal results are obtained 
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Fig. 8. Schematic representation of the projection technique implemented for rebuilding the Lagrangian thermal history.

with a time step �t corresponding to a rotation of the drill tool. This time step leads to a satisfactory computational 
precision, but it is too large to track accurately the thermal history at each point of the machined surface. Therefore, a time 
interpolation and a spatial projection need to be implemented to rebuild the Lagrangian thermal history.

It consists in prescribing a vertical translation to the Lagrangian mesh like that of the blue Eulerian part in the R–ALE 
simulation (see Fig. 4), but also a rotation to follow the material movement of the workpiece by always considered the drill 
tool fixed. A sub time step δt is defined for the projection as follows:

δt = �t

n

where n is the number of angular positions during one rotation of the Lagrangian mesh. At each projection time, each node 
of the Lagrangian mesh is projected onto the corresponding R–ALE mesh configuration and its temperature is computed by 
means of the finite element approximation in space and of the linear interpolation in time, as shown in Fig. 8.

4.2. Computation of residual stresses

The residual stress analysis is based on the momentum balance equation given by

divσ = 0 (9)

It is performed with the infinitesimal strain theory. Therefore, σ is assumed to depend linearly on the elastic strain 
tensor εe by means of the fourth-rank elastic tensor C as follows

σ = C : εe (10)

As the effect of plastic dissipation on heat transfer is neglected in the material included in the final Lagrangian geometry 
after drilling, heat transfers coming from the R–ALE simulation are mainly involved in the mechanical analysis through the 
thermal strains [23]. The strain rate tensor D is thus decomposed into a thermal part Dth(θ), an elastic part De and a plastic 
part Dp:

D = Dth(θ) + De + Dp (11)

4.3. Application to the computation of residual stresses in a 316L steel

After rebuilding, the Lagrangian temperature distribution is plotted in Fig. 9 at mid-depth on the Lagrangian mesh of the 
hole made of linear hexahedron finite elements.

In Fig. 9, one can note that the mesh is refined in a zone of interest so as to have a better estimation of residual 
stresses in this area without increasing the computing time too much. Residual stresses are computed by means of a model 
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Fig. 9. Distribution of the Lagrangian temperature (◦C) at mid-depth of the hole.

Table 3
Thermo-elastic properties of 316L stainless steel.

θ 20 ◦C 200 ◦C 400 ◦C 600 ◦C 800 ◦C

E (MPa) 201 730 194 220 181 770 166 860 144 000

Thermal expansion 1.22·10−5 1.32·10−5 1.4·10−5 1.45·10−5 1.62·10−5

σ y (MPa) 530 440 364 294 229
εp = 0.01 580 482 398 322 251
εp = 0.02 609 506 418 339 264
εp = 0.03 634 527 435 352 274
εp = 0.04 655 545 450 364 284
εp = 0.05 676 561 464 376 292
εp = 0.1 761 632 522 423 329
εp = 0.2 895 744 615 498 388
εp = 0.3 1008 838 693 561 436

c 7.5·104 6.6·104 5.6·104 6.5·104 8·104

γ 300 290 280 350 1000

of the ‘Armstrong–Frederick’ type [24] to take into account the cyclic elastoplastic behavior due to the successive thermal 
sollicitations induced by the rotation of the drill tool. This law considers an isotropic and a non-linear kinematic hardening 
defined by:

χ̇ = 2

3
c Dp − γ χ Dp

where χ̇ denotes the time derivative of the kinematic variable χ ; Dp is the equivalent plastic strain rate; c and γ are two 
parameters given in Table 3. In this application, the Poisson coefficient is taken equal to 0.3.

The residual stresses are observed in the refined part of the Lagrangian mesh (see Fig. 9). The experimental and numerical 
distributions of residual stresses at mid-depth of the hole are plotted in Fig. 10 as a function of the distance from the surface. 
The experimental residual stresses are plotted with an envelope curve to show the experimental dispersion obtained with 
three samples. The CPU time for the computation of residual stresses is about 30 h.

One can note that the simulation leads to traction residual stresses along the circumferential and axial directions. More-
over, the circumferential stress is the highest one observed experimentally. The comparison of experimental and numerical 
residual stresses on the surface is satisfactory even if a significant difference can be observed in the volume of material 
under the surface. This can be due to the thermomechanical contact between the drill tool and the surface of the hole, 
which is not yet integrated in the numerical model developed.

5. Conclusion

A new numerical strategy is proposed in this article to compute drilling residual stresses. A new R–ALE technique allows 
simulating a complete drilling operation by considering a viscoplastic flow in the chips. This simulation uses a computing 
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Fig. 10. Distribution of residual stresses at mid-depth of the hole.

time step equal to a rotation of the drilling tool and it does not induce mesh distortions. Therefore, the computing time 
is reduced because it is a few hours. A satisfactory correlation between the experimental and numerical temperatures is 
achieved by the R–ALE model in the case of an unlubrificated drilling operation. After rebuilding the Lagrangian thermal 
history of the final workpiece, the thermal residual stresses can be computed by means of a standard thermo-elastoplastic 
simulation. The first results are interesting, but the mechanical loadings due to drilling will be considered in a future study 
to improve the distribution of computed residual stresses.
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