
C. R. Mecanique 344 (2016) 95–101
Contents lists available at ScienceDirect

Comptes Rendus Mecanique

www.sciencedirect.com

Higher-order continuation for the determination of robot 

workspace boundaries

Continuation de haut degré pour la détermination des frontières de l’espace 

de travail d’un robot

Gauthier Hentz ∗, Isabelle Charpentier, Pierre Renaud

ICube – Laboratoire des sciences de l’ingénieur, de l’informatique et de l’imagerie, Université de Strasbourg, CNRS, INSA Strasbourg, 
300, bd Sébastien-Brant, CS 10413, 67412 Illkirch, France

a r t i c l e i n f o a b s t r a c t

Article history:
Received 1 September 2015
Accepted 10 October 2015
Available online 11 November 2015

Keywords:
Mechanisms
Workspace boundaries
Extended system of equations
Automatic differentiation
Taylor series
Diamant

Mots-clés :
Mécanismes
Frontières de l’espace de travail
Système d’équations étendu
Différentiation Automatique
Séries de Taylor
Diamant

In the medical and surgical fields, robotics may be of great interest for safer and more 
accurate procedures. Space constraints for a robotic assistant are however strict. Therefore, 
roboticists study non-conventional mechanisms with advantageous size/workspace ratios. 
The determination of mechanism workspace, and primarily its boundaries, is thus of 
major importance. This Note builds on boundary equation definition, continuation and 
automatic differentiation to propose a general, accurate, fast and automated method for 
the determination of mechanism workspace. The method is illustrated with a planar RRR 
mechanism and a three-dimensional Orthoglide parallel mechanism.

© 2015 Académie des sciences. Published by Elsevier Masson SAS. This is an open access 
article under the CC BY-NC-ND license 

(http://creativecommons.org/licenses/by-nc-nd/4.0/).

r é s u m é

Dans le contexte médico-chirurgical, la robotique peut être d’un grand intérêt pour 
des procédures plus sûres et plus précises. Les contraintes de compacité pour un 
dispositif robotique sont cependant fortes. En conséquence, les roboticiens étudient des 
mécanismes non conventionnels présentant des ratios taille/espace de travail avantageux. 
La détermination de l’espace de travail, et en premier lieu de ses frontières, est donc 
primordiale. Cette Note repose sur la définition des équations de frontière, la continuation 
et la différentiation automatique pour proposer une méthode de détermination de 
l’espace de travail des mécanismes générique, précise, rapide et automatisée. La méthode 
est illustrée sur un mécanisme RRR plan et un mécanisme parallèle tridimensionnel, 
l’Orthoglide.

© 2015 Académie des sciences. Published by Elsevier Masson SAS. This is an open access 
article under the CC BY-NC-ND license 

(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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Fig. 1. Kinematic schemes of the evaluated mechanisms.

1. Introduction

In the medical and surgical fields, a robotic assistance may be of great interest for safer and more accurate procedures. 
Space is however strongly limited in the operating room or in imaging facilities such as CT and MRI scanners. Roboticists 
therefore study and design non-conventional mechanisms with advantageous ratios between their size and the reachable 
positions of their end-effector, i.e. their workspace. Developing a general, accurate, fast and automated method for the 
determination of mechanism workspaces, in particular its boundaries, is thus of prime importance.

Several methods are reported in the literature [1–3], but only a few devise general frameworks [4–6,3]. On the one 
hand, workspace boundaries may be described by applying the implicit function theorem to the mechanism equations as 
discussed by Litvin [4] in the early eighties. Their computation may be carried out using a Newton–Raphson continuation 
method to follow one-dimensional curves on the workspace boundaries as proposed by Haug et al. [5] in the nineties. This 
implementation requires a second order differentiation of the mechanism equations since the Jacobian resulting from the 
application of the implicit function theorem is to be differentiated for the Newton–Raphson method. The differentiation 
steps and the one-dimensional path calculation have constituted limitations to its dissemination. On the other hand, Merlet 
et al. [6] introduce an interval analysis method for the workspace analysis. It consists in an iterative bisection method of 
an initial box containing the workspace to determine inner and bordering sub-boxes of the workspace. Bohigas et al. [3]
combine elements of both approaches in a so-called branch-and-prune method. The interval analysis method is then applied 
to the mechanism workspace boundary equations [4] written in a quadratic form to enable a faster shrinking of solution 
boxes. In both cases [6,3], the determination of the workspace boundaries with sufficiently small sub-boxes requires an 
extensive computational effort, in particular for high dimensional workspaces.

As demonstrated in earlier works [7,8], Automatic Differentiation (AD) is a powerful general approach for the imple-
mentation of a higher-order continuation method. This Note is based upon the workspace boundary formulations [4,5] and 
the Diamant framework [9] to propose a general, efficient and automated higher-order continuation method that allows 
for the continuous representation of workspace boundaries. The paper is organized as follows. Workspace definitions are 
presented in Section 2 and exemplified on the classical RRR mechanism [5,1,3]. The general implementation – construction 
of the boundary equations of the mechanism and higher order continuation – is discussed in Section 3. Numerical results 
obtained for the two-dimensional RRR mechanism and a three-dimensional mechanism, the Orthoglide [10], are reported in 
Section 4.

2. Formulation of workspace boundaries

In order to introduce the formulation of workspace boundaries, let us first consider the well-known RRR mechanism, see 
Fig. 1(a). This serial mechanism is composed of three revolute joints linking three bars of length l1, l2, l3, respectively. The 
first bar rotates about the base by an angle θ1, the second bar rotates with respect to the first one by an angle θ2, and so 
forth. The position of the end-effector P is denoted by (x, y).

The vector (θ1, θ2, θ3) forms a set of so-called generalized coordinates that is sufficient to describe the configuration of 
the mechanism in a unique manner. The behavior of the mechanism can be modeled by nonlinear kinematic constraint 
equations issued from loop closure relationships, that is:

{
x − (l1 cos(θ1) + l2 cos(θ1 + θ2) + l3 cos(θ1 + θ2 + θ3)) = 0
y − (l1 sin(θ1) + l2 sin(θ1 + θ2) + l3 sin(θ1 + θ2 + θ3)) = 0

(1)

Joint angular ranges are usually restricted for technological reasons, assuming θi ∈ [−π/3; π/3] for i ∈ {1, 2, 3} for instance. 
Equations (1) are reformulated using the input vector v = (v1, v2, v3) with θi = π/3.sin(vi), i ∈ {1, 2, 3} to take into account 
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these restrictions. The mechanism equations are then written in the form of the general nonlinear residual problem RW

such that

RW (u,v) = 0 (2)

linking the input vector v with the vector of output coordinates u = (x, y). In the general case RW is a set of ne residual 
equations that relates the output coordinates u ∈ R

nu to the input coordinates v ∈ R
nv .

From a robotic point of view, the most meaningful information on a mechanism is the reachable workspace W defined 
as

W =
{

u | ∃ v such that RW (u,v) = 0
}

(3)

and determined by the mechanism geometry and the joint constraints. The workspace is therefore a manifold of very 
general structure, the boundaries of which correspond to the singular configurations of the mechanism and are of difficult 
calculation. Following [4,5], the workspace boundary ∂W is defined by

∂W =
{

u ∈ W | ∃ (ξ,v) such that
(

RW
v

)ᵀ
(u,v).ξ = 0 and ξᵀ.ξ = 1

}
(4)

where RW
v is the Jacobian of RW computed with respect to v, the transpose of which is denoted by (RW

v )ᵀ . The existence 
of a unit vector ξ ∈ R

ne implies the row rank deficiency of RW
v . Vector ξ points towards the impeded direction of motion. 

This yields the following boundary residual problem:

R∂W (u,v, ξ) =
⎡
⎣

RW (u,v)(
RW

v

)ᵀ
(u,v).ξ

ξᵀ.ξ − 1

⎤
⎦ = 0 (5)

The system (5) is composed of ne + nv + 1 nonlinear equations with n = ne + nv + nu unknowns. The dimension of ∂W
is thus equal to (nu − 1). In other words, the dimension of the workspace boundaries is one less than the workspace 
dimension. The workspace boundary computation may then be carried out by a continuation method. The interested reader 
is referred to the early work of Seydel [11,12] for a mathematical presentation of such extended systems of equations.

This Note broadens the first order continuation studies [5,12] by adapting the general and automated higher-order con-
tinuation framework Diamant [9] to the workspace boundary determination issue.

3. Full AD-based continuation process

The determination of solutions for nonlinear under-determined residual equations is a frequent issue in mechanics. Con-
tinuation is then a common tool, with the example in robotics of path planning through homotopy, see [13] and references 
therein, and workspace boundary computation [5]. Haug’s method [5] has raised attention in robotics, but despite accurate 
calculations and some use of AD, the Jacobian calculations and the discrete one-dimensional continuation issues have indeed 
limited the reuse of the method.

This Note proposes a full AD-based response to these challenges through the differentiation of the computer codes [14]
related to RW (u, v) and R∂W (u, v, ξ) with respect to their input variables. Firstly, Subsection 3.1, some differentiation 
by source transformation [15] of RW (u, v) allows for the construction of the code of the boundary residual problem 
R∂W (u, v, ξ). Secondly, Subsection 3.2, operator overloading [9] is used on R∂W (u, v, ξ) to carry out the derivative com-
putations and the higher-order continuation within Diamant.

3.1. Construction of the boundary residual problem R∂W (u, v, ξ)

Jacobian calculation may be carried out in a very simple manner using an AD tool, or even by hand. Given a computer 
code, it suffices to differentiate statements and to evaluate them in the required directions of perturbation. In the present 
case, the residual RW (u, v, ξ) is differentiated with respect to the input coordinates v to get RW

v (u, v, ξ). In earlier works, 
Haug et al. [5] suggested to use ADOL-C, a higher-order overloading AD tool, for the evaluation of the Jacobian RW

v (u, v, ξ)

defining the boundaries.
The continuation method also requires some Hessian calculation for the evaluation of the Jacobian intervening in the 

Newton–Raphson iterations. This Hessian may be evaluated using ADOL-C choosing the right directions of perturbation, but 
it is not a trivial task for any mechanism.

Source transformation AD tools are more intuitive tools for Jacobian calculation as they allow for the generation of 
tangent linear codes containing the tangent linear statements corresponding to RW

v (u, v, ξ) while replicating the statement 
of RW (u, v). For any mechanism, the equations of the boundary residual problem may be formally obtained from RW (u, v)

by means of the following three-step process:
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RW (u,v)

Augment
−→

system

⎛
⎜⎝

RW (u,v)(
RW)ᵀ

(u,v).ξ

ξᵀ.ξ − 1

⎞
⎟⎠

Differentiate
−→

w.r.t. v

⎛
⎜⎜⎜⎜⎜⎜⎝

RW (u,v)

RW
v (u,v)(
RW)ᵀ

(u,v).ξ(
RW

v

)ᵀ
(u,v).ξ

ξᵀ.ξ − 1

⎞
⎟⎟⎟⎟⎟⎟⎠

Reduce
−→

⎛
⎜⎝

RW (u,v)(
RW

v

)ᵀ
(u,v).ξ

ξᵀ.ξ − 1

⎞
⎟⎠

(6)

Among the existing AD tools, we choose Tapenade [15] for its applicability to Fortran codes and its free interactive web 
interface. Moreover, its “multi-directional tangent (linear) mode” of differentiation gives access to the Jacobian calculation 
through the simultaneous evaluation of the tangent linear derivatives in the canonical basis of Rnv . By convention, tangent 
linear routines and variables are suffixed with _d and d, respectively.

Following (6), the proposed method for the construction of the boundary residual problem (5) consists in:

1. defining the continuous residual equations RW (u, v) and the input/output coordinates u and v of the mechanism under 
study,

2. implementing the extended system (RW (u, v), 
(
RW )ᵀ

(u, v).ξ, ξᵀ.ξ − 1) into a subroutine ResidualW(u,v,Xi,RW,
RWtXi,nXi). Input arguments are u, v and Xi while output arguments for the different functions are denoted by RW,
RWtXi and nXi, respectively,

3. differentiating ResidualW(u,v,Xi,RW,RWtXi,nXi) with respect to the argument v using Tapenade in “multi-
directional tangent (linear) mode” to get the subroutine ResidualW_d(u,v,vd,RW,RWd,RWtXi,RWtXid,nXi).

At evaluation time, the tangent variable vd is set equal to the nv × nv identity matrix which describes the canonical 
basis of Rnv . The subroutine ResidualW_d contains the necessary information to the evaluation of the boundary residual 
system (5). In other words, it may be used in the Diamant framework for the computation of continuous solution branches 
on the workspace boundary.

3.2. Higher-order continuation

The constraint equations (2) and the boundary problem (5) are both defined as nonlinear residual problems, and can be 
both solved using a continuation method. While the load parameter λ is usually chosen as the continuation parameter in 
structural mechanics, this is not always possible nor pertinent in robotics. In that case, one uses one of the input/output 
coordinates as a continuation parameter.

The higher-order continuation framework Diamant [7,9] combines the Asymptotic Numerical Method [16] with AD [14]
to compute the solution to the general under-determined nonlinear residual problem

R(U(a)) = 0 (7)

where U(a) denotes the unknown state vector and a is a path parameter satisfying, for instance, the pseudo-arclength 
equation

a =
〈
U(a) − U(0),

∂U

∂a
(0)

〉
(8)

to close the under-determined residual problem. Under analyticity assumptions, continuous solution branches U(a) may 

be approximated as Taylor expansions U(a) =
K∑

k=0

akUk where K is the truncation order and Uk = 1

k!
∂kU

∂ak
(0) is the Taylor 

coefficient of U at order k. The nonlinear residual problem (7) may be then turned into the following iterative sequence of 
K linear systems:

{ {R1}U1 = −{
R1|U1=0

}
, 〈U1,U1〉 = 1

{R1}Uk = −{
Rk|Uk=0

}
, 〈Uk,U1〉 = 0, for k = 2, .., K

(9)

Therein, the Jacobian {R1} is the same over the orders and {Rk|Uk=0} represents the contribution of higher-order non-
linear terms. Both terms may be computed using an operator overloading AD. This signifies the solution for the iterative 
sequence (9) may be fully automated. The interested reader is referred to [8,9] for details.

Under analyticity assumptions, the workspace boundaries may be thus computed from (5) using R = R∂W and U =
(u, v, ξ). Moreover, the proposed workspace boundary determination method inherits the generality, accuracy and efficiency 
from the Diamant framework. Computed as Taylor expansions, one-dimensional continuous solution branches can be used 
for surface reconstruction of higher-dimensional workspace boundaries.

http://tapenade.inria.fr:8080/tapenade/index.jsp
http://tapenade.inria.fr:8080/tapenade/index.jsp
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Fig. 2. (a) Boundaries of the RRR mechanism reachable workspace. (b) Zoom on the solution branches. (c) Zoom on the boundaries computed with the 
branch-and-prune method implemented in [21].

4. Numerical results

In the following, the abilities and efficiency of the proposed method are assessed considering the two-dimensional 
workspace of the RRR mechanism. The generality of the method is then evaluated considering the three-dimensional Or-
thoglide mechanism. The method is implemented in Fortran 90 and run on an Intel Core i7, 2.7 GHz, 16 GB RAM. Residuals 
are computed with an accuracy of ε = 1e−6.

4.1. Workspace boundaries of the RRR mechanism

The planar RRR mechanism has a two-dimensional worskpace. Its boundaries are one-dimensional curves that can be 
followed by continuation. The mechanism dimensions are set to (l1, l2, l3) = (4, 2, 1) and the simulation is run from the 
horizontally extended configuration (u, v) = (l1 + l2 + l3, 0, 0, 0, 0) with the normal vector ξ = (1, 0) and a truncation order 
of K = 20. The solution branches (u(a), v(a), ξ(a)) are projected on the output coordinate space to plot the computed 
workspace boundary ∂W , see Fig. 2(a). The workspace is bounded by the external curves, while the interior curves are loci 
of output motion restrictions. As already noticed in [5], the projected bifurcation diagram comprises 20 continuous solution 
branches linking the numbered bifurcation points. These are detected by monitoring a change of sign for the Jacobian 
determinant [17]. The interested reader may refer to [18,19] for higher order bifurcation indicators.

The RRR mechanism has three input coordinates v and two output coordinates u. The nonlinear kinematic constraint 
equations are surjective. For a prescribed position u ∈ RW (u, v), their solutions are input coordinate sets called inverse 
kinematics solutions (IKS). Branches related to different IKS may overlap (branches 1–10–20 and 10–20–11, for instance) 
or intersect at bifurcation points. Although it seems possible on the diagram, switching continuously from one branch to 
another one is not always possible. This is the case at the bifurcation point number 10 where the “elbow-up” IKS branch 
issued from v = (−π/2, −π/2, −π/2) runs from the points 11 to 10 (no bifurcation at point 20), then from points 10 
to 9, while the “elbow-down” IKS branch issued from v = (π/2, π/2, π/2) runs from the points 1 to 20 (no bifurcation 
at point 10). Branching and switching from one IKS to another are carried out by applying a random perturbation to the 
solution points close to a bifurcation [20]. A systematic branch bifurcation method based on [19] will be considered in a 
future work for a deeper understanding of the path following along mechanism workspace boundaries.
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Table 1
Computation time of the RRR workspace boundaries with given precision threshold ε for the 
Diamant and the branch-and-prune methods.

Method Computation time Accuracy ε

Branch-and-prune 1 min 15 s 5e−2
Branch-and-prune 4 min 31 s 1e−2
Branch-and-prune 7 min 36 s 5e−3
Branch-and-prune 196 min 42 s 1e−4
Diamant 7 s 1e−6

Fig. 3. (a) Slices of the Orthoglide workspace boundaries with z = {0, 0.4, 0.6, 0.8, 0.9, 0.99}. (b) 3D representation of the Orthoglide mechanism workspace 
boundaries.

Fig. 2 and Table 1 allow for a comparison between the proposed continuation method and the branch-and-prune 
method [3] implemented in CUIK++ software [21]. First, see Fig. 2(c), CUIK++ bounds the workspace singularities into small 
boxes with a prescribed size σ . Second, see Table 1, the higher the accuracy, the longer the computational time for CUIK++. 
The continuation method is much faster and more accurate than CUIK++. Third, branching points are not accurately deter-
mined.

4.2. Orthoglide workspace boundaries

The isotropic closed-chain Orthoglide mechanism [10], Fig. 1(b), is chosen as a second illustration. This spatial mecha-
nism presents valuable kinematics properties, in particular with the existence of an isotropic configuration around which 
the transmission factor between input and output velocities is close to unity. In a simplified modeling, it consists of three 
identical legs of length l. Each leg is connected to the end-effector P by a passive spherical joint at one end, and to an 
actuated prismatic joint through a passive spherical joint at the other end. The input coordinates v = (ρx, ρy, ρz) are the 
prismatic joint variables and the output coordinates u = (x, y, z) describe the position of P . The modeling and parameteri-
zation introduced in [10] are converted into a nonlinear residual problem satisfying (2).

The continuation process can be used to compute boundaries of workspaces of dimension larger than 2 [5]. For a three-
dimensional space, a parameterization that links the output coordinates is added to allow for the computation of solution 
branches. A possible choice is (i) to convert the Cartesian output coordinates (x, y, z) into cylindrical coordinates (r, φ, z), 
(ii) to fix either z or φ, then (iii) to carry out a continuation with respect φ or z, respectively. The process is repeated for 
different values of z or φ, respectively, to get a set of isolines, see Fig. 3(a).

These curves are assembled in Fig. 3(b) to build the workspace boundaries. Fig. 3(b) lets appear a sphere of radius l and 
a convex surface limited by configurations in which at least one leg is orthogonal to the axis defining its prismatic joint. 
The shape of the convex surface, geometrically bounded by three cylinders of radius l, may be better observed by means of 
the projection on the (x, y)-plane in Fig. 3(a). Bifurcation points represent loci of multiple IKS. This representation agrees 
with the geometrical description elaborated in [10].

As a parallel mechanism, the Orthoglide also exhibits parallel singularities corresponding to the singularities of the 
Jacobian RW

u . Determination of parallel singularity surfaces [10] should be possible as well with the proposed continuation 
method by differentiating the mechanism equations with respect to the output coordinates u and substituting RW

v by RW
u

in Eq. (5).
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5. Conclusions

Based on automatic differentiation and Diamant, this Note describes a general and automated framework for the determi-
nation of mechanism workspace boundaries. This framework inherits abilities in terms of accuracy and computational time 
efficiency from the underlying higher-order continuation method. The process designed for the construction of the boundary 
residual problem is of particular interest as it allows for the automation of such kind of studies, including extended systems 
of equations [11,12]. The user has only to provide mechanism equations.

As illustrated on the Orthoglide mechanism, the solution branches computed as Taylor expansions allow for the recon-
struction of the boundaries of a three-dimensional workspace. Having in mind the design of medical robotic assistants, 
future works will exploit the sensitivity computations already implemented in the Diamant framework [22] to study some 
of the mechanism properties close to singular configurations.
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