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The Internet of Things (IoT) has become more popular in the last 15 years as it has significantly 

improved and gained control in multiple fields. We are nowadays surrounded by billions of IoT devices 

that directly integrate with our lives, some of them are at the center of our homes, and others control 

sensitive data such as military fields, healthcare, and datacenters, among others. This popularity makes 

factories and companies compete to produce and develop many types of those devices without caring 

about how secure they are. On the other hand, IoT is considered a good insecure environment for cyber 

thefts. Machine Learning (ML) and Deep Learning (DL) also gained more importance in the last 15 

years; they achieved success in the networking security field too. IoT has some similar security 

requirements such as traditional networks, but with some differences according to its characteristics, 

some specific security features, and environmental limitations, some differences are made such as low 

energy resources, limited computational capability, and small memory. These limitations inspire some 

researchers to search for the perfect and lightweight security ways which strike a balance between 

performance and security. This survey provides a comprehensive discussion about using machine 

learning and deep learning in IoT devices within the last five years. It also lists the challenges faced by 

each model and algorithm. In addition, this survey shows some of the current solutions and other future 

directions and suggestions. It also focuses on the research that took the IoT environment limitations into 

consideration. 

 

Povzetek: Podan je pregled uporabe strojnega in globokega učenja v IoT napravah ter izzivov, rešitev in 

prihodnjih smeri raziskav.

1 Introduction 
Pervasive growth and use of the Internet and mobile 

applications have expanded cyberspace [1]. The huge 

distribution of smart sensors and devices around us as an 

important part related to our lives makes researchers 

focus on the security and performance of the Internet of 

Things (henceforth IoT). IoT refers to a type of network 

that allows any object to be connected to each other using 

communication protocols [2]. The term IoT was invented 

by Kevin Ashton in 1999 while he was developing supply 

chain optimization at Proctor & Gamble, and according 

to a recent statistical study released in 2019, there were a 

total of 22 billion IoT devices connected worldwide in 

2018. It also projects that the number will be increased to 

38.6 billion in 2025 and 50 billion in 2030 [3]. Smart 

objects are called ‘smart’ because these objects are 

intelligent, and they can communicate with each other 

and with human beings. These objects became powerful 

as they have embedded chips with small processors,  

equipped with power sources, sensors, and data 

transmitters and receivers [4].  

The IoT shares some security needs with traditional 

networks, but also has some unique security measures  

based on its own characteristics and limitations which  

 

make some differences between it and traditional 

networks. Peoples and individuals daily store huge data 

in the cloud, which makes it a challenge to secure this 

data and the back-and-forth connections, especially 

sensitive and private information. All information should 

be encrypted before transfers over the connections; on the 

other side, the authorized users will have the key to 

decrypt the data when arrived.  

IoT technologies have been employed broadly in many 

sectors, such as telecommunications, transportation, 

manufacturing, water and power management, healthcare, 

education, finance, government, and even entertainment 

[5]. IoT is not an innovation: it is an evolution. IoT is the 

combination of technologies, including sensors, advanced 

automation systems, networking, data collection, data 

analysis, and small processing devices embedded into 

objects [4]. Most of the IoT and cyber–physical system 

(CPS) devices are comprised of physical objects, such as 

smart vehicles, drones, smart appliances, and other 

machines/machinery, which are embedded with sensors 

for either a single specific application or multiple 

applications [6]. The wide variety of IoT devices comes 

with security and privacy problems [3]. It is not only 

privacy as people rely more on technology for different 

activities such as shopping, banking, doing business, and 

mailto:khara001@odu.edu1
mailto:cxchen@odu.edu2


2 Informatica 47 (2023) 1–54 k. Harahsheh et al. 

online studying. The proliferation of IoT was expected to 

reach 29 billion connected devices by 2022, and the IoT 

market size was anticipated to reach U.S. $54 billion by 

2022 [7]. We believe those numbers increased because of 

Covid-19 where more people started using online 

shopping and online studying more than any time before. 

Some IoT devices are embedded in public areas and use 

shared networks, and this makes them vulnerable and 

easy to attack. 

The IoT facilitates integration between the physical 

world and computer communication networks and 

applications (apps) such as infrastructure management 

and environmental monitoring make privacy and security 

techniques critical for future IoT systems [8]. The IoT 

ecosystem is likely to be confronted with 

nonconventional security challenges. Besides, the 

security vulnerabilities that the IoT faces due to the 

heterogeneity and resource limitations of the IoT devices, 

the interactions among the IoT, and fog and cloud layers, 

make room for additional vulnerabilities [9]. 

There exist several ways IoT nodes connect to the 

Internet, and this includes communication protocols such 

as the Transmission Control Protocol and the Internet 

Protocol (TCP/IP) using Message Queue Telemetry 

Transport (MQTT), Modbus TCP, Cellular, and Long-

Range Radio Wide Area Network (LoRaWAN), among 

others [10]. Theft of sensitive data or network 

disruptions, such as Brute Force, Port Scanning, Denial 

of Service (DoS), Distributed denial of service (DDoS), 

Man in the middle (MITM), Remote to Local (R2L), 

Probing (Probe), User to Root (U2R) and operating 

system attacks are all examples of IoT attacks [11]. 

The volume of audit data surges rapidly when the 

network size is enlarged. This makes manual detection 

difficult or even impossible [5], due to the increasing 

quantities of data transmitted over the Internet which led 

to the introduction of new networking paradigms (e.g., 

the Internet of Things (IoT), cloud computing, and 

fog/edge computing, and complex inference models (e.g., 

deep learning (DL)) [12]. The concept of machine 

learning emerged in the middle of the 20th century; 

nevertheless, it was not until the 1990s that the 

application took off [2]. 

IoT devices are generally limited in computational 

capability and so are often unable to incorporate or 

employ the various security mechanisms and protocols 

used by more powerful systems [13]. Intrusion detection 

systems (IDSs) first collect and process data, and then 

apply a detection mechanism to raise alarms which are 

sent to a human network analyst for further screening 

[12]. This survey focuses on ML and DL techniques used 

in the last five years to secure the IoT environment. It 

also considers the devices’ limitations and lists the most 

important open challenges and future works for hundreds 

of studies that help other researchers to improve IoT 

security. 

 

1.1 About the survey goal 

A lot of previous surveys tackled security using 

machine learning and deep learning for regular computers 

and servers, many of them took IoT security into count 

because IoT has special characteristics that make 

securing it different from regular systems. ML and DL 

techniques have transformed security in IoT systems in 

recent years. Several researchers have conducted surveys 

on security methods integrating machine learning on IoT 

networks to give a practical guide to existing solutions 

[2]. The aim of this survey is to list the largest possible 

number of challenges faced by researchers in the field of 

securing IoT devices using ML and DL. Listing the 

challenges may help us and other researchers to directly 

find problems, try to solve them, and draw a roadmap for 

future work. The survey also helps compare several ML 

and DL techniques and algorithms to finally get the best 

performance depending on its accuracy, precision, recall, 

and other results. 

This survey mainly covers everything related to IoT 

security using machine learning methods and takes into 

account the environment limitations of such devices. This 

marks the difference between the current survey and 

other existing survives, where we cover ML techniques 

and IoT security, get lightweight in the count, list 

challenges, and list a group of the current solutions. The 

main contributions of this work include: 

• Comparing existing surveys and the current one as 

this comparison provides a detailed explanation of 

ML-based security solutions for IoT environments 

and domains. 

• Highlighting lightweight ML techniques and IOT 

environment limitations which makes us stand out 

from other surveys. 

• Filling the gap between IoT limitations and 

characteristics and the strength of DL and ML to 

cover the security challenges caused by IoT 

limitations. 

• Focusing on IoT security using ML in the last five 

years from 2018 to 2023. We chose only the recent 

five years because ML and IoT are changing and 

developing very quickly like other fields of 

technology. 

• Focusing on detection systems such as malware 

detection, intrusion detection, and attack detection 

because IoT security has different steps and 

methods, and we exclude prevention and response 

systems.   

• Presenting an in-depth review of different research 

challenges related to the application of ML and DL 

techniques in IoT that need to be addressed [22], in 

addition to listing all future directions that may be 

possible to solve the challenges. 

This survey analyzed the most important machine 

learning techniques used in cyber security and identified 

the growing trend of applying these approaches to secure 

IoT environments. In this survey, we have given a brief 

deep overview of machine learning and deep learning 

techniques and how they may be used to identify and 

categorize threats. By presenting literature on ML 
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techniques for cyber security, including intrusion 

detection, spam detection, and malware detection on IoT 

systems in the last five years, our survey provided a 

comprehensive overview of the challenges that ML and 

DL techniques used in protecting cyberspace against 

attacks in IoT environments must overcome. 

Additionally, it offered concise explanations of each ML 

technique, frequently used security datasets, necessary 

ML tools, and evaluation metrics for model evaluation. 

The difficulties of using AI approaches to IoT security 

are also covered. This article presents the most recent 

comprehensive bibliography as well as the most recent 

developments in ML and DL in IoT security. 

 

1.2 Paper structure 

Figure 1 below shows the survey organization and 

structure. Section II discusses the related work and 

provides a clear comparison with existing surveys. It also 

highlights the major differences between our survey and 

the other ones which tackled IoT security using ML 

solutions. A quick overview of cybersecurity in general 

and vulnerabilities is provided in section III, followed by 

a detailed IoT discussion from history to the present 

found in Section IV. Moreover, Section V discusses IoT 

security and clears the most common vulnerabilities and 

threads in such areas. In Section VI, the top IoT security 

datasets are listed, focusing on the steps and pre-

processing steps used to deal with datasets. Section VII 

provides the most work of our survey where we deeply 

discuss ML, DL, and how they were used to secure IoT 

systems. This section also contains different comparison 

tables and graphs with a brief description of ML 

techniques, and how those techniques are used to detect 

different types of cyberattacks in many IoT domains. We 

also prepared ten tables that list and compare 152 papers 

in the same field. Finally, all IoT security challenges 

were listed which were found in the papers written in the 

last five years, in addition to some of the current 

solutions and future directions in Section VIII. Finally, 

Section IX draws the conclusions from this survey. 

Figure 2 views a visual representation of the process 

used to select papers for this survey. Our entire search 

was done in IEEE Xplore for the years 2018 to 2023. 

When we used the terms “machine learning” and “cyber 

security” as keywords to search for in the five years, we 

found 1066 different papers about using machine learning 

in cybersecurity, but when we specified our search for 

IoT systems, the number of papers reduced to 643. In this 

survey, we focus on detection methods and ignore 

anything related to prevention or response, so when we 

added “detection” to the previous search terms, the 

number of papers became 321, and after deleting any 

duplicated ideas, we finally selected 235 papers for this 

survey, and they are divided as follows:  

- Previous surveys= 22 

- Malware detection= 16 

- Anomaly detection= 16 

- Attack detection= 14 

- Intrusion detection= 30 

- DOS/ DDOS detection= 16 

- BOTNET detection= 32 

- Lightweight in account= 6 

- General papers about IoT security using ML= 58 

 

 

Figure 1: Survey organization and structure. 

 

Figure 2: Visual representation views the process for 

paper selection. 
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2  Related work 
Different surveys about using ML and DL in 

cybersecurity have been published to provide a deep 

discussion about using ML in cybersecurity, especially in 

IoT environments. In this section, a summary of many 

existing surveys published in the last five years on IEEE 

Xplore is presented. This summary covers different ML 

and DL algorithms and techniques applied to IoT systems 

as a security solution. The main comparison between our 

survey and others is about the two ideas of this survey, 

mainly challenges, the IoT limitations, and the solutions 

such as the works conducted by R. Zhao et al. [14], S. 

Zaman et al. [23], and F. Hussain et al. [15]. IoT devices 

usually have different limitations which give them special 

characteristics and differentiate them from regular 

devices. Those limitations inspire researchers to search 

more for lightweight method when they deal with IoT 

devices, and some of those limitations are low computing 

capabilities, low power sources, limited storage, among 

others. Table II  

Table 1: List of acronyms 

Acronym Definition Acronym Definition Acronym Definition 

AI Artificial intelligence GSOM Growing self-organizing map R2L Remote to Local   

AMQP Advanced Message Queuing 

Protocol 

GUI Graphical User Interface RAE Relative Absolute Error  

ANN Artificial Neural Network HPCs Hardware Performance 

Counters 

RAM Random-Access Memory 

API Application Programming 

Interface 

IDS Intrusion Detection System  RaNN Random Neural Network  

ASR Automated speech recognition IIoT Industrial Internet of Things REP Tree Reduced Error Pruning Tree 

AUC Area Under Curve IoMT The Internet of Medical Things RF Random Forest 

BEC Business email compromise IoT Internet of Things RFID Radio Frequency Identification 

CIA Confidentiality, Integrity and 
Availability 

IoT PoT Phone of Things RISS Resilient Information Security 
System 

CNN Convolutional Neural Network IP Internet Protocol RL Reinforcement Learning 

CoAP Constrained Application Protocol IPv6 Internet Protocol version 6 RMSE Root Mean Square Error 

CPS Cyber–Physical System ISP Internet Service Provider  RMSLE Root Mean Squared Logarithmic 

Error  

CPU Central Processing Unit KNN K- Nearest Neighbor RNN Recurrent Neural Network 

DBM Deep Boltzmann Machine LDA Latent Dirichlet Allocation  ROC Receiver Operating Characteristics 

DBN Deep Belief Network LPWAN Low Power Wide Area 

Networks 

RRMSE Relative Root Mean Squared Error  

DBScan Density-Based Spatial Clustering 
of Applications with Noise  

LR Linear Regression RRSE Root Relative Squared Error  

DDOS Distributed Denial-of-Service LSTM Long Short-Term Memory RSE Relative Squared Error  

DDS Data Distribution Service M2M machine-to machine  SARD Software Assurance Reference 

Dataset 

DGCNN Deep Graph Convolutional 

Neural Network  

MAE Mean Absolute Error SARD Software Assurance Reference 

Dataset  

DL Deep Learning MAPE Mean Absolute Prediction 

Error 

SDN Software-Defined Networking 

DOS Dental of Service  MAPE Mean Absolute Percentage 

Error  

SE Social Engineering  

DT Decision tree MBE Mean Bias Error  SGD  Stochastic Gradient Descent  

DTLS Datagram Transport Layer 
Security 

MCC Matthews Correlation 
Coefficient  

SMBs Small and Medium Business 
Solutions 

ETA Electronic Travel Authorization MITM  Man-In-The-Middle attack SNN Spiking Neural Network 

ETC Extra Trees Classifier ML Machine Learning SSR  Some Squared Regression  

FBI Federal Bureau of Investigation  MLP Multilayer Perceptrons SST  Sum Squared Total  

FDR False Discovery Rate MQTT Message Queuing Telemetry 
Transport 

SVM Support Vector Machine 

FN False Negative MSE Mean Square Error SVR Support Vector Regression  

FNR False Negative Rate NB Naive Bayes TN True Negative 

FOR False Omission Rate NFC Near Field Communication TNR True Negative Rate 

FP False Positive  NFV Network functions 
virtualization  

TP True Positive 

FPR False Positive Rate NIDS Network Intrusion Detection 

System 

TPR True Positive Rate 

FS Feature Selection NLP Natural Language Process U2R User to Root 

GBDT Gradient Boosted Decision Trees NN Natural Network VAR Vector Autoregression 

GDA Gaussian Discriminant Analysis  OneM2M  A global standards initiative for 

Machine-to-Machine 

communications 

VM Virtual Machine 

GNB  Gaussian Naive Bayes OS Operating Systems  VPN Virtual Private Network 

GPU Graphics Processing Unit PLA Perceptron Learning Algorithm WSN Wireless Sensor Network  
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represents the difference between the present survey and 

the other existing surveys from the last five years. 

Moreover, we include some useful surveys that talk 

about ML security solutions in general, not IoT only. K. 

Shaukat et al. [1] and other references such as [12], [18], 

and [30] provided an extensive review of different ML 

and DL applications and systems for securing regular 

devices and networks.   

Those surveys provide a comprehensive overview of 

the challenges that ML techniques face in protecting 

cyberspace against attacks by presenting literature on ML 

techniques for cybersecurity including intrusion 

detection, spam detection, and malware detection on 

computer networks and mobile networks in the last 

decade [1]. In parallel, other surveys provide a 

comprehensive review of using ML methods in IoT 

security with or without taking care of environment 

limitations. However, most existing security solutions 

generate a heavy computation and communication load 

for IoT devices and outdoor IoT devices such as cheap 

sensors with lightweight security protections are usually 

more vulnerable to attacks than computer systems [8]. 

This survey includes full and deep details about ML in 

IoT security with respect to its characteristics. It also lists 

all challenges faced by the researchers from 2018 to 

2023, in addition to all current solutions and future 

directions. This helps the researchers to field the best 

solutions for those challenges, and it draws a road map 

for future work. Topics in F. Hussain et al. [15] are the 

most likely to what we cover in our survey, but we 

enhanced our work when we covered all challenges we 

found in the last five years, in addition to all possible 

solutions, where [15] covers a part of them as shown in 

TABLE II. 

Several surveys covering various facets of IoT security 

have been released. We outline the research on IoT 

network threats, machine learning algorithms used to 

counter them, and more specifically, ML-based security 

solutions in this section. Table 2 provides a summary of 

all these surveys. K. Shaukat et al. [1] provide a 

comprehensive overview of the challenges that ML 

techniques face in protecting cyberspace against attacks 

by presenting literature on ML techniques for cyber 

security including intrusion detection, spam detection, 

and malware detection on the computer and mobile 

networks in the last decade. Surveys [1] and [19] focus 

more on regular mobile and wireless networks and 

devices. On the other hand, the IoT environment is more 

challenging to secure, but machine learning techniques, 

especially the lightweight ones, help more in such 

environmental limitations as mentioned in surveys [5], 

[14], and the present survey. A comprehensive overview 

of ML approaches to enable more effective and less 

detectable attacks is discussed in survey [2].  

Moreover, several criteria for the role of AI in wireless 

networking for CPS and IoT are discussed. For example, 

they are discussed briefly in the comprehensive survey 

conducted by B. Salau et al. [6] where authors focus on 

ML paradigms, such as transfer learning (TL), distributed 

learning, and federated learning that have evolved as 

building blocks for the utilization of large data for 

learning, adaptation, and predictions in CPS and IoT 

systems that leverage wireless networking. Furthermore, 

they also highlight challenges faced by current and future 

wireless networks pertaining to CPS/IoT. 

Some open challenges and possible solutions to 

security problems in IoT environments have been 

proposed in surveys [1], [2], [14], [15], [16], [17], [19], 

[21], [22], [23], [25], and [28]. E. Rodríguez et al. [16] 

discuss the challenges of using DL methods in each 

cybersecurity threat or attack, and for each contribution, 

we review the implementation details and the 

performance of the solution. F. Hussain et al. [15] discuss 

thoroughly the existing ML and DL solutions for 

addressing different security problems in IoT networks. 

We also discuss several future research directions for 

ML- and DL-based IoT security.  

Due to the specific characteristics of each layer of the 

IoT system, IoT security threats that are related to 

inherent or newly introduced threats are presented, and 

various potential IoT system attack surfaces and the 

possible threats related to each surface were mentioned in 

survey [17]. Several authors have proposed a 

classification of possible anomaly attacks. These 

anomalies can be identified using the techniques of 

anomaly detection (AD). There are many ways to detect 

anomalies such as classification, nearest neighbor, 

clustering, statistical, spectral, information-theoretic, and 

graph, survey [18] provides an overview of such different 

Anomaly Detection Techniques (ADT). 

Several existing surveys, as indicated in the table 

above, either exhibit applications in a particular domain 

or failure to provide the fundamental knowledge that a 

new researcher needs to enter or comprehend. However, 

the majority of survey articles primarily cover specific 

network dangers and assaults. As we searched on IEEE 

Xplore, we discovered that the majority of studies were 

conducted on common networks and devices, including 

servers, laptops, and computers. These devices have solid 

infrastructures that provide them with the resources they 

require for ML and DL processing. IoT, on the other 

hand, consists of unique devices with numerous resource 

limits, which present a significant security concern. We 

have concentrated on important aspects of IoT cyber 

security, including spam classification, malware 

detection, and intrusion detection on networked 

computers and mobile devices. We are also one of the 

few that discuss the use of simple ML and DL 

approaches to protect the IoT while taking resource 

constraints into consideration. 

The dataset is essential for developing and testing ML 

models. In Table 7, we have provided a description of 

frequently used security datasets. Finally, in comparison 

to other surveys that have been published in the field, our 

survey is comprehensive and distinctive in that it offers 

the following elements: popular ML and DL tools, 

evaluation metrics, a focus on IoT security, a list of 

recent datasets used in IoT security, and current 

challenges and recent solutions. 

 



6 Informatica 47 (2023) 1–54 k. Harahsheh et al. 

Table 2: Comparison between existing surveys and our 

survey (Y means yes it covers, N means not cover, and % 

means partially covers). 
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1 Cyber security 

3.1 Basic of cybersecurity 

Nowadays, everything in our life depends on 

technology, such as work, online studying, online 

banking, online shopping, smart homes, and smart cities. 

These old and new technologies help us make life easier, 

but on the other hand, it surrounds us with millions of 

threats and vulnerabilities which present a real danger 

and raise cybercrimes. A cyberattack is a planned attack 

between computers that interrupts, incapacitates, 

destroys, or seizes control of a computer system, and 

damages or steals the data it houses. Cyberattacks can be 

carried out in a variety of ways, such as by infecting 

networks and computers with harmful codes (such as 

viruses, worms, Trojan horses, and other malware), 

exploiting spyware to find security holes or steal data, or 

scrolling down the window in the left of the MS Word 

Formatting toolbar [227]. The simple meaning of 

cybersecurity is how to protect devices, networks, and 

data from electronic and cyberattacks which may be done 

by hackers, attackers, spammers, and cyber theft. A 

cybercrime refers to all the unauthorized activities in 

systems, devices, networks, and data that cause harm to 

others. According to the Federal Bureau of Investigation 

(FBI), there are tens of online cybercrimes, and here are 

the most common five cybercrimes in the United States 

[208]: 

• Business email compromise (BEC) scams exploit 

the fact that so many of us rely on email to conduct 

business—both personal and professional—and it is 

one of the most financially damaging online crimes. 

• Identity theft happens when someone steals your 

personal information, e.g., your Social Security 

number, and uses it to commit theft or fraud. 

• Ransomware is a type of malicious software or 

malware that prevents you from accessing your 

computer files, systems, or networks and demands 

you pay a ransom for their return. 

• Spoofing and phishing are schemes aimed at 

tricking you into providing the sensitive 

information to scammers. 

• Online predators are a growing threat to young 

people. 

• According to the Kaspersky Lab report, cybercrime 

will cost the business more when it takes longer 

time to notice; Small and Medium Business 

Solutions SMBs estimate a cost to their business of 

$28k, rising to $105k if undetected for more than a 

week. For enterprises, where a detection system is 

in place, the estimated financial damage is still 

$393k, increasing to over $1m if it remains 

undetected for over seven days [32]. 

 

Scams usually increase during natural disasters, and 

the Covid-19 pandemic had the same effect. Scam emails 

were sent to millions about government pay-outs and 

relief efforts, surveys about the virus, fake donations 

websites, and more, where all of them were full of 

malicious codes and links. Hackers take the advantage of 

hot news to make new crimes, such as the earthquakes in 

Japan and Ecuador in 2016, bush fires in Australia in 

2020, and Michael Jackson's tragic death in 2009. Spam 

emails claiming to know the specifics of incidents were 

circulated online within a mere eight hours after his 

demise [12]. Table III below presents a summary of the 

worst cyberattacks in history that tend to the loss of 

billions of dollars, damages, and destruction of a huge 

number of computers. These cyberattacks are not limited 

to Melissa, ILOVEYOU, MyDoom, Zeus, Stuxnet, 

CryptoLocker, and Wannacry, but they are still counting 

[33]. 

 

 

Figure 3: Cost of recovery vs. time needed to discover a 

security breach for enterprises (source: Kaspersky [38]). 
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Table 3: Summary of the worst cyberattacks in history 

[50]. 

 

According to the Cisco annual report for 2022 [34], 

security ranked first in product revenue (see Table IV), 

and the End-to-End Security product category increased 

by 9% or $317 million in 2022, compared to 2021, and it 

also increased by 7% or $224 million in 2021, compared 

with 2020. This was primarily driven by the growth in the 

Zero Trust portfolio, Network Security, Unified Threat 

Management, and Security Endpoint offerings. The 

Covid-19 pandemic started in 2020 when stores, 

education, banking, and different areas continued their 

work online. This brings a huge of new cyber threats in 

various ways as it changed digital life and affected both 

companies and individuals.  

Back to the Cisco annual report, the numbers show 

how companies spends many millions in the security 

section in the last year. The Secure, Agile Networks 

product category represents Cisco’s core networking 

offerings related to switching, enterprise routing, 

wireless, and computing. Secure, Agile Networks 

revenue increased by 5% or $1.1 billion, with growth 

across the portfolio except enterprise routing in 2022, 

compared with 2021.  

Table 4: Presents product revenue by category (in 

millions, except percentages) (source: cisco [34]). 

 

Social engineering (SE) is one of the most common 

security threats that emerged during Covid-19. It is the 

act of tricking someone to gain private information, 

access, or valuables through human interactions without 

breaking the law. SE did not need to have good 

experience in coding or technology, but it is just about 

how to gain others’ trust by speaking elegantly, wearing 

elegant clothes, and being confident. According to a 

CyberEdge report, “the number of organizations hit with 

at least one successful social engineering attack per year 

is around 79%.” Similarly, 99% of cyber threats were 

observed and executed through human interactions and 

done with the assistance of social engineering approach 

[6]. 

An IoT botnet can be utilized to launch DDoS attacks, 

send spam, mine cryptocurrency, and exploit other 

weakly configured devices [7]. IoT systems need to 

protect data privacy and address security issues such as 

spoofing attacks, intrusions, DoS attacks, distributed DoS 

(DDoS) attacks, jamming, eavesdropping, and malware 

[8]. Therefore, there is a pressing need to come up with 

effective intrusion detection and prevention solutions that 

help protect the IoT ecosystem from these increasing 

attacks and threats [9]. 

3.2 CIA 

CIA is a fundamental security model designed to 

protect data and develop information security. It consists 

of three parts: Confidentiality, Integrity, and Availability. 

CIA combines and integrates three means for interacting 

with data security.  

 

Figure 4: CIA components. 

The first one, i.e., Confidentiality, refers to the 

authorized persons who can access the data within the 

system. The data will be private unless the person is 

authorized to see it, and this is important not only for 

military or government sensitive data but also in every 

other system since users’ privacy is crucial in both 

sensitive and insensitive data. The second one, i.e., 

Integrity, is the way to keep data clean. This means while 

uploading, downloading, and storing data, authorized 

users only can modify the data. Accidentally, altered data 

cost companies too much, not only in time and money but 

also in lacking customers’ confidence. The last one is 

Availability which means that data must be available and 

accessible whenever and wherever the user needs it.  

Sometimes, people are confused between 

Confidentiality and Availability. While Confidentiality is 

to make sure only authorized users can access data, 

Availability refers to making sure authorized users can 

access the data anytime and from everywhere. This 

includes checking the availability of the network and 

hardware which host the data, in addition to checking the 

applications and security protocols that are running 

correctly. The combination of these three words creates 

the main guidelines for protecting and securing 

information. 
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Table 5: IOT areas 

S# Area / Environment Subdomain Reference In 

1 Android  [96], [102], [108] 

2 Cloud/ Cluster/ Big 

data 

 [100], [101], [117], [123], [134], [143], [164], [171], [197] 

3 Industry  [130], [52], [148], [171], [206], [227] 

4 Autonomous Vehicle   [103] 

5 Smart Cities  [125], [169], [172] 

6 Healthcare  [176] 

7 IoT devices in general Hardware [94], [95], [112], [114], [163], [168], [179], [180] 

Software [97], [98], [113], [122], [141], [152], [155], [157], [160], [181], [193] 

8 IoT Networks in 
general 

Network traffic [105], [107], [109], [110], [111], [115], [116], [118], [119], [120], [126], [127], 
[129], [132], [136], [137], [139], [140], [142], [145], [146], [147], [149], [151], 

[153], [154], [158], [159], [162], [165], [166], [175], [178], [182], [183], [185], 

[186], [187], [190], [192], [194], [195], [196], [199], [200], [201], [202], [204], 
[205] 

Protocols [106], [131], [135], [174] 

ISP [104] 

Wireless /sensors network [121], [128], [133], [138], [144], [156], [188], [189] 

9 Other NLP/ Images/ Surveillance 

systems 

[33], [99], [124], [150], [161], [167], [173], [177], [184], [191], [198], [203], 

[207], [228] 

 

The right balance between the three CIA components 

should be demonstrated, and this depends on the 

business’s needs to work properly and the level of data 

sensitivity. For example, imagine that we are talking 

about a data center that has many servers that host 

military information. Admins and managers are the only 

ones who can access this server (Confidentiality). 

Sometimes, managers need to access the data on the 

weekend from their homes using the Virtual private 

network VPN (Availability). The admins added a policy 

to each user, where some of them can see data – read-

only – and others can modify it (Integrity). 

 

3.3 Vulnerability VS Attack VS Threat 

A threat is any potential occurrence, whether it is 

harmful or not, that may badly affect the system, 

network, application, data, and devices, among others. 

Threats can be either intentional or unintentional. They 

could be also natural threats, which are called natural 

hazards. This includes fires, floods, and earthquakes. 

Vulnerability is a gap or weakness in any part of the 

system that makes a threat possible to badly affect, for 

example, open ports and off firewalls. The Vulnerability 

occurs due to different reasons such as unprotected 

designs, users’ mistakes, employees’ misunderstanding, 

mistakes in configuration, insecure coding, and any other 

reasons that make the organization open to cyberattacks. 

Vulnerability can be either intentional or unintentional. 

Finally, an attack is when a bad guise that uses 

vulnerability enacts a threat, so it refers to the cybercrime 

itself and the action to do this crime, and it is always 

intentional. 

4  Internet of Things IOT 
In simple words, the Internet of things (IoT) is related 

to any physical devices connected wirelessly to each 

other via the Internet or any other communication 

networks. Different IoT applications, such as smart grids, 

healthcare, transportation system, city, supply chain, 

farming, retail, wearable, environment, manufacturing, 

home, security, and emergencies are generally referred to 

as the IoT system. The IoT ecosystem aims at referring to 

all IoT applications as mentioned [35].  

IoT devices are controlled remotely using a center 

device which usually communicates useful data from the 

surrounding environment. It is similar to an umbrella of 

devices “things” that exchange data using the Internet. 

IoT devices became more popular in the last 15 years and 

are increasingly used in our lives and other areas such as 

industry, healthcare, military, smart homes, and smart 

cities. According to Cisco, by 2030, the number of 

connected devices is expected to exceed 500 billion [2]. 

Table V has a list of IoT areas found in the papers studied 

in this survey.    

4.1 Basic IoT 

IoT devices are most likely similar in the way of 

processing and have the same main standard of work, but 

they vary in their functionality. The main idea of IoT 

devices is to sense and record data from the physical 

world and shares it with connected devices through a 

communication network. In terms of hardware, they are 

similar too as they have a build-in CPU and network 

adapter to connect to a Dynamic Host Configuration 

Protocol (DHCP) which supports the devices with IP 

addresses to work. The whole devices and data are 

managed through a web service or software application in 

a central device.  
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Figure 5: IoT Architecture. 

IoT devices store and analyze data which sometimes 

can be done locally, but most of those devices use the 

cloud or data centers for this purpose. IoT devices can be 

monitored and controlled, and they can also 

communicate, exchange data, and interact over the 

internet. IoT devices now include many devices such as 

mobile phones, home security, smart television, and 

vehicles. They are often called connected or smart 

devices as they can communicate through a process 

known as machine-to-machine (M2M) communication 

[36]. 

Machine learning became popular in processing IoT 

data which may be integrated into the same IoT device or 

in the cloud, and this also depends on the data amount 

which increases day by day. Below is a list of IoT smart 

environments: 

- Smart Object: They are also called intelligent objects, 

and they are devices that have the ability to communicate 

with other devices through a network. Smart objects can 

collect, store, and process data with other devices to do a 

specific automated decision, and they are also known as 

IoT devices. 

- Smart environment: It refers to the situation where there 

are many IoT devices and applications that control or do 

the main jobs in the environment. 

- Smart home: The capacity to regulate domestic 

appliances using the electronic control. Internet-

connected devices are known as smart home automation. 

Complex heating and lighting systems, alarms, and home 

security controls may all be programmed in advance, 

connected to a central hub, and operated remotely by a 

smartphone app. 

- Smart car/ Autonomous vehicle: Those vehicles use a 

completely automated driving system. This type of 

vehicle requires little human input to move safely and 

sense its environment. Self-driving cars use a range of 

sensors to gather information about their environment. 

Different sensors are essential to self-driving cars. IoT is 

essential to the operation of self-driving cars as IoT 

enables all kinds of devices to be connected to the 

Internet for information sharing and value-added 

functions. 

- Smart transportation: By giving a precise Electronic 

Travel Authorization (ETA) for trains and buses as well 

as by leveraging traffic data to optimize bus transit 

routes, IoT technology can enhance public transportation. 

IoT also makes traffic management more effective. Smart 

traffic lights and sensors powered by IoT can detect 

heavy traffic volumes automatically and change the 

duration of the traffic lights as necessary to relieve 

congestion. Moreover, IoT sensors can be used by cities 

to monitor which parking spaces are unoccupied around 

the city. The tracking of busy and unoccupied locations 

using this data will allow parks to be optimized for 

maximum effectiveness. 

- Smart buildings: By integrating building operations 

with the IoT, functions like managing the temperature of 

a building, security, fire detection, water monitoring, 

maintenance, and more can be made simpler and smarter 

using computers and mobile devices. 

- Smart healthcare: A health service system known as 

"smart healthcare" uses technology such as wearables IoT 

devices which use mobile internet to dynamically access 

information and connect individuals, resources, and 

institutions involved in healthcare, and then actively 

manage and intelligently respond to the needs of the 

medical ecosystem. 

- Smart cities: To provide linked solutions for the public, 

smart cities combine the IoT with a range of software, 

user interfaces, and communication networks. Smart city 

sensors for sound and air quality monitoring, water and 

waste management, and parking management are made 

possible by IoT. 

- Smart metering and smart grids: The most common 

application of smart metering is smart grids, where the 

electricity consumption is measured and monitored. 

Smart metering may also be used to address the problem 

of electricity theft [37]. 

- Smart security and emergencies: IoT technologies 

enable organizations and individual consumers to 

remotely control and monitor their home security. If the 

doors have smart locks, these systems can control the 

monitoring inside and outside the house as well as who 

has access to them. 

- Smart retail: The usage of IoT in the retail sector is 

closely linked to GPS and RFID technology, which 

assists firms in tracking products along the supply chain. 

It provides retailers with the visibility they need to keep 

an eye on goods movement, conditions, and location 

while also being able to pinpoint a delivery date. 

- Smart agriculture and animal farming: Monitoring soil 

moisture and condition can also be done with IoT 

technologies. It is possible to monitor the growth of 

plants plot by plot using technology like drones. With all 

of this knowledge, decisions regarding irrigation or 

fertilization are made fully informed. Grain and vegetable 

production can be avoided by controlling the temperature 

and humidity levels during different processes.  

Increasing the yield and quality of vegetables and crops 

can also benefit from climate control. Similar to crop 

monitoring, there are IoT applications that use sensors 

attached to farm animals to track their movements or 

stolen from farms and general health.  

Just like having many different areas to use IoT, 

there are many connectivity options, and this produces 

many attacks and different new vulnerabilities in this 

environment. Let us first consider the communicative 

ways which have many protocols such as MQTT, CoAP, 

On -.en e1-. Datacente1 

On The Cloud 
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DDS, AMQP, and DTLS, and other wireless protocols 

such as Zigbee, LPWAN, Bluetooth Low Energy, IPv6, 

NFC, RFID, and Z-Wave. Some other networks used in 

different scenarios include regular Wi-Fi networks, 

satellite, Cellular, and Ethernet. Which one to choose? 

The answer depends on the scenario and the function of 

this environment. Each of the previous networks and 

protocols has its characteristics which were affected by 

range, bandwidth, power consumptions, and the object of 

the project. 

Choosing the best communication way or 

connectivity protocol depends on the IoT application, and 

below are some popular ones: 

• Consumer IoT applications: This type is commonly 

used in smart homes or smart personal devices. 

• Commercial IoT applications: They are mainly 

used in businesses such as smart organizations, smart 

markets, and healthcare.  

• Military Things (IoMT) applications: They support 

and advance technologies in the military such as 

drones, robots, and every monitoring system. 

• Industrial Internet of Things (IIoT) applications: 

They are used in the manufacturing and industrial 

fields. 

• Infrastructure IoT applications: They are primarily 

used in smart cities.  

4.2 Traditional networks VS IoT networks 

The devices used in traditional networks mostly are 

more complicated than the ones used in IoT networks. 

IoT systems depend mainly on small sensor nodes which 

collect data and store it somewhere in the cloud. IoT 

nodes have some limitations which will be discussed 

below such as low power, small memory, less 

computational process, and few capacities. On the other 

hand, the devices in traditional networks are connected to 

a fixed infrastructure that supports them with stable 

power, alternate power supply, servers, and storage 

devices, among others. 

The second difference concerns security as IoT devices 

use less secure wireless protocols, such as ZigBee, 

802.15.4e, SigFox, LoRa, and 802.11x, which are used 

by IoT devices to connect with the gateway or the 

Internet, which result in data leakage and privacy issues 

[35], while the traditional network administrators use 

firewalls and other strong encryption protocols for both 

wired and wireless networks. In addition, the operation 

systems OS used in network devices are more stable and 

secure than the OS used in IoT devices.  

4.3 IOT characteristics 

IoT devices have different characteristics which give 

them a kind of distinction and difference from the usual 

systems and regular devices. IoT has some security 

requirements similar to traditional networks, but because 

of its characteristics, it also has some unique security 

features. IoT has speeded devices connected remotely 

using the Internet where organizations and individuals 

daily collect records through them and store huge 

amounts of data in the cloud. This makes it a challenge to 

secure sensitive and private information through back-

and-forth connections. IoT devices, in general, lack 

strong security measures to protect themselves from 

security attacks. Furthermore, security patches might not 

be updated regularly due to the irregular software release 

or the lack of awareness and expertise of the IoT device 

users [38]. The ways in which those devices work 

together give the network and IoT systems special 

characteristics as follows:  

- Scalability: Every day, more and more objects are 

being connected to IoT. It is speculated that billions 

of devices are connected with each other and through 

the Internet will likely surpass the capabilities of the 

current Internet [15]. Scalability should be 

considered while designing your system because of 

the Internet of Things rising ubiquity. The ability of 

a system to expand without impacting its 

performance is frequently used to define scalability. 

This can be done by enhancing an existing system 

with greater hardware resources or by introducing 

new software layers. In other words, the system can 

accommodate more users and data without suffering 

from performance degradation. IoT is a new 

technology that is completely changing the way we 

live and work. IoT can be used in numerous ways. 

Scaling it to fit your business is one approach. 

- Connectivity: IoT has made possible the 

interconnectivity of Physical and Virtual things with 

the help of the Internet and global communication 

infrastructure that is built using wired and wireless 

technologies [39]. Connectivity is the capacity of 

two or more devices to exchange information and 

communicate with one another. In other words, it 

enables the communication between devices. 

Businesses have a ton of opportunities to develop 

new goods and services as a result of this 

connectedness. Everything is now connected to IoT 

which creates endless opportunities for the future. 

- Safety and security: They are the main issues 

everyone searching for, especially when personal 

information is gathered and shared without 

permission. Data privacy is a major problem with 

IoT devices. IoT expanding exponentially and more 

and more products and appliances are being 

connected to it, and this increases the number of 

cyber-attacks on these appliances and devices. Some 

IoT devices are embedded in public areas and use 

shared networks, and this makes them vulnerable and 

easy to attack. 

- Self-Adapting: Because of the IoT’s fast growth over 

the past several years and because it is an essential 

aspect of many systems, self-adapting, and dynamic 

techniques are required for IoT designs to better 

handle these changes. A self-adaptive system adapts 

its behavior while it is used in response to changes in 

the system or its surroundings. IoT devices and 

systems may be able to dynamically adapt to 

changing contexts and take appropriate action.  

- Self-organization/ self-healing: Self-healing methods 

allow a system to operate on its own and resolve 

problems. These are necessary for urgent and 
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modern IoT communication, including emergency or 

disaster scenarios. Because relying on the network 

infrastructure in these critical systems is not an 

option, self-organizing networks should be 

implemented.  

- Intelligence: The intelligence that goes into the IoT 

determines how useful it is. The ability of IoT 

devices to sense data, communicates with one 

another, and gathers enormous amounts of data for 

analysis constitutes their intelligence. To link IoT 

devices to networks and process the data from 

millions of data nodes, sophisticated software, 

algorithms, and protocols are employed. They should 

be always updated with the newest software and 

firmware if you want your IOT to be intelligent. 

- Sensing: The main idea of IoT systems is sensing 

without sensors. IoT would not be able to detect or 

measure environmental changes to produce data that 

may be used to report on their condition, decision 

making, or even interact with the environment. 

- Heterogeneity: One of the major aspects of IoT is 

heterogeneity. IoT devices can communicate with 

other devices or service platforms across various 

networks and are built on different hardware 

platforms and networks. Direct network connectivity 

between heterogeneous networks should be 

supported by IoT networks. 

- Communication: When there are so many IoT 

devices in our lives, it is critical to be able to connect 

with them in order to ensure effective operation. 

With these devices, you can connect in a few 

different ways.  The first way is called cloud service, 

which is a kind of software that enables the 

connection of the device to the Internet. Another 

method involves using a gateway that is linked to 

other devices and enables the communication 

between them. One IoT device can connect 

separately to the Internet even though the second 

device is not connected to a network. 

- Low power/ Low cost: IoT devices need very low 

power and low-cost solutions to work properly. ML 

algorithms focus most of the time on the 

effectiveness of the attack which has been configured 

in a specific way. However, it could be interesting to 

evaluate other parameters such as energy 

consumption from an attacker’s point of view or the 

optimal distance from its victim to carry out an 

attack [2]. 

- Data: IoT is made up of linked devices that monitor, 

sense, gather, record, and exchange data. IoT devices 

and system performance and efficiency can be 

enhanced with the help of the data they collect. The 

data is useless without analyzing the collected data 

using software and tools that transform the records 

into useful reports or help in decision-making.  

- Architecture: Many manufacturers and companies in 

the IoT industry are utilizing the architecture to 

power their devices. The architecture is primarily in 

charge of ensuring that the devices cooperate and 

interact with one another. It also plays a crucial role 

in preventing cross-interference between the devices. 

4.4 IOT limitations and challenges 

IoT devices have power, processor, and memory 

restrictions such as low-computing capabilities, low 

power sources, limited storage, or limited memory 

capacity. Those limitations cause the IoT devices to not 

be always handled with the sophisticated security 

protocols they require; they are more likely to be attacked 

or experience flaws. Because of this, the hardware's 

design must be expandable in order to provide higher 

security. 

IoT limitation and challenges have different types such 

as hardware challenges or limitations, software, network, 

and security. All those limitations and challenges should 

be taken in account before developing any systems and 

security solutions. The most critical weakness of IoT 

would most likely be security. Applications for the IoT 

may encounter many of the security restrictions and 

difficulties which recently become the most popular 

research in this field. These limitations inspire the 

researchers to implement special steps in securing those 

devices, such as lightweight cryptography algorithms for 

encryption, lightweight feature selection algorithms, and 

lightweight machine learning security framework as in 

[40], where the authors produced lightweight machine 

learning based security framework for the detection of 

malicious phishing URLs. IoT offers many advantages 

and benefits in various areas and addresses a variety of 

problems in different sectors. Below is a list of some 

typical issues and challenges in IoT solutions:  

- Data storage: In IoT systems, there are many 

difficulties for the developers of IoT applications 

because of the huge recorded and stored data by 

the heterogeneous IoT sensors. The number of IoT 

devices is exponentially increasing and its 

recorded data is increasing as well. As reported, 

there will be more than 50 billion terminal devices 

worldwide, and the annual data generated will 

reach 847 Zebytes by 2021. “Big data” hereby 

becomes common in IoT applications, such as 

industrial manufacturing, smart cities, energy 

Internet, and wireless sensor network (WSN), 

among others [41]. Huge storage areas are made 

available by cloud computing, which also 

provides a platform for IoT-connected devices to 

communicate. Multiple sensors through IoT store 

data in the cloud and communicate using cloud 

systems, instead of using local servers or storage.  

- Data format: The variation in IoT systems causes 

different data formats. Thousands of IoT systems 

are currently running all around the world, and 

billions of those devices are used in those systems. 

Most IoT environments are for sensing purposes, 

and sensor data is often presented as a tiny tuple 

of structured data such as Boolean, numeric, 

continuous data, binary, and more. The different 

ways that IoT data can be represented make a 

challenge for developers and data analyzers.  

- Architecture challenge: The IoT include numerous 

linked devices, where each one communicates 

using a unique set of protocols and standards that 
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differentiate them from other devices’ protocols, 

so in IoT, there are no clear criteria or guidelines 

for linking devices together. This causes difficulty 

for developers in the system architecture. 

- Integration with other devices: IoT systems must 

collaborate with other forms of technical 

infrastructure in order to generate useful outputs if 

they are to be even more advantageous. For 

example, the cloud must be used to store recorded 

information. Then the data is transferred and 

distributed using hubs and routers which may also 

use block-chains to add more security.  

Additionally, the data collected must be analyzed 

using big data analytics and other techniques. The 

problem becomes more complicated when all 

these technologies are combined with IoT. So, a 

solution is needed to help in gathering, 

transferring, and analyzing data quickly and 

securely without hurting the performance. 

- Security, privacy, and trust: Attackers become 

more interested in using the data from the huge 

unorganized IoT devices which are scattered 

around us. For security professionals, integrating 

security features is difficult since sensors have 

limited computing and storage capacity. Peoples 

and individuals store huge data in the cloud daily, 

which makes it a challenge to secure this data as 

the back-and-forth connections include sensitive 

and private information. By creating gaps, 

attackers might take control of the sensors and 

break the system.  

- Need skills and experience: It is important to 

consider certain capabilities and experience while 

designing, deploying, improving, and maintaining 

security. Any of these components that are 

disrupted could harm the security of the IoT 

environment. Because of the daily development of 

new IoT devices, there is a lake of experts in this 

field. There are extremely few skilled individuals 

that can manage IoT technology effectively.  

- legal and ethical issues: IoT is connected 

everywhere around us and inside our homes, and 

it monitors and records some sensitive data about 

us. It does not only maintain privacy but also 

people rely more on technology for different 

activities such as shopping, banking, doing 

business, and online studying, especially after the 

quarantine imposed during Covid-19. Currently, 

many companies are requesting patients and 

people to upload their symptoms and vitals to 

online portals for further prediction and analysis 

of Covid-19 outbreaks [42]. Users cannot feel 

confident enough to give personal health 

information because there are no clear legal 

operations or instructions offered by the 

government to protect people’s privacy in IoT 

until now. IoT and other technical systems should 

be managed and guided by the government to 

cover the whole process of using such 

technologies to share information with respecting 

their legal rights. 

- Technical complexity: IoT devices may appear to 

be doing straightforward activities, but their 

development requires a great deal of complicated 

technology. In addition, by giving crucial data to 

another system, they risk having a harmful impact 

on every system to which it is linked, and fixing 

the issue is really not simple. Behind these 

devices, a wide range of complex processes 

operates to execute the task. The amount of code 

and machine connection between the many 

devices makes it challenging. The main part of the 

IoT complexity comes from the failure that affects 

the whole network if one device defects. 

- Connectivity dependency to the power and 

Internet: Internet service is important for IoT 

devices, where the devices are unable to function, 

and tasks cannot be completed without a stable 

internet connection. The proper operation of IoT 

also requires constant electricity. Both the 

equipment and everything attached to it stop 

working when either one fails. IoT devices are so 

embedded in today's organizations and when it 

goes down, anything else could come down. 

- Higher costs (time and money): IoT device 

deployment requires a significant time and budget. 

There are numerous devices that must be ordered 

and set up, as well as expert members to install the 

devices and other members to link them to the 

network and support their teams, and this entire 

step is costly. 

- Forensics challenges: Digital forensics, a branch 

of forensic science, focuses on recovering and 

investigating digital materials, such as document 

and image files, often in relation to computer 

crimes. IoT forensics can be defined as a branch 

of digital forensics [43]. IoT forensics is more 

complex than regular network forensics because 

of the huge number of devices, the big data 

collected by those devices, and the diversity of 

protocols. A variety of devices is another 

challenge for IoT forensics where it is not only for 

computers but also for sensors, phones, and all 

smart devices in the IoT environment. This causes 

difficulty in identifying the huge number of 

devices with a variety of hardware and the nature 

of each. Not only devices but also data privacy 

added another challenge to IoT forensics.  

- Other challenges based on the network: IoT 

requires a variety of protocols in order to connect 

to other networks, some of which use IP and 

others do not. This results in a variety of features 

and ineffective security measures for devices. 

Another issue with IoT devices in a single 

network is their variety, as it is challenging to 

locate a single network that can support all of the 

different IoT types. Additionally, IoT devices 

have the ability to join or leave the network from 

anywhere at any moment, which results in a 

dynamic network topology. As a result, the IoT 

smart devices and their security are not 

compatible with this architecture, and the 
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network's current security cannot handle this kind 

of unexpected topological changes. One of the 

most important characteristics of IoT devices is 

mobility, which refers to the ability of these 

devices to join other networks without the need 

for pre-configuration. 

- Other challenges based on software: Operating 

systems of IoT that are embedded in IoT devices 

have thin network protocols, and some 

vulnerabilities of the IoT devices cannot 

reprogram because it depends on the embedded 

protocol. 

- Other challenges based on resources: Memory 

capacity, power capacity, and processing capacity 

are the main resource limitations in IoT which 

make it more challenging to secure the 

comparison with regular network devices. IoT 

uses a small RAM that stores a few kilobytes of 

sensing data, and when this RAM is full, some 

data is dropped and ignored, which may be 

important sometimes. Most IoT devices use low-

bandwidth network connections because they do 

not consume much power. Many IoT devices have 

limited power sources that need to be replaced 

continuously; at the same time, we have some 

non-rechargeable IoT devices with a large power 

capacity.  

5  IOT and cybersecurity  
Nowadays, IoT devices can be found in every corner 

of our lives. They store and transmit sensitive and costly 

data, starting from web cameras in our houses which may 

destroy our privacy with unsecured devices. They also 

became a main part of the military field such as drones, 

robots, and datacenters, among others. IoT can be viewed 

as "A global infrastructure for the information society, 

enabling advanced services by interconnecting (physical 

and virtual) things based on existing and evolving 

interoperable information and communication 

technologies [44]". IoT also covers large cities, helps 

autonomous cars to take quick and hard decisions on the 

road, and it became a main part of everything 

surrounding us. Thanks to IoT for helping make life 

easier, and this popularity makes vendors fight to produce 

and improve more devices. IoT can bring between $3.9 

trillion to $11.1 trillion in income by 2025 [2]. At the 

same time, cybercrime damages are also on the rise [45]. 

On the other hand, the device itself and its 

communication network became a cybersecurity 

challenge due to the large number of devices, the variety 

of vendors, the characteristics of each layer, and 

communication options. Some of the most extensive and 

destructive cyber-attacks deployed on the Internet have 

been Distributed Denial of Service (DDoS) attacks [46]. 

The IoT system layers divided into three main parts: 

physical layer, network layer, and application layer. 

Different layers characteristics present very critical 

vulnerabilities. These vulnerabilities are primarily related 

to poor physical security, resource constraints, 

insufficient authentication and encryption, insecure 

access controls, and inadequate update management as 

mentioned in survey [2].   

 

5.1 Vulnerabilities in IoT 

Because of the big range of IoT covers in different 

industries, academic environments, vendors, 

manufacturers, and competitors to produce new devices 

daily, all compete to be the top developer in the IoT 

world, little of them take into account to improve 

devices’ security, which makes IoT devices a target to 

many attackers. Threats are not only in the device itself, 

but they are in all parts of the IoT system. The steps are 

as follows: 

1) Hardware threats in the same device. 

2) Network threats. 

3) Clouds threats. 

4) Web and application threats. 

5) Other threats. 

Each IoT layer has different kinds of attacks which 

could be active or passive. “An active attack disturbs the 

operation of running services, whereas a passive attack 

enumerates IoT network information without disturbing 

the live service” [12] page 1649. The most common 

attack in all IoT systems, services, and layers is the denial 

of service (DOS) which will be discussed in detail in the 

next sections. 

 

5.2 IoT layer-based threats 

This section discusses in-depth IoT threats and 

vulnerabilities for the different layers as in Figure (7) and 

Table (11) in the appendix which compares 152 papers in 

the last five years and covers different kinds of detections 

in the IoT environment. 

 

Figure 6: IoT layer-based threats. 

1) Physical layer, also known as perception layer: It 

contains the hardware especially the sensors which are 

the main part of the IoT environment. The main idea of 

the physical layer is sensing and gathering data. Machine 

learning, data encryption, and secure authentication are 

three ways to secure the physical layer [3]. The security 
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of this layer is very important because it can be attacked 

physically and from cyberspace. Below is a list of the 

most popular attacks in the IoT physical layer.  

- Eavesdropping: This happened by connecting a 

device in the traffic path to get useful information by 

making passive snigging. 

- Battery draining attack: a huge number of requests 

done by malicious devices controlled by attackers. 

These multiple requests make power loss in IoT 

devices, as discussed above in section IV under “IOT 

Limitations and challenges”. Such a kind of those 

devices have multiple limitations, and power is one of 

them. 

- Hardware failure: when the device itself is physically 

damaged.  

- Data injection: it is the process where the hacker 

changes the meaning of the original data before 

sending it to the application; it may happen by 

changing one binary digit.  

 

Figure 7: IoT architecture. Data captured by sensors in the perception layer can be sent Network and Transport layer 

for reliable communication. The processing layer is responsible to secure big data in a cloud server where AI-based 

security mechanisms are implemented to provide security services to the Application layer users against frequent 

threats on IoT networks [13]. 
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- Node cloning: Cloned IoT devices are dangerous 

behavior, where an attacker can physically steal the 

devices, take critical information, make an exact copy 

of the devices, and deploy the duplicates in the systems 

to harm them.  

- Fake Node and Malicious: A malicious node is one 

that tries to prevent other IoT nodes in the network 

from receiving services. It also makes changes to data 

before, after, and while transmission. 

- Reverse Engineering: occurs when the attacker 

disassembles the IoT system into small pieces to 

identify the system weaknesses and then uses these 

vulnerabilities to attack similar devices.  

- Radio Frequency Interference: involves an attacker 

using a device to hinder the connectivity of IoT 

devices. Jamming and RF interference occur when 

the attacker is usually in the vicinity of the device’s 

location [47]. 

- Tampering: In most cases, tampering is the first step 

of a cyber-attack. It happens when the attacker can 

physically alter the IoT device and get the encrypted 

access credential. 

2)  Network layer: is used for transmitting the data 

collected in the physical layer to the application and 

storage places. Below is a list of the most popular 

attacks in the IoT network layer 

- DOS: is an attack that causes different problems such 

as collision, channel congestion, and battery 

exhaustion. 

- Eavesdropping: In eavesdropping attacks, hackers 

listen to network communication passing through IoT 

devices. When a link between two endpoints (such as 

an IoT device and a server) is insecure, hackers take 

advantage of this weakness for network sniffing or 

snooping.  

- Man-In-The-Middle MITM attack: this attack 

happens when the hacker intercepts, alters, and sends 

data as the original sender to the receiver. 

- Storage attack: Data is stored in storage where people 

and apps can interact with data. The storage should be 

secured in order to prevent unwanted access to data and 

underlying storage systems and to ensure that 

authorized users and apps are only the ones allowed to 

access. 

- Spoofing: To create spoofing attacks in IoT networks, 

an attacker can generate routing nodes, transmission 

paths, and fake error messages [48]. 

- Replay attack: it is a kind of network attack that 

happens when criminals track down and identify data 

transmission after which they delay or repeat. 

3) Application layer: this layer is varying from one 

IoT device to another, and there are no common standers 

to follow to secure this layer. An application layer is the 

interface between the IoT physical structure and the user. 

Most of the time, it uses a graphical user interface (GUI) 

to interact with the device. Below is a list of the most 

popular attacks in the IoT application layer: 

- Malicious code: It is any code that may harm a 

system. 

- Weak application security: it is the weakness in the 

software code, cryptographic, or access control that can 

be exploited by a malicious hacker and potentially 

cause security risks. 

- Cross-Site Scripting: When a hacker inserts malicious 

scripts into a trusted website, the user will run the 

script regardless of the trusted website, and then the 

malicious script will access the cookies and any data 

stored by the browser. 

- Phishing Attacks: Phishing is the practice of attackers 

sending malicious emails meant to lead recipients to 

fall for a scam. Attackers trick the user into doing 

things like downloading harmful software by visiting 

malicious links. 

4) Middleware: is a summary layer used in IoT to 

eliminate the layer between network and application 

Middleware layer, and it includes brokers, persistent data 

stores, queuing systems, and machine learning, among 

others [37]. Middleware has different kinds of attacks 

such as: 

- Man-in-the-Middle Attack. 

- SQL Injection Attack. 

- Signature Wrapping Attack. 

- Cloud Malware Injection. 

- Flooding Attack in Cloud. 

Finally, Ml and DL may be used on both sides: attack 

and defense. Hackers may use ML to find holes in the 

systems, and they are possible to be employed in 

malicious things. 

 

5.3 Common IoT threats 

This section highlights the most popular threats found 

in most IoT environments. Threats lists are daily updated 

and add new dangers to the systems. Several approaches 

are currently in use: traffic analysis, content analysis, 

application, and user behavior analysis [49]. Malware 

compromises and challenges the integrity, confidentiality, 

and availability of the victim's information on hardware 

or software. Malware is a combination of `mal' from 

`malicious' and `ware' from `software'. Viruses, Worms, 

Trojan Horses, Spyware, and Adware are commonly 

taken examples of it [1]. 

1) Dental of service DOS/DDOS: are very common 

in IoT networks than regular networks due to the 

IoT environment limitations such as low power, 

low computation, and low capacity which are 

discussed in section IV under “IOT Limitations 

and Challenges”. Those limitations make the 

network resources unavailable and disrupt 

services. Due to the heterogeneity characteristics 

of the IoT environment and interconnected 

networks, the malware can easily spread across 

the network and propagated to the adjacent 

network through the gateway [50]. DDoS attacks 

are one of the most severe and frequent attacks in 

IoT networks. This attack can occur at multiple 

tiers of the architecture, which makes its detection 

and resolution increasingly complex [51]. 
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Table 6: Overview of different kind of detection 

systems on the IoT environment 

S# Detection type Reference In 

1 Malware detection 33-108, 193  

2 Intrusion detection 138-140, 142, 143-155, 158-165, 

205 

3 Attack detection 52, 166, 168-178   

4 BOTNET detection 179-192, 194-203, 206, 207 

5 Anomaly detection 123- 137, 141, 204 

6 DOS DDOS detection 109-122, 156, 157  

7 Spam detection 167  

2) Hardware and software vulnerability: not all 

threats are in cyberspace, as physical threats in the device 

itself are also very important to consider. Sometimes an 

open port in the device is used remotely by attackers. 

Universal passwords and weak embedded codes are 

examples of this kind of threat. 

3) Social engineering: it is when malicious activities 

are done through human interaction. Social engineers 

trick organizations and individuals to break security or 

get sensitive data. IoT devices are important for social 

engineers because it gives them a brief about someone’s 

behavior which is one of the main steps for success to 

social engineers. 

4) User weakness: many studies show that most 

companies’ attacks were because of employees. Social 

engineering, mail phishing, and other security problems 

are caused by the lack of security knowledge and 

training. 

 

6  Datasets 
The dataset is a collection of data of different types 

such as text, image, audio, video, and numeric data that is 

used to train the model to learn and predict outputs 

depending on the dataset pattern. So, it is a file that 

contains many records, where the record is the main unit 

of information stored in the dataset as a row. Dataset 

sources on the Internet are from public and private 

institutions, or from individuals and researchers who 

collect data themselves. Preparing and choosing the right 

dataset is a very important part of the machine learning 

training module. For using the dataset, it must slice into 

three parts: training data, testing data, and validation data. 

Testing data is the biggest part of the dataset around, 

where 60% of the main dataset is used to train the ML 

model. The testing part uses 20% of the dataset to 

evaluate the accuracy of the ML model, whereas the 

validation part also around 20% of the dataset to evaluate 

the model’s parameters after training and testing. 

 

6.1 Popular datasets used in IoT security 

IoT system is a collection of devices linked with 

sensors, applications, and other parts to collect and send 

data over the Internet. Those systems collect large 

amounts of data from its environment as records in the 

dataset. There are many free datasets related to IoT 

systems on the Internet. In this survey, I focused on the 

datasets related to IoT security such as in Table VII 

which contains the IoT security dataset used in all 

references in this survey for the last five years and all the 

properties of those datasets. 

 

6.2 Data Pre-processing 

Data pre-processing is a combination of data mining 

and data analysis. It converts raw data to another format 

that can be understood by the system. IoT data are huge 

and called big data as it consists of thousand, or maybe 

millions, of records collected when IoT senses the 

environment as texts, images, or videos. Raw data are 

messy data because it is collected from different sources, 

and it not only had errors but, most of the time, is 

incomplete or has no uniform design, which is also called 

unstructured data. Unstructured data should first be 

cleaned and reformatted before analysis. When the ML 

model trains bad data, it will produce bad analysis results. 

Machine learning research requires good and 

comprehensive data analysis. The first step is to arrange 

data in such a configuration that it will be compatible 

with the input of any ML algorithm [52]. Cleaning data is 

the process of ignoring the missing record, filling missing 

values manually, filling in using computed values, and 

correcting errors in data. Getting clear and useful data 

will directly affect the learning model.  

The next step of data pre-processing is data integration 

which is used to combine data from several sources into a 

single, larger data storage, such as a server. After that, we 

do data transformation which means converting the 

useful data into new forms by changing its structure or 

format. The last step is data reduction and compression to 

minimize the size of the dataset to make it easier to 

handle by data analysis and data mining algorithms. The 

last step, which is the most important task, is to identify 

the type of features. 

Data cleaning is the process of removing duplicate 

information, correcting existing errors, and providing 

data consistency. It is estimated that the anomaly and 

impurity in the data generally account for about 5% of the 

total data, which may be even worse for IoT. The data 

types that need to be cleaned are Incomplete Data, 

Incorrect Data, and Duplicate Data [22]. 

 

6.3 Feature Selection 

Feature selection (FS) is one of the optimization 

techniques that is used as a pre-processing step in 

machine learning problems to improve or at least 

maintain the classification accuracy and simplify the 

complexity of the used classifier. It is considered one of 

the most critical steps in the process of building an 

intrusion detection system [53]. Most research in IoT 

dataset feature selections works on producing a 

lightweight technique that is compatible with this 

environment’s limitations which is discussed in Section 5 

under the title of IoT challenges and limitations. The 

main idea of FS is to reduce the amount of data by 

selecting the most important features which affect the 
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model accuracy and ignoring other less important 

features. Feature selection is an important process for 

building a Network intrusion detection system (NIDS) 

where it helps to remove the noisy features and keep only 

the features that are relevant to system output [54]. 

Reducing the number of data samples affect positively in 

the model performance, reducing the computational 

processes time, and increasing the testing and training 

speed. 

 

6.4  Number of hyperparameters 

In general, an increasing number of hyperparameters is 

associated with additional work for the user. Either 

appropriate values have to be defined through user 

experience or reasonable parameters have to be found via 

research or optimization on a set of possible values. A 

high number of hyperparameters can yield better model 

performance through extensive parameter search [55]. 

 

7  Machine learning and Deep 

learning 
Machine learning is frequently mistakenly with 

artificial intelligence; however, it is a subfield or form of 

AI. Predictive analytics and predictive modeling are other 

names for machine learning. Deep learning also is a 

domain of AI, and it is a subset of machine learning at the 

same time. The word “deep” relays to the depth of the 

layers in the neural network, where the neural network is 

the base of DL, ML, and AI.  

Neural Network (NN) is a set of algorithms nodes used 

to recognize the relationship between input data through a 

process similar to human brain operations. Several NNs 

make a layer, more layers add to the depth, and more in-

depth generate Deep Learning which is discussed further 

in this section. 

 

Table 7: An overview of the IoT systems datasets used in the most of the references 
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1 Bot-IoT Botnet Detection 72.000.000 43 [114], [142], [148], [154], [160], 
[165], [166], [183], [198], [199], 

[200], [201], [202], [206], [231] 

[76] 

2 NSL-KDD Intrusion detection 4,898,431 training 

311,027 testing 

42 [110], [138], [139], [146], [147], 

[158], [164], [166], [171], [173], 
[176], [230] 

[77] 

3 UNSW-NB15 Intrusion Detection 175,341 training 

82,332 testing 

49 [125], [132], [143], [154], [157], 

[161], [162], [171], [172], [202], 

[205], [225], [234] 

[78] 

4 CICIDS2017 Intrusion Detection 30,540 80 [110], [115], [117], [122], [127], 
[153] [159], [166], [186] 

[79] 

5 N-BaIoT Botnet Detection 7062606 115 [126], [152], [177], [179], [183], 

[184], [192], [204] 

[80] 

6 IoT-23 Malicious and benign IoT network traffic 15M biflows 20 [105], [118], [175], [178], [185], 

[186], [188] 

[80] 

7 KDDCup99 Classification 4000000 42 [110], [141], [152], [166], [169], 
[171] 

[82] 

8 ISCXIDS2012 7 days of network activity 

which includes normal and malicious 

traffic for intrusion detection 

571,698 - [109], [110], [113], [117], [157] [83] 

9 CICDDoS 2019 Network traffic classification 50,063,112 80 [117], [120], [194] [84] 

10 CTU-13 Botnet, Normal and Background traffic. - 13 [186], [194], [201] [85] 

11 TON_IoT Network traffic 22,339,021 malicious 
and benign records 

45 [139], [140], [145], [155] [86] 

12 CSE-CIC-IDS 2018 Anormal detection 16,000,000 80 [117], [139] [87] 

13 IoTPoT Malware detection 36,078,737 - [94], [97] [88] 

14 Virus Share Malware detection 280 10 [97], [102] [89] 

15 DS2OS Traces captured in the IoT environment 57,800 13 [137], [52] [90] 

16 Anubis Malware Detection 9,458 - [33] [91] 

17 SARD Program weakness in various languages 

such as (C, C++, Java, PHP) 

Almost 1 million 

rows 

- [99] [92] 

18 DT Dase Malware MD5 hashes and behaviors - 54 [100] [93] 

7.1 Machine learning vs deep learning 

Making machines think and behave like humans is the 

goal of artificial intelligence (AI). Artificial intelligence 

includes the field of machine learning. Neural networks 

are the foundation of deep learning algorithms, which are  

a branch of machine learning as in Figure (8). Machine 

Learning (ML) refers to intelligent methods used to 

optimize performance criteria using example data or past 

experience(s) through learning, ML algorithms build 

models of behaviors using mathematical techniques on 

huge data sets, ML also enables based the ability to learn 
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without being explicitly programmed, these models are 

used as a basis for making future predictions on the new 

input data [15]. In actuality, the depth of a neural 

network—the number of node layers—is what defines a 

deep learning method, which needs more than three 

layers. The discipline of Machine Learning is a subset of 

Artificial  

Intelligence is concerned with the capability of 

computer systems or machines to improve their 

performance automatically throughout their experience 

[56]. Deep artificial neural networks, such as recurrent 

neural networks (RNNs) and convolutional neural 

networks (CNNs), are a specific family of machine 

learning algorithms that convert input data into output  

Table 8: Differences between ML and DL 

through multiple layers of non-linear transformation. 

Table 8: Multiple deep-learning solutions are already 

utilized in IoT forensics [43]. 

A branch of artificial intelligence called machine 

learning focuses on making computers capable of 

completing tasks without user intervention. Data that is 

organized into rows and columns is sent to the 

computers. A computer can continuously accept fresh 

data after it has been programmed, sort it, and take action 

on it without additional human input. Even if you quit 

labeling your data over time, the computer could 

eventually be able to recognize each sample. The core of 

machine learning is what is known as "self-reliance." 

Only a small portion of machine learning includes 

deep learning. In terms of how each algorithm learns and 

how much data each type of algorithm consumes, the 

following presents the main areas where they differ. The 

concept of DL was proposed by Hinton based on the deep 

belief network (DBN), in which an unsupervised greedy 

layer-by-layer training algorithm is proposed that 

provides hope for solving the optimization problem of 

deep structure. Then, the deep structure of a multi-layer 

automatic encoder is proposed [57]. Much of the feature 

extraction portion of the process is automated via deep 

learning, which reduces the need for manual human 

interaction. Large data sets can also be used due to it.  

 

Figure 8: AI taxonomy 

The majority of data in an organization is thought 

to be unstructured, and deep learning can handle 

unstructured data correctly. Traditional, or "non-

deep," machine learning is more reliant on human 

input. To grasp the distinctions between different data 

sources, human specialists create a hierarchy of 

attributes, often learning from more structured data.  

A labeled dataset is not always necessary for "deep" 

machine learning. It can take in unstructured data and 

automatically identify the features that set one sample 

apart from the others. 

As a result, Both ML and DL are types of AI. 

Machine learning, in essence, is AI that can 

autonomously adapt with little assistance from 

humans. While deep learning is a type of machine 

learning to simulate the way the human brain learns. 

And Table VIII lists the differences between ML and 

DL in simple words. 

 

Some of the security-related real-world applications 

of ML are as follows [15]: 

• Face recognition for forensics: pose, lighting, 

occlusion (glasses, beard), make-up, hairstyle, etc. 

• Character recognition for security encryption: 

different handwriting styles. 

• Malicious code identification: identifying 

malicious code in applications and software. 

• Distributed Denial of Service (DDoS) detection: 

detecting DDoS attacks on infrastructure through 

behavior analysis. 

 

7.2 Machine learning types  

There are four types of machine learning: supervised, 

unsupervised, Semi-supervised, and reinforcement 

learning. It is different types to handle all kinds of 

targets. The data are huge, and we use machine learning 

because it allows us to cover a large amount of data, learn 

and make predictions, find patterns, or classify data. In 

these highly dynamic times, a wide variety of machine 

learning algorithms have been developed to assist in 

ML DL 

Need labeled data Can handle unstructured data 

Work with small dataset Work with large dataset 

A part of AI Apart of ML 

Short training time Long training time 

Lower accuracy Higher accuracy 

needed More human interaction learns independently from its 
environment and previous errors 

without the need for human 

interaction 

Less number of layers in NN More than three layers in NN 

linear correlations Non- linear correlations 

Use CPU Use GPU 

Less levels of algorithms Many more levels of algorithms 

Solve simple problems Solve complex problems 

Machine learning usually breaks 

down the problem into multiple sub-

problems and solves the sub-

problems, ultimately obtaining the 
final result [26]. 

DL does end-to-end problem 

solving. 

Feature extraction is manual Feature extraction is automated 

rather than manual 

Examples of ML algorithms: KNN, 

SVM, Decision Tree, and Bayes.  

Examples of DL algorithms: 

DBM, CNN, and LSTM. 
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-
-
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resolving challenging problems in the real world. The 

automatic, self-correcting ml algorithms will get better 

over time.  

In its simplest form, machine learning relies on pre-

programmed algorithms that take input data and analyse 

it to estimate output values that fall within a certain 

range. These algorithms learn from fresh data as it is 

given to them, optimizing their processes to increase 

performance and gaining "intelligence" over time. One of 

the most popular examples of ML is Covid-19. During 

the COVID-19 pandemic, many studies have been 

conducted to explore ML in fighting against the virus to 

save many lives [58]. 

1.   Supervised learning: Supervised learning in 

machine learning use a labeled dataset in training 

the ML model with labeled input to expect the 

output. Supervised learning keeps comparing the 

correct output with its output, and the process is 

still repeated until the model gets the best 

accuracy. Based on whether target labels are 

discrete or numeric, the learning process is 

defined as classification and regression, 

respectively [59]. 

2.  Unsupervised learning: Unsupervised learning used 

unlabeled datasets to find the missing dataset and 

unknown relationships by grouping similar data 

into clusters. In unsupervised learning the machine 

will figure out the output without telling the 

pattern, the output will be classified depending on 

its similar features using different algorithms. 

3. Reinforcement learning: Reinforcement learning 

is between supervised and unsupervised learning; 

it has no labeled information as input, but it works 

with reward values. It involves Learning by 

observation of the environment to self-train 

continually using trial and error. Examples of RL 

are Q-Learning and Deep QLearning [60]. They 

are trial-and-error learning algorithms; in which 

training is done through data collected from the 

environment [61]. We have two main methods for 

reinforcement learning:  

 

 

 

Figure 9: Top Search Terms from IEEE Xplore [65]. 

- Policy search: This is the search for an optimal 

policy using gradient-based or gradient-free methods. 

For example, Google's Alpha Go is based on policy 

search and can learn without any human intervention or 

interaction and still achieves superiority [59]. 

- Value function approximation: This method estimates 

the expected rewards of actions and attempts to reach 

an optimized learning process and results. The key 

component of the value function is the state-action 

value function, known as the quality function [62]. 

 

7.3 ML and DL in IoT security 

After the big growth in IoT applications and devices 

and after being surrounded by varies vulnerabilities, it 

becomes harder to secure those systems with humans, 

ML techniques play an important role in regular and IoT 

networks security. Considering the various vulnerabilities 

in the IoT domain, ML algorithms are widely being used 

to tackle the potential Issues [226]. The requirements for 

securing IoT devices have become complex because 

several technologies, from physical devices and wireless 

transmission to mobile and cloud architectures, need to 

be secured and combined with other technologies. The 

advancement in ML and DL has allowed for the 

development of various powerful analytical methods that 

can be used to enhance IoT security [6]. IoT devices 

depend on big data, and the most prevalent methods for 

dealing with big data analytics are machine learning and 

deep learning methods. Machine learning refers to the 

deployment of artificial intelligence (AI) to teach a 

machine (a computer system) by exploring patterns and 

discovering inferences among unclassified training data 

without the use of explicitly programmed instructions 

[63]. 

ML algorithms build behavioral models using 

mathematical expression techniques on enormous data 

sets. Without explicit programming, ML can empower 

smart devices to learn. Based on new input data, these 

models serve as a source for future predictions [35]. Not 

only ML but also DL and AI, in general, are getting 

expanded rapidly in cybersecurity fields, especially in the 

early detection and prediction in different domains such 

as malware detection in references [33] to [180], DOD/ 

DDOS detection in [109] to [122], intrusion detection as 

in references [158] to [165], spam detection as in [167], 

and BOTNET detection in references [179] to [192]. 

More details are in Table 5 which overviews different 

kinds of detection systems in the IoT environment. 
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The Intrusion Detection System (IDS) is a typical 

system designed to monitor protected networks and 

systems for malicious activities and is an important 

approach to protecting cyber infrastructures and 

enforcing system security [59], Figure (10) from [64] 

proposed intrusion detection and response methodology. 

IDSs can also be categorized into active and passive 

detection systems. Passive detection systems send an 

alarm to the network administrator when an attack is 

detected. Then, action is required by the administrator to 

look at and decide the appropriate decision. On the other 

hand, active detection systems are responsible for 

detecting attacks and taking automatic and immediate 

action to stop or mitigate the impact of the attacks by 

executing a predefined script [54]. IoT devices can apply 

supervised learning techniques to evaluate the runtime 

behaviors of the apps in malware detection. In the 

malware detection scheme as developed, an IoT device 

uses K-NNs and random forest classifiers to build the 

malware-detection model [8]. 

Yet no unified IoT security standards have been 

developed. Various organizations, such as IEEE and 

ETSI, attempt to create IoT slandered for security [17]. 

ML techniques can address the scarcity available of 

required personnel with expertise in these niche 

cybercrime detection technologies. Moreover, vigorous 

approaches are needed to detect and react against the 

cyberattacks of the new generation (automated and 

evolutionary) [1]. 

AL, ML, and DL are quick solutions against multiple 

kinds of attacks, they can learn from labeled datasets or 

from experiences and environments for new attacks 

which are not listed before in the dataset. Technology is 

daily updated but at the same time attacks and new 

vulnerabilities are daily generated, and this is the 

advantage to use ML in such solutions to predict new 

attacks. Figure (9) shows how much AI, ML, and Dl 

trends in the cybersecurity field in the IEEE Xplore 

search. We can notice how they become more popular in 

the last decades. 

Currently, ML and DL can be used and achieve 

success in all cybersecurity areas, especially in Big Data 

which is mostly created from the IoT sensing 

environments. DL works better with huge datasets with 

no need for human decisions. AI-based systems give 

better performance than traditional AI detection systems 

and reduce the investigation time. Machine learning 

algorithms have improved and solved many open 

challenges and problems such as resource control and 

location in IoT networks [2]. Traditional cybersecurity 

systems are weak in automation, and they mostly depend 

on humans and some static rules. This makes ML and DL 

solutions an interesting area for people who search for 

automotive cybersecurity systems which take decisions 

automatically through experience. 

 

 

Figure 10: Proposed intrusion detection and response 

methodology [64]. 

• Linear Regression (LR): it is a supervised 

learning method for regression problems and to find the 

relationship between variables. LR predicts a dependent 

(y) based on independent (x). 

Learning algorithms improve the prediction through 

learning from training, for example classifying new 

traffic to be normal or abnormal from training previous 

behaviors similar to references [123] to [137], [141], and 

[204]. 

 

7.4 Frequently used ML and DL techniques  

Under this title, we discuss different types of ML 

algorithms including supervised, unsupervised, semi-

supervised, and reinforcement learning as listed in Figure 

(11). ML algorithms help solve problems as they are 

automated and develop themselves over time to get 

smarter. Machine learning algorithms functions can 

discover hidden patterns in data, predict results, and 

enhance performance based on past performance. Those 

algorithms are various depending on the tasks, such as 

prediction and classification problems. 

- Supervised learning / classification problems: 

• Support Vector Regression (SVR): SVM is a 

supervised machine learning algorithm that can 

be used for both classifications of data and 

regression analysis, but mostly in classification 

problems [66]. SVR is similar to SVM but with a 

few differences. SVR works with continuous 

values in regression problems while SVM works 

properly in classification problems. 
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• Decision Tree (DT) is a supervised ML algorithm 

for classification problems. It makes decisions 

based on simple decision rules learned from 

training data. The pros of using this algorithm are 

it is simple to interpret and can handle the 

missing value in data well as in Figure (13). The 

cons are it is prone to overfitting and unstable 

[67]. 

 

 

Figure 11: ML and DL techniques. 

• Random Forest (RF) is a supervised ML 

classification algorithm that consists of a large 

number of DTs discussed above, and because of 

that, it is called Forest. Each tree in the RF 

consists of a class, and the class which gets the 

highest number of votes becomes the model 

prediction for the problem, as shown in Figure 

(14). 

• Support Vector Machine (SVM): The 

optimization objective of Support Vector 

Machine (SVM) is to maximize the distance 

between adjacent margins between the separating 

hyperplane (decision boundary) and the training 

samples that are closest to this hyperplane [68]. 

SVM is a supervised ML model for solving 

classification problems using labeled data. The 

line in the model is the decision boundary where 

anything that falls on the first side belongs to 

category 1, and the other side is category 2 as in 

Figure (15). 

• Naïve Bayes (NB): It is a supervised learning 

algorithm, not a single algorithm. It is a family of 

algorithms based on Bayes’ theorem, all the 

Bayes algorithms have a common principle, and 

their results are classified independently of each 

other. 

 
• K- Nearest Neighbor (KNN): The simplest ML 

algorithm for supervised classification problems. 

KNN categorization process works in the 

similarity between the new data and the existing 

dataset by calculating the Euclidean distance 

between the new data point and the categories, 

where the nearest is the category that belongs to 

it, as in Figure (16). The k-nearest-neighbor 

(KNN) anomaly detection is one of the most 

commonly used distance-based anomaly 

detection methods. It is a simple technique that 

works out of the box in most cases and detects 

global anomalies precisely [69]. 

• Euclidean distance between 

 
• Neural Network (NN): An artificial intelligence 

technique called a neural network allows 

computers to analyze data in a manner similar to 

the human brain. NN is built by many neurons or 

nodes gathered in a layered framework. It has 

different branches depending on the task we 

want to solve, the NN types are: 

1. Artificial Neural Network (ANN): it is a branch 

of neural network where the data trained forward 

pass and vice versa cycles. ANN is easy to use where 

the activation value is counted in all nodes within all 

layers including the hidden and the output layer; this 

is why the activation value affects the classifier 

performance. 

2. Convolutional Neural Network (CNN): it is a 

network architecture for DL which learns from data, 

it is commonly used for image recognition, 

processing, and classification as in Figure (17). 

3. Recurrent Neural Network (RNN): it is a type of 

artificial neural network that has different hidden 

layers and is used in speech recognition and natural 

language processing. Some layers in RNN are used 

as memory locations to store results during the 

process in a loop.  

4. Deep Belief Network (DBN):  It is a class of 

deep neural network, it has multiple hidden layers 

with different units, and all units interact together 

through connections.  

- Unsupervised learning problems:  

• K-means: it is an unsupervised ML algorithm for 

solving clustering problems for unlabeled datasets. K-

means groups the unlabeled data into k different clusters 

where all the data in each cluster are similar to each 

other as in Figure (18). 

• K modes: k-modes unsupervised learning used 

clustering to categorize variables. It creates clusters 

depending on the matching and similarity between data 

points.  

• Density-Based Spatial Clustering of Applications 

with Noise (DBScan): it is an unsupervised learning 

method used to separate data points into clusters 

different in size and shape. 

• Principal Component Analysis (PCA): it is an 

unsupervised learning algorithm used to decrease the 

number of features in the dataset without affecting the 

useful information.  

• Latent Dirichlet Allocation (LDA): it is an 

unsupervised learning algorithm but not a clustering 

algorithm because it does not generate new clusters but 

distribution groups from the big data.  

 
• Gaussian Discriminant Analysis (GDA): it is a 

learning algorithm used to find the distribution 

(2) 

_ P(B\ A)P(A) 
P(A\B) - P(B) (1) 
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for the classes. It is commonly used for the data 

that can be distributed and fit to Gaussian 

distribution. 

- Reinforcement learning problems:  

• Q-Learning: it is a Reinforcement learning 

algorithm based on values learning. Q-Learning 

has an agent used to deal with the environment 

"as input" and take actions "as output." It also 

uses a Q-table containing rows and columns to 

help the agent in the next movement.    

• Deep Q-Learning: it is similar to Q-learning but 

the main difference is that Deep Q-learning uses 

a neural network instead of a Q-table. 

• Double Q-Learning: it is a reinforcement 

learning double faster than Q-learning by 

reducing overestimation problems with 

traditional Q-learning. 

Most reliable ML systems in intrusion detection use 

several techniques and vote for the most usable one as in 

Figure (21) to get the best output.   

 

Figure 12: Intrusion detection system process. 

7.5 Model selection and evaluation metrics 

Model Selection and Evaluation is a very important 

step in the machine learning process to analyze the 

model. Model evaluation is the way to estimate the 

correctness of the model over the test data which has not 

been applied in the model before, while model selection 

is the method to select the best model for the data after 

comparing multiple models and checking their 

performance. We do model evaluation and selection to 

get the best predicts results and increase the accuracy 

levels to a higher percentage and this is done depending 

on different matrices and Scoring.   

Before discussing matrices and equations we must 

know the meanings of some terms related to the topic. 

The Model is the thing learned and saved after applying 

machine learning algorithms in training data to find 

patterns or make predictions. The Learning algorithms 

are a collection of instructions and mathematical 

operations used in machine learning to make the 

computer work like a human mind in solving problems, 

finding patterns, and classifying. The hyperparameters 

are the effective parameters whose values really can 

control the model, the hyperparameter is set before the 

learning process begins and they are very important 

because they influence the behavior learning algorithm 

and the performance of the model. We should choose the 

most suitable hyperparameter to get a successful score.

    

Figure 13: Linear Regression (LR).   Figure 14: Decision Tree (DT). 
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Figure 15: Random Forest (RF). 

 

    

Figure 16: Support Vector Machine (SVM).     Figure 17: K- Nearest Neighbor (KNN). 

 

 

 
 

Figure 18: Convolutional Neural Network (CNN).       Figure 19: K-mean 
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Figure 20: Autoencoder 

 

Figure 21: Recurrent neural network (RNN). 

 

Table 9: An overview of top Ml techniques and algorithms used in the references 

M
l 

te
c
h

./
 

a
lg

o
ri

th
m

s 

Paradigms References In Advantages Disadvantages 

RF Supervised 33, 96, 97, 98, 102, 103, 104, 106, 109, 

113, 120, 116, 117, 118, 119, 120, 121, 

122, 123, 124, 125, 127, 132, 133, 134, 

140, 143, 145, 149, 151, 152, 153, 155, 

160, 162, 164, 169, 170, 175, 176, 178, 

179, 181, 182, 183, 184, 186, 189, 192, 

193, 196, 197, 199, 201, 205, 206, 207 

- Reduces overfitting. 

- Used for classification and regression. 

- Slower for large number of trees. 

- Works with categorical and continuous values. 

- Avoids data-overfitting problem. 

- Powerful and high accurate. 

- Can handle multiple features at once. 

- No need for normalizing. 

- Need much computational power. 

- Need much time for training. 

- More accurate need more trees, 

which cause slower process. 

- Difficult to interpret. 

- Not easy to understand predictions. 

- Cannot use for linear problems. 

- Cannot handle large datasets. 

SVM Supervised 95, 98, 102, 103, 106, 109, 111, 113, 115, 

117, 119, 121, 122, 129, 131, 133, 134, 

135, 138, 140, 141, 143, 145, 146, 148, 

149, 150, 151, 157, 164, 165, 168, 170, 

- Works well with high dimensional spaces. 

- Highly accurate. 

- Handle many features. 

- Works with structured and unstructured data. 

- Not acceptable for large data sets. 

- Low speed. 

- Need more time for large dataset. 

- Need labeling for input data. 

XI 

X2 

X3 

X4 

Xn 

Input 
Layer --- Hidden 

Layer I --- Hidden 
Layer --- Output 

Layer 

XI" 

X2" 

X3" 

X4" 

Xn" 



A Survey of Using Machine Learning in IoT Security and the…                                                  Informatica 47 (2023) 1–54 25 

171, 173, 182, 183, 185, 187, 189, 192, 

194, 198, 199, 202,203, 205, 206, 207 

DT Supervised 95, 100, 102, 103, 106, 109, 117, 118, 

119, 123, 124, 140, 142, 143, 153, 155, 

162, 166, 168, 170, 171, 173, 174, 175, 

176, 179, 185, 190, 192, 195, 196, 197, 

198, 201, 202, 205, 207 

- Easy to understand. 

- Easy to implement. 

- Works with categorical and numerical values. 

- High speed. 

- Better results for larger data. 

- - Data over-fitting problem. 

-Too simple and cannot handle 

complex data. 

KNN Supervised 33, 95, 98, 103, 104, 109, 111, 112, 113, 

117, 119, 127, 130, 140, 143, 145, 147, 

149, 153, 157, 166, 170, 173, 174, 176, 

178, 179, 181, 182, 183, 186, 193, 195, 

202, 203, 206, 207 

- Easy to understand. 

- Easy to implement. 

- Single hyperparameter. 

- Used for classification and regression. 

- - Can handle multi-classes. 

- - Higher accuracy compared with other 

supervised learning models. 

-Sensitive for noisy dataset. 

- Sensitive to outliers. 

- Need much computational power. 

- Need much time for training. 

- Need larger space. 

Creating and choosing a model that makes accurate 

predictions on the dataset is the first step of building a 

model. It is followed by a feedback mechanism, and we 

can get the feedback from metrics, and depending on the 

metrics results, we make adjustments and keep going 

until the results we want are achieved. In regression 

problems, the model results are continuous values, and 

we aim to be as close to these values as possible. In 

classification problems, we classify data into a finite 

number of classes. Figure (22) shows the evaluation 

models for both supervised learning types: classification 

and regression. 

The Confusion matrix, which is also called the error 

matrix, is the matrix which is the formal way to represent 

the results of the classification model. The confusion 

matrix presented in Table 9 shows the results of a binary 

classification in form of True Positive (TP), False 

Positive (FP), False Negative (FN), and True Negative 

(TN). Binary classification is the task to classify the data 

into two groups, such as classifying emails into spam or 

not spam, breast test as cancer detected or cancer not 

detected, and COVID-19 tests as Positive or negative.   

 

Figure 22: Evaluation metrics for classification and 

regression models. 

Table 10: An overview of top Ml techniques and algorithms used in the references 
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Paradigms References In Advantages Disadvantages 

NB Supervised 33, 95, 96, 97, 102, 115, 117, 

120, 123, 124, 127, 133, 142, 

143, 145, 151, 152, 155, 164, 

170, 174, 175, 183, 184, 185, 

186, 194, 197, 199, 202  

- Easy to implement. 

- Fast and flexible. 

- Handle large datasets. 

- Spends less time. 

- Can handle missing data. 

- Precision decrease when the data 

decrease. 

- Good results need large data. 

- Lower performance compared with other 

classifiers.  

LR Supervised 95, 106, 117, 120, 123, 126, 129, 

132, 137, 142, 145, 149, 151, 

155, 162, 164, 166, 170, 171, 

182, 183, 186, 190, 197, 204, 

205  

- Easy to implement. 

- Easy to interpret. 

- Easy to understand. 

- Works well with linear dataset. 

- Reduce data-overfitting problem. 

- Sensitive to outliers. 

- Prone to noise and overfitting 

 

ANN 

NN 

Supervised 

Unsupervised 

95, 103, 109, 114, 119, 121, 126, 

137, 52, 148, 158, 161, 162, 172, 

- -  Can handle complex task. 

- Best algorithm for image recognition. 

- Slowest algorithms because of having 

many layers. 

Evaluation Metrics 

Classification: 

Confusion l\latrix. 
Accuracy. Presision. Recall. 

En-or Rate. F -score. F"IR. 
FDR. FPR. FPR .. 

Specificity. G-mean. ROC. 
MCC. AUC. PRC. Log:g:

loss. Gini- Coefficent. 
Kappa Statistic 

Regression: 

l'vLl\E. MSE. R.'\iSE. 
Rl'v!SLE. R-squared. 

l\IBE. '.\iAPE. RAE. RSE. 
RRSE. RRl'v!SE 
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Reinforcement 174, 182, 182, 184, 189, 197, 

203, 204 

-  - - Impossible to understand predictions. 

MLP Supervised 112, 115, 117, 122, 123, 127, 

134, 156, 157, 171, 190, 194  

- - Solving different kinds of tasks. 

- - Needs fewer parameters. 

- - Easy to design. 

- - Low speed. 

- - Data over-fitting problem. 

- - Need much computational power. 

LSTM Unsupervised 97, 112, 115, 121, 145, 154, 183, 

200, 204  

- - Can handle noise. 

- - Can handle continuous values. 

- - High accuracy in prediction. 

- - Needs few parameters. 

- - Too simple. 

- - Cannot handle complex tasks. 

- - Require a lot of resources. 

- - Requires much time. 

K-mean Unsupervised 106, 132, 138, 169, 171, 177, 

180  

- - Simple. 

- Easy to understand. 

- - Requires a number of clusters. 

- - Cannot handle categorical values. 

- - Sensitive to outliers. 

RNN Supervised 94, 112, 204  - - Can handle any input length. 

- - Remember all information. 

- - Model size is fixed and does not increase 

if the input increases. 

- -Shared weight in all steps and time. 

- - Slow computation. 

- - Difficult training. 

- Able to store only one layer of data. 

The Confusion matrix values are used in specific 

equations to find other results; the following are the 

meaning of each value  in the cybersecurity field which 

then follows with the equations and the idea of each one: 

- True Positive (TP): In general TP is the number 

of outcomes where the model success to predicts the 

positive class. In the cyber security field, TP is the 

number of normal network traffic that is not attacked and 

is correctly classified by the model (Predicted True and 

True in reality). 

Table 11: Confusion matrix 
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- True Negative (TN): in general, TN is the 

number of correct results for the negative class. In the 

cyber security field, TN is the count of results when the 

network flow is classified as an attack, and it is an attack 

(Predicted False and False in reality). 

- False Positive (FP):  in general, FP is the 

number of outcomes where the model incorrectly predicts 

the positive class. In the cyber security field, FP is also 

called a False alarm where the network flow predicts to 

be an attack, but it is not an attack but a normal traffic 

(Predicted True and False in reality). 

- False Negative (FN): in general, FN is the 

number of outcomes where the model incorrectly predicts 

the negative class. In the cyber security field, FN is the 

number of network flows that predicts to be normal, but, 

unfortunately, it is abnormal (attack), and this is a 

vulnerability in the system to allow abnormal traffic to 

flow in the system, device, or network (Predicted False 

and True in reality). 

The hold-out method is the simplest and easiest way to 

evaluate the model, this method split the data into two 

sets, one called the training set and the other one is the 

Test set. The flowchart in Figure (23) explains the 

process of Hold-Out. The hold-out process has four main 

steps, step 1 is to split the data randomly, and most of the 

time the split ratio is 2/3. We keep test data aside and 

work with the training part. After this, we go to step 2 in 

which we chose a learning algorithm with specific 

hyperparameter values which we think may be 

appropriate for the problem and then run the model. In 

step 3 we use test data to evaluate the model, find out the 

performance and the model accuracy and bring the results 

to the final step. In step 4, which is the last step, we 

check if the model scores are good enough to solve the 

problem. If yes, we keep it as the final model, and if not, 

we change the hyperparameter values, select another 

learning algorithm, and run the model again, and so on 

until we find the best values.  

The neural networks can successfully classify multiple 

class classification problems by automatically learning 

their features via neural nodes at each hidden layer and 

classifying the input at the output layer [70]. Model 

evaluation and selecting the best model in Hold-out and 

any other methods depend on different scores which are 

the results of doing some calculations on confusion 

matrix terms as in the following evaluation equations:  

1. Accuracy is the most popular evaluation metric, and 

it refers to how the model correctly classifies the data; it 

is the ratio of correct predictions to all data in the dataset. 

If we go back to the network traffic example, the model 

will work well if it can classify normal traffic (positive 

class) and abnormal traffic (negative class) correctly. 
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2) Error Rate is also called Misclassification, and it 

is the opposite of accuracy. While accuracy is the 

correctly classified data, the error rate is the incorrect 

classified data, and it is the ratio of incorrect predictions 

to all data in the dataset. In the cyber security network 

traffic example, the error rate is the number of normal 

traffic that is classified as abnormal and vice versa. 

 

 

Figure 23: Hold-out processes. 

3) it is also called positive predictive value; it is all 

about YES (positive), it is the ratio between data 

correctly classified positive (normal traffic) to the total 

number of data classified positive, even if it is correct or 

not (normal traffic + abnormal classified as normal). 

 
The precision increase when the nominator is huge 

compared with the denominator, which means it is 

increase when the model results in a lot of correct 

positive classified data, and when the model makes the 

least amount of incorrect positive classification. Because 

of this precision is more accurate than accuracy to decide 

the model performance. Precision reflects the reliability 

of the model in classifying positive data. 

4) Recall, or Sensitivity, is also called True 

Positive Rate (TPR), and it refers to the ratio of positive 

classified data to all positive data including missed 

positive predictions (FN). While precision care about 

correct positive classified data out of positive predictions 

only, recall cares about the same plus the missed ones. 

 
When to use precision or recall? This depends on the 

kind of problem you want to solve. In cybersecurity 

problems, which are more sensitive than other problem, 

recall is used. It is OK if you miss one of the cat photos 

when the model puts it with raccoons’ groups, but it is a 

big problem to miss one attack traffic, add it to the 

normal traffic group, and let it flow in your network. So, 

in my opinion, I prefer to select a model with higher 

recall scores in most of the cybersecurity problems. 

5) False Negative Rate (FNR): Also called the 

(Miss Rate). It is the proportion of incorrectly classified 

positive samples to all positive samples. 

 
6) False Positive Rate (FPR): Also called the (Fall 

Out). It is the proportion of incorrectly classified negative 

samples to all negative samples 

 
In addition, we can write the FPR equations as:  

 
7) False Discovery Rate (FDR): it is the ratio 

between incorrect classified data to the total of negative 

samples in the whole dataset. The lower result for FDR 

describes better performance. 

 

8) False Omission Rate (FOR): it is the ratio 

between incorrectly classified positive data to the total of 

positive samples in the whole dataset. The lower result 

for FOR describes better performance. 

 
9) F1 Score: it is a harmonic combination of 

precision and recall into a single metric to measure the 

model accuracy. This measure will be helpful if the user 

seeks a balance between recall and precision, and the 

sample distribution is an uneven class distribution. A 

higher value of the F1-score shows the ML model is 

performing better than other models [1]. 

 
10) Specificity: it is also called True Negative Rate 

(TNR), it is the opposite of recall, while recall is the ratio 

of positive classified data to all positive data including 

missed positive predictions (FN), Specificity is the ratio 

of negative classified data to all negative data include 

missed negative predictions (FP). 

 
11) G-mean: it is also called the geometric mean, it 

is calculated using the correct classified data, G-mean is 

more powerful and helpful in accuracy when the number 

of negative data is huge compared with positive data, and 
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in this case, G-mean is more correct to describe the 

model performance than the accuracy. 

 
 

12) Matthews Correlation Coefficient (MCC): It is 

the relationship between the predicted classes and the 

fundamental truth. MCC is commonly recognized as a 

balanced measure that can be applied even when the 

classes are in various sizes. 

 
13) Receiver Operating Characteristics (ROC) 

Curve: The TPR and FPR trade-off is represented 

graphically by the ROC curve as in Figure (24). We 

compute TPR and FPR for each threshold and plot them 

on a single graph. The better, the greater TPR and the 

lower FPR for each threshold. The AUC score, which is 

found in the region below the ROC curve, expresses how 

effective the ROC curve is. Both ROC and AUC scores 

demonstrate how well the model ranks predictions. 

14) PRC Area (Precision-Recall Curve Area): 

Positive Predictive Value (precision) and TPR are 

combined to create the PRC curve as in Figure (24). 

Positive Predictive Value and TPR are computed for each 

threshold, and the appropriate graph point is presented.  

A higher AUC indicates a good PRC curve. 

 

 

Figure 24: ROC and precision-recall curves under class 

skew. In (a) and (b), the test set has a balanced 1:1 class 

distribution. Graphs (c) and (d) show the same two 

classifiers on the same domain, but the number of 

negative instances has increased tenfold [23]. 

15) Area Under Curve (AUC): The area under ROC 

is measured by the AUC, which ranges from 0.5 to 1.0. A 

higher AUC value indicates that a classifier is performing 

better. 

16) Log Loss: it is also called Cross-entropy. How 

closely the prediction value matches the true value is 

indicated by log-loss. The log-loss result is 0 or 1 in case 

of binary classifications. Lower the log-loss result shows 

better predicted. 

 
Where n is the number of observations, is the given 

record, y is the true value, and ŷ is the prediction 

probability for this formula and all other ones. 

  Gini Coefficient: it is calculating the probability 

of a specific value which misclassified when it is 

randomly selected. It is similar to the range of log-loss, 

Gini values between 0 and 1. Where 0 shows the purity 

of the classification model. Gini is the sum of squared 

probabilities for each class. 

 
Where Pi is the probability of an element being 

classified for a distinct class. 

 

18) Mean Square Error (MSE): It is one of the 

“Metrics for Regression” which is calculated by 

averaging the squared difference or error between the 

classifier's actual and predicted values. MSE is popular 

because it is simple, continuous, and separable. Taking 

into account one significant outlier may result in a 

massive value, which can result in significant errors. A 

lower MSE value is preferable and indicates better 

classifier performance. 

 
Where n is the total number of samples, and Squared 

Error = (yi- ŷi)2 

 
19) Root MSE (RMSE): It is calculated by taking 

the square root of the MSE. A lower RMSE value is 

preferable and indicates better classifier performance. 

 
20) Mean Absolute Error (MAE): MAE calculates 

the mean of the absolute difference between prediction 

and actual data returned, where the outlier values in the 

train set have no effect on MAE. This metric can be 

calculated by taking the average of the absolute 

difference or error that occurred between the actual 

values and predicted values of the classifier. A lower 

value of MAE is desirable and shows better performance 

of a classifier [1]. 

 
21) Mean Bias Error (MBE): bias in "Mean Bias 

Error is a tendency of a measuring technique to 
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overestimate or underestimate the value of a parameter.  

Bias only has one direction and can be in either a positive 

or negative direction, a positive one indicates an 

overestimation of the data error, whereas a negative bias 

indicates an underestimation of the data error. Taking the 

mean of the difference between the expected values and 

the true values is known as the mean bias error (MBE). 

With the help of this evaluation metric, the total bias is 

quantified, as well as the typical bias in the forecast. The 

only difference between it and MAE is that the MAE 

takes the absolute is considered. It is important to use 

caution when using this evaluation metric because 

positive and negative errors might cancel one another out. 

 
 

 

Figure 25: Mean Square Error (MSE). 

 

22) Mean Absolute Percentage Error (MAPE): It is 

also called The Mean Absolute Percentage Deviation 

(MAPD), and it is just the difference between the 

observed and the real value. It is calculated by dividing 

the absolute error by the actual data. The relative error is 

then multiplied by 100 to produce the percentage error. 

The lower MAPE value shows better performance. 

 
23) Relative Absolute Error (RAE): It is calculated 

by dividing the total absolute error by the absolute 

difference between the mean and the actual value. 

 
Where ȳ is the mean of the n actual values, and its 

formula is: 

 
24) Relative Squared Error (RSE): it is calculated by 

dividing MSE over the square of the difference between 

the true value and the mean of the whole data. 

 
25) Root Relative Squared Error (RRSE): It is 

calculated by taking the square root of the RSE. 

 
26) Relative Root Mean Squared Error (RRMSE): is 

the RMSE normalized by the RMS. The difference 

between RRMSE and RMSE is that the RMSE is 

restricted with original measurements and each predicted 

value is scaled against the true value, but in RRMSE 

there are different measurement methods. The lower 

RRMSE is the better for model accuracy, and when 

RRMSE increases, it means your predictions are 

inaccurate. 

 
27) it is the root of the difference between the log 

for actual values and the log for predicted values. 

RMSLE is important because it is handled the outliers 

and treated them even though they are large outliers or 

small. 

 
28) R-squared (R2): it is an evaluation method for 

linear regression; used to calculate how close are the 

predicted data to the fitted line. R2 shows the ratio of the 

total difference between data points and the filling line, in 

addition to the total difference for the data from the 

mean. 

 
Where SSR is the Some Squared Regression error, 

SST is the Sum Squared Total Error as shown in. 

 

 

Figure 26: R-squared calculation. 

29) Kappa statistic - Cohen's Kappa coefficient (k): 

It is applied to evaluate the model's predicted labels to the 

actual labels in the data, so it shows how many data or 

records classified by the ML model are matching the true 

one. K result ranges from -1 (worst performance) to 1 

(best performance). In the problem of binary 

classification pe = pe1 + pe2; pe1 - the probability that 

the predictions agree randomly with the actual values of 

class 1 - "good"; pe2 - the probability that the predictions 

agree randomly with the actual values of class 2 - 

"accidentally". The assumption is that the two classifiers 

(model prediction and actual class value) are 

independent. In this case, the probabilities pe1 and pe2 
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are calculated by multiplying the share of things in the 

class and the share of the predicted class [72]. 

 

 
 

8  List of ML and DL challenges in 

IoT security and current solutions 

In many IoT systems and applications, machine 

learning (ML) techniques are essential to recognize the 

cyber-attack in those systems. However, there remain 

major difficulties and challenges in guaranteeing the 

reliability of ML techniques in cyberspace, there are 

many ML weaknesses and vulnerabilities that may use by 

bad hackers to damage the systems. Understanding which 

methods are suitable for protecting IoT systems is a 

challenge because of the extensive variety of IoT 

applications and scenarios [17]. This survey has many 

targets but the most important one is the challenges that 

faced the researchers in the last 5 years when they use 

ML to improve IoT security, including intrusion 

detection, spam detection, and malware detection on IoT 

systems and networks. 

Additionally, it offers concise explanations of each 

ML technique, frequently used security datasets, 

necessary ML tools, and assessment metrics for 

classification model evaluation. The difficulties of using 

ML approaches to cyber security are fully covered in this 

section with the most recent comprehensive citation as 

well as the most recent ML in IoT security developments. 

Currently, researchers are focusing on the urgent need of 

finding new automated security methods to cope with 

these security challenges. One of the best and the most 

effective considered practices is to use automated 

machine learning techniques to detect new and previously 

unseen cyber threats [1].   

We can summarize the IoT security challenges we 

found in references in the main points which will be 

discussed below and followed with some future 

directions if found: 

- ML and DL need enough data. 

- Data format is different because it is collected 

from different resources. 

- Big Data and huge datasets need more 

computational time and resources. 

- Producing new data samples, especially in 

malware and zero-day attack. 

- Most ML techniques need labeled and high-

quality data. 

- How ML work in data with respect to privacy, 

access, availability, and safety. 

- The integration of cloud and IoT. 

- The heterogeneity of IoT. 

- Need for lightweight procedures and algorithms 

which make ML solutions compatible with the 

IoT limitations. 

- Computational complexity and resource 

consumption. 

- Algorithms challenges. 

- Other researchers’ solutions, and some future 

directions and suggestions. 

One of the challenges of using ML techniques is that 

it needs enough amounts of data while training the 

module, Shaukat et al. 2020 [1] suggest using multiple 

GPUs, which is neither a power-efficient nor cost-

effective solution and must have powerful and robust ML 

techniques that are specifically designed to deal with 

security attacks and handle adversarial inputs instead of 

having traditional ML techniques. On the other hand, 

One ML model cannot detect all attacks, so securing a 

full environment means having multiple ML models to 

handle all possible cyber-attack. These challenges include 

the generation of labeled data required for the effective 

training of the model because a network traffic dataset is 

multi-part and irregular [17].  

Malware exists in a way that can be copied to 3 

million new samples in an hour, and some new attacks 

are able to bypass end-point detection and can be 

launched at variable rates [209]. Toward solving some of 

the aforementioned issues, potential solutions include 

using high-dimensional data and incremental learning for 

non-stationary data. Using high-dimensional data can 

increase model complexity, accuracy, and diversity of the 
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features for malware fingerprinting [59]. High-

dimensional data solve the huge growth in malware new 

records, but at the same time it may affect the training 

and testing speed, researchers try to solve this problem 

for example Liang et al. [210] investigated an online 

learning strategy that utilized slices of continuous data to 

update machine learning models to fit the new datasets 

dynamically. On the other hand, distributed learning ML 

methods can also handle this problem, like what the 

researchers improve in [211] after designing and 

deploying different distributed platforms and algorithms. 

Another research direction and future work are to 

optimize computing resource management as in reference 

[212].  

Authors in [130] developed a solution to solve the 

challenge of anomaly detection which is done because of 

the limitation in anomaly data records. They developed 

an unsupervised the ANN (Artificial Neural Network) 

detection model based on the LSTM-based Auto-

Encoder. The LSTM cell can capture temporal 

dependencies in multivariate sensor data. The Auto-

Encoder network architecture is used to learn the normal 

behavior without a labeled dataset. Once the model is 

well trained, the online evaluation data is fed into our 

model as a set of sequences by a sliding window for real-

time anomaly detection. Finally, an alert is triggered 

when a time interval is voted as an anomalous data point 

by the majority. Another way to solve this problem is 

using Bidirectional LSTMs (BiLSTMs) instead of the 

regular ones. BiLSTMs simply by running two different 

LSTMs - one going from start to end and the other in the 

opposite direction, once the LSTMs finish moving across 

the sequence, the outputs obtained during the forward and 

backward LSTMs are combined for a final prediction 

[228]. 

The openness of IoT and the expansion of attack scale. 

Openness is reflected in the various processes of IoT 

systems. IoT can obtain data from various fields, 

integrate various communication technologies and 

standards, and provide open services for users in various 

fields [22]. The massive data collected by sensors in CPS 

and IoT can use wireless communications to exchange 

the data as well as the data can be used with AI/ML to 

address the challenges associated with communications 

in CPS/IoT, including communication-related issues [6]. 

Noisy Data Is a Challenge for ML and DL Mechanisms: 

Most of the real-world data is embedded with noise that 

negatively affects the learning models used for 

classification. DL algorithms have better classification 

capabilities as compared to traditional ML algorithms; 

however, these algorithms are undermined by noisy data 

[15]. 

Preventing Zero-day attacks or “new attacks” is 

another challenge for ML in cyber-attack detection 

because ML techniques depend on training previous 

features on the datasets, while new attacks have different 

features and may not be detected in the same way. We 

may depend on the behavior to detect new attacks in the 

future, which means focusing more on unsupervised 

learning with unlabeled data, Bout et al. 2022 in [2] 

talked about deduction of the behavior of the IoT network 

to find the optimal strategy autonomously, but they found 

that only one attack responds to this motivation in the 

literature which is the jamming attacks. Data, in general, 

is a major challenge in ML. Most datasets are out of data 

with various numbers of features in each one and, 

sometimes, it has no complete records. The number of 

features and categories for each dataset is different. Also, 

dataset shift is another problem where the model was 

trained and tested with different datasets, which may 

avoid by removing the leaked data or changing the 

training data. The key challenge in malware data 

augmentation is to produce new samples that preserve 

adequate data distribution for each class. This will 

improve the classification accuracy of DL methods since 

improving the coverage of collected data translates to 

better detection capabilities of new, and existing, 

malware attacks [16]. 

However, the performance of DL-based methods 

strongly depends on the quantity and quality of the data 

available [12]. Machine learning models have strict 

requirements for the sizes, shapes, and types of input 

data, even though CPS collects massive data, the quality 

of such data may not be guaranteed, especially as the 

lifetime of newly created IoT hardware will be unverified 

[59]. To fill the gap of need to truth and high-quality 

datasets, [213] is the first to propose a benchmarking data 

set containing vulnerable source code collected from nine 

open-source software projects written in C programming 

language. Their data set offers labels at two levels of 

granularity i.e., the function level and the file level. 

However, their proposed data set is still at the 

preliminary stage since it only consists of around 1400 

vulnerable functions and 1300 vulnerable files. 

Another performance challenge is maintaining the 

module performance over time. Most existing ML IDS 

gives high accuracy, but they should be controlled over 

time because of adding new data continuously. Abdel 

Wahab [233] discuss an online outlier detection 

technique that identifies the outliers that diverge both 

from historical and temporally close data points. His 

study was about an online deep neural network (DNN) 

that dynamically adjusts the sizes of the hidden layers 

based on the Hedge weighting mechanism, thus enabling 

the model to steadily learn and adapt as new intrusion 

data come. the results suggest to his solution reduces the 

FP by approximately 6% and FN by approximately 4.5%, 

compared to the static DNN model. 

The ML challenges in IoT security are not only the 

amount or the form of the data but also the way to use 

this data taking into account its privacy. Security and 

privacy are two of the main factors in the commercial 

realization of IoT services and applications [15]. Data 

security and privacy are challenges in processing and 

using data. In the process of data collection and 

transmission, you may face the risk of leakage of privacy 

[22]. Fernandes et al. [214] focused on similarities and 

differences in the security issues in IoT and traditional IT 

devices. Furthermore, they focused on privacy issues. 

The main driving factors to argue on the similarities and 

differences include software, hardware, network, and 

applications. The existing security trade-offs, such as that 
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between availability and safety, are another challenge to 

the achievement of a robust security scheme for IoT 

systems. Moreover, the importance of various security 

trade-offs differs from one IoT application to another. For 

example, an IoMT system should provide a security 

scheme, but it should also offer the flexibility of being 

accessible in emergency situations [17]. 

Mehedi et al. [229] solve the new challenges with a 

small amount of data, they proposed in their paper a 

dependable intrusion detection system for IoT. The 

unique contributions include effective attribute selection, 

which is best suited to identify normal and attack 

scenarios for a small amount of labeled data, designing a 

dependable deep transfer learning based ResNet model, 

and evaluating considering real-world data. Their model 

improved the IDS performance compared with previous 

research. The overall accuracy of the proposed detection 

model is 87%, ensuring dependability and low time 

complexity. Moreover, the model greatly improves the 

precision score of 88%, the recall score of 86%, and the 

f1-score of 86%, which are higher than the benchmark 

models. 

 

Figure 27: Overall scenario of the proposed IDS applied 

to the heterogeneous IoT network [229]. 

 

Figure 28: Overall architecture of Abdel Wahab solution. 

[233]. 

IoT has also an architecture challenge because of using 

the clouds. Because of the IoT limitations especially in 

capacity, it relays mostly on clouds, and this causes a 

new challenge in processing, storing, analyzing, and 

controlling the data. In the Cloud, a wide range of 

security challenges are observed due to two factors: 

misconfiguration in hardware equipment, and poorly 

secured Cloud databases. These caused the theft or 

leakage of 70 million records in 2018 [16]. It is worth 

mentioning that cloud can be an essential part of the IoT 

infrastructure due to several-fold reasons: handling big 

data, storing and processing huge amounts of data from 

IoT, and producing end results for the respective 

applications in the IoT environment [15]. To solve the 

cloud challenge, many researchers discuss an “Embedded 

edge AI chip into the IoT devices”. 

Most traditional AI computing tasks are performed 

remotely on centralized core devices or platforms, but 

this is not the best solution for IoT. Edge AI chips make 

it possible to embed AI computations into IoT devices. 

An Edge AI chip [215] is a chip that can perform or 

accelerate machine learning tasks on edge devices. At 

present, Google, NVIDIA, Intel, Qualcomm, and Huawei 

are all rapidly developing edge AI chip technologies, 

such as Google Coral Edge TPU [216]. Edge AI chips 

can also protect data privacy and security. The 

calculations do not need to send original data back to the 

cloud, which can greatly protect the security and privacy 

of data and reduce the possibility of data leakage and 

interception or abuse of personal/corporate data [22]. 

The next challenge is the huge number of IoT 

resources that collect different forms of data. 

Heterogeneity of IoT data accords when the data is 

collected from numerous sources, which forms a new 

challenge for ML models. In addition, using multiple 

parameters for module evaluation is one of the ML 

difficulties Researchers in [2] suggest considering an 

agreed standard set of metrics for the model's comparison 

for further improvements. In the same paper, data privacy 

for sensitive data is considered a weak point during ML 

training and testing, and researchers suggest randomly 

dividing the confidential values into several parts so that 

the opponent cannot deduce any information on the 

private value with a single element. Machine learning 

algorithms themselves have vulnerabilities that can be 

exploited by a malicious user. These kinds of attacks, 

named adversary machine attacks, aim to target the ML 

algorithms of a system to alter these initial functions. It is 

worth noting that it is essential to consider this threat 

when setting up security solutions integrating ML 

systems. Such networks usually have heterogeneous 

devices, dense users, frequent communication requests, 

and ubiquitous channel interference, which impose 

significant challenges on improving the Quality of 

Service (QoS) [21]. 

Anastasakis et al. [230] take the huge IoT network log 

as an advantage to enhance the security in IoT systems 

using federal learning (FL). FL is a distributed machine 

learning approach that aims to build and train global 

models based on training datasets that are distributed 

across different remote devices while avoiding data 

leakage. The data is never processed on central servers, 

decoupling the machine learning process from the data 

sources. In practice, FL solutions train an initial, generic 

machine-learning model in a central server, which is a 

baseline to start with, but their application faced a data 
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privacy challenge. Venkatasubramanian et al. [232] did a 

comprehensive survey about FL-based systems in IoT 

malware analysis, where their survey provides an 

overview of different approaches that integrate FL with 

IoT. 

Performance and accuracy are not fixed parameters we 

want to achieve, but they should depend on the IoT 

system itself. For example, if the mission is life-critical 

(e.g., autonomous car, Military, Healthcare), we should 

provide a very high-performance model considering 

speed and accuracy. On the other hand, if we want to 

save power or battery, the calculation should be different. 

Bout et al. [2] say that there is no comparative study of 

battery consumption, either from an attacker or a victim’s 

point of view that was carried out in a real context during 

most of the previous experiments. It is essential to 

improve learning methods in order to reduce the cost of 

the necessary resources and training time while 

increasing their performance. Due to the rapid data 

generation speed and the complexity of data sources of 

IoT, maintaining high-quality data in real-time is a 

challenging task [217]. Therefore, it remains an open 

research issue to investigate whether the available 

features in known benchmark datasets are sufficient to 

achieve high detection rates even in the presence of 

changing attack patterns or whether it will be necessary 

to add new features to maintain a high level of detection 

accuracy [12]. 

One of the main IoT challenges is its characteristics 

which cause limitations in different ways like power, 

capacity, computational processes, and more, those 

limitations encourage researchers to find lightweight 

technologies and techniques to deal with IoT devices, and 

one of those is in ML and DL solutions, IoT 

characteristics and limitations discussed more in section 

IV. Latif et al. [52] discussed a lightweight random 

neural network stack detection schema in the industrial 

environment IIOT, and they talked deeply about the 

challenges they found and some research future 

directions to control those challenges. One of the 

directions was about the generation of new security-

related datasets, where high-quality data is an important 

thing for model performance evaluation. The other future 

direction was the improvement in existing ML schemes 

for low-quality and noisy datasets, and they said the 

improvements in existing proposed schemes and the 

development of new algorithms are required to deal with 

low-quality and noisy data. They also list other directions 

such as the implementation of learning schemes at the 

edge, fog domain security, and the last solution was in 

using Blockchain-Based secure ML schemes for IoT 

security. 

Machine learning decisions about IoT detection are 

another challenge, most of the time ML can detect the 

intrusion but cannot decide how to deal with it. Abou El 

Houda et al. [225] produce Explainable Artificial 

Intelligence (XAI) which is a full system that can detect 

and take decisions about IoT intrusions using ML and DL 

techniques. They first build an ML/DL-based IDS using a 

deep neural network (DNN) to detect and predict IoT 

attacks in real-time. Then they develop multiple XAI 

models (i.e., RuleFit and SHapley Additive exPlanations, 

SHAP) on top of our DNN architecture to enable more 

trust, transparency, and explanation of the decisions made 

by their ML/DL-based IDS to cyber security experts. 

Abdelmoumin et al. [148] found a solution for costly 

training and testing time and computational overhead, 

they solve it using a distributed intelligent IDS 

architecture that can help reduce the computational 

overhead and; hence, reduced latency. Shukla [218] 

proposed XML-based lightweight IDS for low-power IoT 

networks running 6LoWPAN. They used the IDS 

mechanism to detect wormhole attacks in IoT networks. 

The proposed IDS mechanism uses three ML techniques, 

i.e., K-means clustering (unsupervised learning), decision 

tree (supervised learning), and a hybrid technique 

combining the aforementioned techniques. 

M. Raza et al. [42] present the role of IoT in healthcare 

and cover suitable IoT-driven solutions, especially in 

Covid-19. They also present challenges in the adoption of 

IoT in healthcare such as patient monitoring from home 

because of the lockdown. Patients need technologies in 

their homes to keep their health monitored and this was 

one of the challenges. The other challenge is energy and 

power usage, which is a main limitation in the IoT 

environments, and researchers cover this gap with 

suggestions for empowering IoT solutions. Authors listed 

other IoT challenges and limitations in healthcare during 

Covid-19 such as security, privacy, integration with other 

technology, data format, and legal and ethical issues. 

Alrashdi et al.  [125] focus on two main IoT 

challenges, but in the smart city environment. The first 

challenge was in zero-day attack detection, and the 

second one was finding the best AI method in cyberattack 

detection. In this research, the authors faced three 

challenges: Limited resources, heterogeneity, and a high 

false positive rate. They introduced an approach based on 

NIDS, called the AD-IoT system, to detect various loT 

attacks in a distributed fog layer instead of a cloud layer 

to solve those challenges. 

Bagaa et al. [141] provided a list of promising 

technologies and designed a security framework to 

integrate them comprehensively. The research challenge 

they found was in defining standardized interfaces to ease 

the interactions among the envisioned framework 

modules, including common languages to specify the IoT 

security policies needed to react according to the AI-

based decisions. Secondly, as the IoT landscape is 

continuously evolving, the AI system will need to be 

autonomously reconfigured to deal with additional 

emerging (and potentially unknown) IoT cyber-attacks, 

which do not follow previous network/systems signatures 

and patterns. Thirdly, another challenge deals with 

machine learning methods and algorithms that can be 

used by the reaction agent to dynamically plan the best 

countermeasure(s) to enforce according to different 

contexts. 

Other challenges faced by Liang et al. [59] were, first, 

the training process is time and computationally 

expensive, and that traditional machine learning cannot 

handle dynamic systems, such as intrusion detection 

systems are dynamic systems, in which new training data 



34 Informatica 47 (2023) 1–54 k. Harahsheh et al. 

are continuously generated. Second, applying one well-

trained machine learning model to multiple scenarios is a 

challenging issue. Third, machine learning is a black-box 

process, and backtracking through specific training steps 

is difficult, if not impossible. Authors found some future 

directions which may help in reducing those challenges. 

For example, using some online distributing learning will 

improve training and testing time and speed, especially in 

dynamic systems in which those distributed platforms can 

do training on the new slice for data only, instead of 

entering and retraining the whole dataset. They also 

suggest a solution for the problem of deploying ML in 

different CPS scenarios, where using data normalization, 

discretization, and sampling could an a appropriate 

solution. However, these solutions are not satisfactory in 

computation-limited devices in collaboration with time-

sensitive CPS requirements. Therefore, mechanisms to 

reduce the size of collected and stored data in constrained 

CPS devices are another possible research direction [59]. 

Salau et al. [6] did a survey that provided a review of 

the ML techniques that have been applied to solve some 

of the challenges of wireless networks for IoT and CPS, 

and some open challenges in wireless networking for 

CPS and IoT systems that AI techniques can be used to 

fill the gap, and the future work needed to create robust 

AI systems for IoT/CPS. 

Gümüşbaş et al. [12] discuss the criteria for a reliable 

benchmark dataset, which concerns the diversity of the 

traffic data, the diversity of the protocols, the volume of 

collected data, the diversity of the attacks considered, the 

inclusion of novel attack types, the inclusion of full 

payloads without anonymization, the presence or absence 

of informative features, the updatability, the 

consideration of realistic traffic, the extent of labeling, 

and the size of the feature set. Finally, any discussion of 

dataset reliability should consider the ability of a dataset 

to adapt to changes over time, by mimicking statistically 

normal traffic in accordance with upcoming needs, for 

example. Similarly, researchers in [219] propose the 

following 11 criteria for assessing the reliability of a 

dataset for intrusion detection:  

1) Attack diversity. 

2) Anonymity. 

3) Available protocols. 

4) Complete capture (with payloads). 

5) Complete interaction. 

6) Complete network configuration. 

7) Complete traffic. 

8) Feature set. 

9) Heterogeneity (all network traffic and system logs). 

10) Correct labelling. 

11) Metadata (full documentation of data collection). 

Code Analysis and Neural Learning are other trends 

that can also reveal that, with the network becoming more 

complex, the effort required for code analysis efforts 

decrease [29]. From the reviewed literature, a trend can 

view the network models applied for vulnerability 

detection as becoming increasingly complex and more 

expressive for better learning code semantic indicative of 

vulnerable code snippets. From recent studies using the 

CNN [220], [221] or LSTM [222], until the very recent 

studies adopting memory networks [223], the evolving 

network structure has shown the research effort that has 

been put into exploring the potential of neural networks 

for reasoning about the code semantics and rich patterns 

for facilitating vulnerability discovery. Researchers from 

the ML and NLP communities have been motivated to 

adopt state-of the-art tools/approaches for code analysis 

for vulnerability detection [224]. 

We cannot ignore IoT connectivity challenges that are 

encountered in the deployment of IoT devices [17]: 

• The first one is providing unique IPs to billions of 

devices connected to the Internet. This challenge can be 

mitigated by incorporating 6LoWPAN which uses IPv6. 

• The second challenge is developing low-power 

communication for transmitting data generated by 

sensors. 

• The third challenge is implementing effective routing 

protocols that consider the limited memory of sensors 

and support the flexibility and mobility of smart objects. 

Finally, Hussain et al. [15] listed at the end of their 

research a number of future directions and challenges to 

be solved such as: 

1) DL–One Size Does Not Fit All: DL techniques are 

very much application-specific where a model trained for 

solving one problem might not be able to perform well 

for another problem in a similar domain. 

2) Neural Networks Are Black Boxes: Deep neural 

networks act like a Blackbox, as we do not know how 

any DL model reaches a conclusion by manipulating the 

input data using the neurons at the intricately 

interconnected layers. 

3) Longer Convergence Time: Most of the RL 

algorithms have longer convergence times, and it may 

make them unsuitable for real-time applications. 

4) Butterfly Effect of ML and DL: The Butterfly effect 

is a phenomenon where a minute change in the input of a 

system creates chaos in the output. In this regard, ML and 

DL are also susceptible to this effect where a slight 

change in the input data to the learning system will create 

an enormous change in the output which is the learned 

model. 

5) Challenges for DL in the Edge: IoT will leverage 

the advantages of edge computing which will increase the 

IoT applications and services space. However, due to the 

sheer amount of data generated by IoT devices, it will be 

hard to implement DL techniques in edge devices. 

6) Over-Fitting Requirements and Hyper Parameters: 

Training offline from the fixed data logs (specified with 

external behavior policy) and learning from limited 

samples on the real system greatly affects the credibility 

of the decision-making of DL models. 

7) Real-Time Response Requirements: Real-time 

mission-critical IoT applications such as autonomous 

vehicles, e-health, online banking, etc. perform 

continuous sensing and information gathering from their 

surroundings. Therefore, model updates, interferences 

from surrounding knowledge sources, and predictions are 

based on live-streaming data. 
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9  Conclusion 
 

To improve security measures to recognize and 

respond to assaults, cyber security has grown to be a 

concern on a global scale, especially when technology 

has become an integral part of our life. IoT gained more 

popularity in the last 15 years and became one of the top 

components around us. All companies and individuals 

search for smart things to make life easier, and IoT helps 

them to reach this. However, when we think about 

security and privacy, they are in danger with this 

enormous growth. The standard security systems that 

were previously in use are no longer appropriate since 

they are ineffective at identifying new threats.  In a 

variety of applications, ML and DL techniques are 

essential in new cybersecurity systems and become more 

known in this area. Our survey has shown that there is a 

fast expansion in using ML in securing devices, 

especially IoT which became a main part of learning, 

shopping, business, banking, and government. 

The survey also compared different ML techniques for 

developing systems security against attacks in IoT 

networks in the last five years. It has many comparison 

tables which list 152 papers from IEEE Xplore in IoT 

security using ML techniques. We have offered a full 

review of the application of ML and DL for IoT systems. 

The most popular technologies are also listed, and many 

titles in ML, cybersecurity, IoT, Models evaluations, 

datasets, and more are thoroughly discussed. The current 

paper also attempted to cover all possible challenges 

facing the researchers who use ML in security IoT 

environments. Those challenges help us and other 

researchers solve problems to improve the security 

model. 

Our paper centers on IoT environment limitations and 

characteristics which make it different from regular 

networks and need special care in power, capacity, and 

computational limitations. The survey ends with some of 

the most recent solutions and future directions from 

different research from 2018 to 2023.  

However, the last section includes some open challenges 

to investigate and offer a useful road map for academic 

and industrial researchers working in the field of ML and 

DL for securing IoT and all its layers. 

We recommend our paper to all researchers who are 

interested in solving one of the biggest challenges in 

security which were caused by the IoT environment 

limitations and characteristics which make it different 

from regular networks and need special care in power, 

capacity, and computational limitations. Our survey 

provided open challenges to investigate and offer useful 

directions for academic and industrial researchers 

working in the field of ML and DL for securing IoT and 

all its layers. Listing the challenges may help us and other 

researchers to directly find problems, try to solve them, 

and draw a roadmap for future work. This survey also 

helps compare several ML and DL techniques and 

algorithms to finally get the best performance depending 

on its accuracy, precision, and recall, among other results. 

We also recommend this paper because it provides a list 

of the last updated datasets used in IoT security in Table 

7. The table provides different useful information for 

researchers such as dataset purposes, number of records, 

number of features, and a direct and updated accessible 

link. 

In conclusion, we think that our study may be helpful 

in shedding light on how machine learning techniques are 

used to create cyberattacks and can aid readers who are 

interested in creating fresh defenses against more 

sophisticated and potent attacks on IoT networks. We 

have also provided comprehensive literature in this field 

and briefly outlined some of the major difficulties 

associated with applying machine learning techniques to 

cyber security. Future studies are recommended to pay 

attention to the aforementioned difficulties. 

With a thorough discussion of the evaluation matrix, 

datasets, IoT characteristics, and other helpful material, 

this paper aims to give readers a roadmap for 

understanding the potential of ML and DL methods for 

IoT security and detection systems. 
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Table 12: Comparison between ML modules for all detection systems for papers published in the last 5 years in 

IEEE journal. 
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1 [33] 2021 Malware 
detection 

Anubis: Analyzing 
Unknown Binaries,  

Visualization  KNN 
RF 

NB 

98.17  
97.58  

96.78  

98.48  
97.48  

96.34  

98.17  
97.45 

96.52  

98.1 
97.45 

96.52 

2 [94] 2021 Malware 
detection 

IoTPoT CPU architecture RNN 98.71 - - - 

3 [95] 2020 Malware 

detection 

HPCs values 

collected by authors 

Hardware-based 

malware 

NN 

SVM 

81.15 

73.95 

79.6 

67.9 

82.16 

77.24 

- 

- 
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KNN 

LR 
NB 

DT 

76.98 

54.45 
52.12 

79.9 

74.15 

57.18 
13.18 

78.3 

77.24 

54.31 
59.6 

80.88 

- 

- 
- 

- 

4 [96] 2017 Malware 

detection 

3,258 Android 

applications 
collected by authors 

Android 

applications 

NB 

J48 
RF 

99.19 

98.79 
99.59 

-. 

- 
- 

- 

- 
- 

- 

- 
- 

5 [97] 2020 Malware 

detection 

IoTPOT 

TWISC 

Virus Share 

API calls CNN 

LSMT 

RF 
NB 

98.56 

96.99 

90.25 
89.65 

99.37 

98.57 

87.96 
80.47 

96.87 

91.36 

84.17 
89.67 

98.55 

96.96 

90.25 
90.97 

6 [98] 2020 Malware 

detection 

122,504 malware 

ELF files collected 

by authors  

Antivirus 

software reports 

RF 

KNN 

SVM 

98.80 

94.01 

94.35 

- 

- 

- 

- 

- 

- 

98.79 

93.96 

94.15 

7 [99] 2022 Malware 
detection 

SARD NLP BERT Model 
codeBETR 

95 
95 

91 
96 

88 
93 

88 
94 

8 [100] 2022 Malware 

detection 

DT Dase Malware VM and cloud DT  96.8 97.8 97.5 

9 [101] 2019 Malware 

detection 

RISS Clouds and edge 

computing 

DL 

ML 

99.7 

98.25 

- 

- 

- 

- 

- 

- 

10 [102] 2019 Malware 
detection 

VirusShare 
Malgenome 

Contagio Minidump 

Android NB  
DT  

RF  

SVM  

90.9 
86.4 

87.5  

92.5 

- 
- 

- 

- 

92.3 
93 

78.9 

80 

- 
- 

- 

- 

11 [103] 2019 Malware 
detection 

1790 application 
collected by authers 

Autonomous 
driving 

DNN 
DT 

SVM 
KNN 

ADA 

GBDT 
GNB 

RF 

ET 
xgboost 

93 
89 

93.5 
92 

89.3 

90.2 
81 

91 

91 
95 

- 
- 

- 
- 

- 

- 
- 

- 

- 
- 

- 
- 

- 
- 

- 

- 
- 

- 

- 
- 

 

12 [104] 2019 Malware 

detection 

 IoT (ISP) RF 

KNN 

GNB 

88.8 

94.44 

77.78 

86 

92 

75 

100 

100 

100 

92 

96 

86 

13 [105] 2022 Malware 
detection 

IoT-23 
VARIoT 

Network traffic Task 1 model 
Task 2 model 

Multitask1  

Multitask2  

92.63 
88.45 

95.38 

89.10 

92.05 
91.91 

95.38 

95.62 

96.14 
89.89 

99.88 

94.54 

96.90 
92.66 

99.16 

95.74 

14 [106] 2021 Malware 
detection 

MQTTset MQTT DT 
RF 

LR 

K-means 
GB 

SVM 

49.97 
50.87 

98.45 

49.86 
49.95 

87.53 

- 
- 

- 

- 
- 

- 

- 
- 

- 

- 
- 

- 

33.32 
35.25 

98.45 

33.27 
33.31 

87.44 

15 [107] 2020 Malware 

detection 

1000 Binvis images  

collected by authors  

Network traffic CNN 94.50 95.78 94.02 94.90 

16 [108] 2022 Malware 
detection 

CICMalDroid 2020 
Drebin 

Android  CNN 97.86 
98.43 

98.76 
92.92 

98.46 
91.01 

98.61 
91.96 

17 [109] 2021 DDoS 

Detection 

Collected by authors 

ISCX from UNB 

CAIDA DDoS 2007  

IoT network 

traffic 

SVM 

KNN 

RF 

DT 

NN 

93.4 

92.5 

92.3 

99.9 

97.2 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

18 [110] 2020 DDoS 

Detection 

CICIDS2017 

NSL-KDD 
KDDCup99 

ISCX from UNB 

loT networks CNN 85.55 

91.50 
95.55 

97.00 

97.27 

- 

- 
- 

- 

- 

- 

- 
- 

- 

- 

- 

- 
- 

- 

- 

19 [111] 2018 DDoS 
Detection 

Data collected by 
authors  

loT networks SVM 
KNN 

95 
90 

- 
- 

- 
- 

- 
- 

20 [112] 2022 DDoS 

Detection 

C1DDoS 

C2DDoS 

C3DDoS 
C4DDoS 

IoT devices LMT/author 

MLP 

KNN 
RT 

Bagging 

AdaBoostM1 
DL 

RNN 

SGD 
LSTM 

99.99 

87.47 

96.26 
98.64 

97.63 

97.41 
91.10 

50.46 

90.50 
99.06 

99.99 

90.2 

96.3 
98.7 

97.7 

97.4 
91.1 

58.4 

90.6 
99.1 

99.9 

87.5 

96.3 
98.6 

97.6 

97.4 
91.1 

50.5 

90.5 
99.1 

99.9 

87.4 

96.3 
98.6 

97.6 

97.4 
91.1 

35.2 

90.5 
99.1 

21 [113] 2018 DDoS ISCX from UNB SDN SVM 93.4 - - - 
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Detection KNN 

RF 

92.5 

92.3 

- 

- 

- 

- 

- 

- 

22 [114] 2019 DDoS 
Detection 

Bot-IoT IoT devices ANN 99 100 99 99 

23 [115] 2019 DDoS 

Detection 

CICIDS2017 loT networks CNN 

MLP 

LSTM 
SVM 

Bayes 

RF 

95.14 

86.34 

96.24 
95.5 

95.19 

94.64 

98.14 

88.47 

98.44 
97.72 

92.56 

90.18 

- 

- 

- 
- 

- 

- 

- 

- 

- 
- 

- 

- 

24 [116] 2021 DDoS 
Detection 

Boun DDoS IoT network 
traffic 

RF 97.9 100 2 98.9 

25 [117] 2021 DDoS 

Detection 

ISCXIDS 2012 

CICIDS 2017 

CSE-CIC-IDS 2018 
CICDDoS 2019 

Cloud  NB /CICDDoS 2019 

LR /CICDDoS 2019 

DT /CICDDoS 2019 
RF/CICDDoS 2019 

KNN/CICDDoS 2019 

SVM/CICDDoS 2019 

MLP/CICDDoS 2019 

98.33 

99.79 

99.97 
99.97 

99.92 

99.79 

99.93 

99.72 

99.92 

99.99 
99.99 

99.96 

99.90 

99.96 

98.44 

99.85  

99.97 
99.98 

99.95 

99.87 

99.95 

99.72 

99.88 

99.98 
99.98 

99.95 

99.88 

99.96 

26 [118] 2021 DDoS 

Detection 

IoT-23 IoT network 

traffic 

DT 

RF 

99.5 

99.0 

92.0 

95.0 

94.0 

93.0 

92.0 

93.0 

27 [119] 2018 DDoS 

Detection 

Collected by authors IoT network 

traffic 

KNN 

LSVM 
DT 

RF 
NN 

99.9 

99.1 
99.9 

99.9 
99.9 

99.8 

99.2 
99.6 

99.9 
98.3 

99.3 

87.0 
99.3 

99.8 
98.9 

99.5 

92.7 
99.4 

99.8 
98.6 

28 [120] 2020 DDoS 

Detection 

Data Collected by 

authors combined it 

with CICDDoS2019  

IoT network 

traffic 

ID3 

RF 

NB 
LR 

Author Model  

- 

- 

- 
- 

- 

78.0 

77.0 

41.0 
25.0 

99.47 

65.0 

56.0 

11.0 
02.0 

99.31 

69.0 

62.0 

05.0 
04.0 

99.35 

29 [121] 2020 DDoS 

Detection 

Collected by authors 

from 3 IoT devices. 

Wireless sensor 

network (WSN) 

SVM 

NN 
J-48 

RF 

- 

- 
- 

- 

99.5 

99.6 
99.6 

99.7 

99.4 

99.6 
99.5 

99.7 

99.4 

99.6 
99.5 

99.7 

30 [122] 2021 DDoS 

Detection 

CIC DoS 2017  

CIC IDS 2017 

Software-Defined 

Networking 
(SDN) 

J48 

RT 
REP Tree 

RF 

SVM 
MLP 

FFCNN/ Authors  

90.68 

91.76 
90.37 

94.41 

93.1 
95.01 

99.41 

65.22 

72.83 
64.17 

78.33 

92.0 
95.46 

97.48 

52.8 

55.65 
50.44 

81.86 

93.0 
94.51 

99.54 

58.36 

63.09 
56.48 

80.05 

93.0 
94.98 

98.50 

31 [123] 2019 Anomaly 

Detection 

MAWILab Apache Spark DT 

LR 
RF 

MLP 

NB 

84.70 

95.83 
95.05 

83.07 

18.20 

- 

- 
- 

- 

- 

- 

- 
- 

- 

- 

- 

- 
- 

- 

- 

32 [124] 2020 Anomaly 
Detection 

Collected by authors Surveillance 
systems 

NB 
MP 

ICO 

DT 
RF 

95.64 
96.56 

96.79 

95.41 
96.56 

- 
- 

- 

- 
- 

- 
- 

- 

- 
- 

- 
- 

- 

- 
- 

33 [125] 2019 Anomaly 

Detection 

UNSW-NB15 Smart City RF 99.34 79.0 97.0 86.0 

34 [126] 2021 Anomaly 

Detection 

N-BaIoT IoT in the internet  Auto-encoder 

ANN 
LR 

- 

96.4 
99.98 

99.30 

93.9 
99.9 

99.99 

95.1 
99.96 

- 

99.13 
99.92 

35 [127] 2021 Anomaly 

Detection 

CIC-IDS-2017 IoT Network KNN 

RF 

ID3 
Adaboost 

MLP 

NB 
Q discr.analysis 

PHICAD 

- 

- 

- 
- 

- 

- 
- 

- 

96 

98 

98 
77 

77 

88 
97 

99 

96 

97 

98 
84 

83 

04 
88 

84 

96 

97 

98 
77 

76 

04 
92 

91 

36 [128] 2021 Anomaly 

Detection 

Motion sensors data 

collected by authors 

Discover Sensor 

Tampering 

AD-ML/ authors  91.62 94 75 83 

37 [129] 2020 Anomaly 
Detection 

Collected by authors Domain Name 
System (DNS) 

traffic data  

ARBA/ authors 
ARBA-SVM 

ARBA-LR 

ARBA-NC 
BotDAD 

DomainObserver 

99.7 
99.6 

99.5 

99.5 
99.5 

99.1 

97.1 
97.1 

93.0 

92.9 
94.2 

87.1 

93.2 
90.5 

90.5 

89.1 
87.8 

82.4 

95.1 
93.6 

91.8 

90.9 
90.9 

84.7 

38 [130] 2019 Anomaly Collected by authors Smart Transfer Learning - 90.68 89.82 90.24 
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Detection Manufacturing VAR 

CNN 
KNN 

70-85 

90 
90 

76.52 

71.38 
73.31 

85.64 

82.51 
81.71 

80.82 

76.54 
77.28 

39 [131] 2021 Anomaly 

Detection 

Collected by authors HTTP anomaly 

detection 

One-class HYBRID 

Only OC-SVM 

Only SVDD 

98.31 

97.2 

92.63 

95.2 

89.44 

74.72 

97.0 

98.67 

99.48 

96.11 

93.82 

85.34 

40 [132] 2022 Anomaly 
Detection 

UNSW-NB15 IoT Network K-Means 
Mean Shift 

LOF 

RF 
LR 

CatBoost 

LOF with RF 
LOF with LR 

LOF with CatBoost 

Authors model 

71 
53 

75 

69 
89 

98 

99 
93 

99 

99 

60 
50 

46 

43 
82 

93 

98 
89 

99 

99 

65 
50 

47 

43 
76 

97 

97 
84 

97 

97 

60 
45 

46 

43 
78 

98 

97 
86 

98 

98 

41 [133] 2019 Anomaly 
Detection 

mobile big data 
(MBD)/ authors 

Mobile Wireless 
Networks 

NB 
Bayesian 

SVM 

RF 

89.4 
86.5 

92.9 

91.3 

22.6 
0.18 

97.6 

99.9 

99.1 
31.5 

99.6 

99.3 

36.8 
0.4 

98.6 

99.6 

42 [134] 2019 Anomaly 
Detection 

Collected by authors Cloud computing SVM 
RF 

MLP 

- 
- 

- 

71 
95 

100 

- 
- 

- 

70 
94 

100 

43 [135] 2021 Anomaly 

Detection 

CSIC +  

Authors Dataset 

Hypertext 

Transfer Protocol 
(HTTP) 

One-Class HYBRID 

Only OC-SVM 
Only SVDD 

98.31 

97.2 
92.63 

95.2 

89.44 
74.72 

97.0 

98.67 
99.48 

96.11 

93.82 
85.34 

44 [136] 2022 Anomaly 

Detection 

Modbus based 

network 

IoT Network Federal Leaning (FL) 98.67 96.25 96.72 96.48 

45 [137] 2020 Anomaly 
Detection 

DS2OS traffic traces IoT Network LR 
ANN 

99 
99 

99 
99 

91 
96 

94 
94 

46 [138] 2018 Intrusion 

Detection 

NSL-KDD wireless packet 

traffic flow 

K-mean 

SVM 

SVM+ K-mean 

71.45 

74.45 

98.34 

- 

- 

- 

- 

- 

- 

- 

- 

- 

47 [139] 2022 Intrusion 
Detection 

NSL-KDD 
CIC-IDS2018 

TON IoT 

IoT Network CNN 99 - - - 

48 [140] 2021 Intrusion 

Detection 

TON_IoT IoT Network DT 

RF 
AdaBoost 

GB 

XGBoost 
KNN 

SVM 

99.19 

99.23 
95.37 

97.74 

99.14 
83.41 

86.02 

98.57 

98.62 
94.85 

96.05 

98.47 
79.64 

76.13 

99.12 

99.19 
91.72 

97.55 

99.09 
70.53 

87.40 

98.85 

98.90 
93.26 

96.79 

98.78 
74.81 

81.37 

49 [141] 2020 Anomaly 

Detection 

DARPA 

KDD99 
DEFCON 

 SDN and NFV SVM 99.9    

50 [142] 2022 Intrusion 

Detection 

Bot-IoT  IoT Network DT 

LR 

NB 
Stack 

79.06 

92.05 

59.93 
100 

35.78 

52.62 

47.21 
100 

28.64 

50.88 

22.04 
99.91 

28.46 

51.17 

21.46 
99.96 

51 [52] 2020 Attack 

Detection 

DS2OS Industrial IoT 

system 

ANN 

RaNN 

97.97 

98.33 

97.27 

98.05 

97.97 

98.06 

97.62 

98.12 

52 [143] 2021 Intrusion 

Detection 

UNSW-NB 15 Fog/Edge 

computing 

XGB 

ADA_Boost 

RandomForest IG 

RandomForest Gini 

GBC 
DT 

KNN 

SVM 
Gaussian NB 

95.54 

92.77 

92.63 

92.59 

92.09 
91.44 

90.12 

89.11 
50.46 

- 

- 

- 

- 

- 
- 

- 

- 
- 

- 

- 

- 

- 

- 
- 

- 

- 
- 

- 

- 

- 

- 

- 
- 

- 

- 
- 

53 [144] 2020 Intrusion 

Detection 

OneM2M OneM2M J48 

DL 

92.32 

82 

92.95 

83.82 

93.80 

86.62 

- 

- 

54 [145] 2020 Intrusion 

Detection 

IoT/IIoT 

TON-IoT 

OS logs and 

Network traffic of 
IoT network 

LR 

LDA 
KNN 

RF 

CART 
NB 

SVM 

LSTM 

61 

92 
72 

71 

77 
54 

60 

98 

38 

46 
71 

69 

77 
59 

37 

64 

62 

63 
73 

72 

77 
51 

61 

68 

47 

51 
70 

67 

75 
52 

46 

63 

55 [146] 2021 Intrusion 
Detection 

NSL-KDD IoT Network SVM + linear kernel 
SVM+polymoial 

kernel 

96.5 
98.8 

99.0 

- 
- 

- 

- 
- 

- 

- 
- 

- 
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SVM + RBF kernel 

SVM + Sigmoid 
kernel 

97.8 - - - 

56 [147] 2020 Intrusion 

Detection 

NSL-KDD IoT Network KNN 99.78 - - 99.72 

57 [148] 2022 Intrusion 

Detection 

IOT_BOTNET 

 

industrial IoT 

network traffic 

PCA-SVM 

PCA-NN 
PCA-SVM-NN 

21.9 

8.1 
6.3 

94.6 

57.1 
46.6 

17.7 

8.0 
6.0 

29.8 

14.0 
10.7 

58 [149] 2020 Intrusion 

Detection 

loT Network 

Intrusion Dataset 

IoT Network LR 

SVM 

KNN 
RF 

XGBoost 

86 

79 

96 
100 

96 

- 

- 

- 
- 

- 

75 

78 

96 
100 

96 

80 

77 

96 
100 

96 

59 [150] 2020 Intrusion 

Detection 

Collected by authors Blockchain 

Network 

SVM 99 99.98 100 99.98 

60 [151] 2022 Intrusion 
Detection 

Collected by authors IoT Network LR 
RF 

NB 

SVM 

93.52 
93.54 

93.53 

93.53 

- 
- 

- 

- 

- 
- 

- 

- 

- 
- 

- 

- 

61 [152] 2021 Intrusion 
Detection 

KDDCUP99 
N-BaIot 

IoT applications J48 
RF 

RT 

REPTree 
NB 

99.92 
99.96 

99.95 

99.93 
77.41 

- 
- 

- 

- 
- 

- 
- 

- 

- 
- 

- 
- 

- 

- 
- 

 
 

62 [153] 2022 Intrusion 

Detection 

CIC-IDS dataset 

2017 

Network Flow RF 

DT 

ET 
KNN 

99.61 

99.53 

99.59 
99.19 

100 

80 

100 
100 

100 

100 

100 
100 

100 

88.88 

100 
100 

63 [154] 2022 Intrusion 

Detection 

UNSW NB15 

BoT-IoT 

IoT Network Bi-LSTM 

LSTM 

96.60 

96.41 

96 

97 

96 

96 

96 

96 

64 [155] 2022 Intrusion 

Detection 

TON-IoT IoTProtect RF 

LR 
DT 

Gaussian NB 

99.99 

65.01 
99.99 

37.02 

- 

- 
- 

- 

- 

- 
- 

- 

- 

- 
- 

- 

65 [156] 2021 DoS 

detection 

NSL-KDD Wireless 

Environment 

MLP - 93 71 81 

66 [157] 2021 DoS 
Detection 

UNSW-NB15 
ISCX 

SDN SVM 
KNN 

MLP 

- 
- 

- 

95 
95 

95 

95 
97 

97 

95 
95 

95 

67 [158] 2019 Intrusion 

Detection 

NSL-KDD IoT Network DNN + softsign 

Activation function 

98 98 98 98 

68 [159] 2021 Intrusion 
Detection 

CICIDS2017 IoT Network CNN /DDos attack 
CNN/ infiltration 

CNN/ Web attack 

CNN/ Brute force 
attack 

98 
97 

98 

97 

96 
98 

95 

98 

98 
97 

97 

98 

98 
97 

97 

97 

69 [160] 2021 Intrusion 

Detection 

BoT-IoT SDN RF 

CNN 

90.78 

99.95 

- 

- 

- 

- 

- 

- 

70 [161] 2019 Intrusion 

Detection 

UNSW-15 IoT authentication ANN 84 - - - 

71 [162] 2021 Intrusion 
Detection 

UNSW-NB 15 IoT Network PLA 
LR 

NN 

DT 
Voting 

BoA 

AdaBoost 
RF 

16.19 
17.23 

32.81 

28.97 
19.36 

18.092

7.58 
68.50 

12.31 
10.09 

12.51 

21.30 
10.94 

09.71 

15.29 
29.55 

10.88 
11.11 

11.06 

12.20 
11.63 

11.01 

15.10 
20.94 

05.94 
06.68 

08.56 

10.01 
06.65 

06.66 

10.59 
19.38 

72 [163] 2022 Intrusion 

Detection 

Comp1, Comp2 

Comp3, Comp4 

Comp5, AIO 

IoT devices CNN/ Comp3 

CNN/ AIO 

96.73 

96.77 

90.20 

90.31 

90.20 

90.31 

90.20 

90.31 

73 [164] 2019 Intrusion 
Detection 

NSL-KDD Edge Computing J48/ DoS 
SVM/ DoS 

NB/ DoS 

Logistic/ DoS 
RF/ DoS 

CNN/ DoS 

97.4 
97.5 

75.7 

97.1 
96.9 

99.2 

- 
- 

- 

- 
- 

- 

- 
- 

- 

- 
- 

- 

- 
- 

- 

- 
- 

- 

74 [165] 2021 Intrusion 

Detection 

BOT-IOT IoT Network SVM 

SVM + Chi Square 
SVM + ExtraTrees 

SVM + PCA 

SVM + FA 

88.37 

98.66 
99.29 

62.52 

99.38 

100 

99.99 
100 

100 

100 

83.37 

98.66 
99.29 

76.92 

99.30 

98.84 

99.32 
99.64 

62.59 

99.78 
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75 [166] 2021 Attack 

detection 

NSL-KDD IoT Network LR 

GBC 
KNN 

DT 

XGBoost 
GSOM 

- 

- 
- 

- 

- 
- 

- 

- 
- 

- 

- 
- 

- 

- 
- 

- 

- 
- 

96 

97.44 
94.55 

95.39 

96.99 
96.47 

KDD99 LR 

GBC 

KNN 
DT 

XGBoost 

GSOM 

- 

- 

- 
- 

- 

- 

- 

- 

- 
- 

- 

- 

- 

- 

- 
- 

- 

- 

88.72 

99.69 

96.66 
98.02 

99.03 

93.60 

CICID LR 
GBC 

KNN 

DT 
XGBoost 

GSOM 

- 
- 

- 

- 
- 

- 

- 
- 

- 

- 
- 

- 

- 
- 

- 

- 
- 

- 

87.36 
99.19 

99.48 

98.33 
97.28 

99.99 

Bot-IoT LR 

GBC 
KNN 

DT 

XGBoost 
GSOM 

- 

- 
- 

- 

- 
- 

- 

- 
- 

- 

- 
- 

- 

- 
- 

- 

- 
- 

90.15 

91.64 
93.56 

95.49 

98.12 
9445 

76 [167] 2021 Spam 

Detection 

REFIT smart home 

dataset. 

IoT framework BGLM 

BLM 
Xgboost 

GLM 

79.81 

83.22 
84.35 

88.9 

65 

54.1 
56.7 

59.8 

100 

100 
100 

100 

- 

- 
- 

- 

77 [168] 2019 Attack 

detection 

IoT Botnet Attacks IoT critical 

infrastructures 

DT 

SVM 
MP 

99.13 

99.31 
90.81 

- 

- 
- 

- 

- 
- 

- 

- 
- 

78 [169] 2019 Attack 

detection 

KDD Traffic Signal 

System 

K-Mea 

K-Med 

RF 
LAD 

75 

75 

100 
100 

- 

- 

- 
- 

- 

- 

- 
- 

- 

- 

- 
- 

79 [170] 2021 Attack 

detection 

CVE extracted from 

the NVD database 

Social Media 

Monitoring 

RF 

DT 

NB 
LR 

SVM 

KNN 

92.71 

89.97 

60.19 
71.42 

73.90 

58.09 

71.75 

67.20 

55.31 
57.12 

57.98 

54.32 

91.57 

87.84 

73.72 
78.36 

80.63 

69.38 

77.65 

72.24 

47.12 
54.24 

56.25 

45.25 

80 [171] 2020 Attack 
detection 

KDD IoT Industry KNC 
K-mean 

DT 

MLP 
LR 

SVM 

CDL 
Co-DL2 

Co-DL3 

88.56 
82.78 

87.91 

87.91 
89.52 

88.32 

97 
97.52 

97.54 

- 
- 

- 

- 
- 

- 

- 
- 

- 

- 
- 

- 

- 
- 

- 

- 
- 

- 

- 
- 

- 

- 
- 

- 

- 
- 

- 

NSLKDD KNC 

K-mean 
DT 

MLP 

LR 

SVM 

CDL 

Co-DL2 
Co-DL3 

94.31 

87.05 
93.78 

90.16 

92.52 

93.38 

90.86 

93.99 
93.37 

- 

- 
- 

- 

- 

- 

- 

- 
- 

- 

- 
- 

- 

- 

- 

- 

- 
- 

- 

- 
- 

- 

- 

- 

- 

- 
- 

UNSW-NB15 KNC 

K-mean 

DT 
MLP 

LR 

SVM 
CDL 

Co-DL2 

Co-DL3 

96.85 

86.19 

97.01 
96.77 

96.2 

96.74 
95.67 

95.6 

95.67 

- 

- 

- 
- 

- 

- 
- 

- 

- 

- 

- 

- 
- 

- 

- 
- 

- 

- 

- 

- 

- 
- 

- 

- 
- 

- 

- 

81 [172] 2020 Attack 
detection 

UNSW NB15 Smart City ANN 85.16 84 85 84 

82 [173] 2018 Attack 

detection 

NSL-KDD IoT environment DFEL.GBT 

DFEL.KNN 

DFEL.DT 

DFEL.LG 

98.54 

98.82 

98.77 

98.85 

98.54 

98.82 

98.77 

98.85 

98.53 

98.82 

98.77 

98.85 

- 

- 

- 

- 
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DFEL.GNB 

DFEL.SVM 

98.80 

98.86 

98.79 

98.86 

98.79 

98.87 

- 

- 

UNSW-NB15 DFEL.GBT 
DFEL.KNN 

DFEL.DT 

DFEL.LG 
DFEL.GNB 

DFEL.SVM 

91.22 
91.90 

92.29 

92.35 
92.52 

92.32 

90.38 
91.25 

91.24 

91.50 
91.45 

91.41 

90.69 
91.21 

92.52 

92.11 
92.85 

92.20 

- 
- 

- 

- 
- 

- 

83 [174] 2022 Attack 

detection 

IoT-MQTT Message 

Queuing 
Telemetry 

Transport 

(MQTT) 

ANN 

NB 
XGB 

DT 

KNN 

98.23 

96.07 
99.60 

97.74 

95.86 

99.58 

99.78 
99.55 

97.73 

96.74 

99.58 

99.78 
99.55 

97.73 

96.74 

98.34 

96.73 
99.48 

97.16 

94.73 

84 [175] 2022 Attack 
detection 

& 

classificat
ion 

IOT-23 IoT Traffic NB 
DT 

BG 

RF 
MIMETC(NET+HDR) 

37.60 
95.62 

95.46 

95.49 
99.93 

- 
- 

- 

- 
- 

- 
- 

- 

- 
- 

25.44 
75.92 

76.98 

77.28 
91.70 

85 [176] 2021 Attack 

detection 

NSLKDD Medical Smart 

Environment 

PSO-RF 

PSO-DT 

PSO-KNN 
PSO-RC 

99.76 

99.58 

98.90 
97.61 

99.75 

99.59 

98.89 
97.60 

96.45 

96.27 

92.33 
91.06 

- 

- 

- 
- 

86 [177] 2021 Attack 

detection 

N-BaIoT IoT system K-mean/ Dataset1 

K-mean/ Dataset2 

K-mean/ Dataset3 

99.2 

97.7 

96.7 

- 

- 

- 

- 

- 

- 

99.0 

97.6 

96.6 

87 [178] 2021 Attack 

detection 

IoT-23 IoT Network KNN 

RF 

AAE+KNN 
BiGAN+KNN 

- 

- 

- 
- 

- 

- 

- 
- 

- 

- 

- 
- 

60.19 

55.18 

97.43 
97.41 

88 [179] 2021 Botnet 

Detection 

N-BaIoT IoT device  KNN 

DT 

RF 
AD 

GB 

98.64 

100 

99.99 
93.9 

96.52 

97.89 

100 

99.99 
90.13 

94.88 

- 

- 

- 
- 

- 

- 

- 

- 
- 

- 

89 [180] 2021 Botnet 

Detection 

Created by authors 

in [176] 

IoT device  K-mean + DT 99.13 - - - 

90 [181] 2019 Botnet 
Detection 

Mirai-alike DNS RF 
KNN 

- 
- 

99 
90 

98 
78 

98 
80 

91 [182] 2022 Botnet 

Detection 

Collected from IoT 

devices in 

University of New 
South Wales’s 

(UNSW) 

IOT Network 

Traffic 

LR 

RF 

KNN 
SVM 

XGB 

DNN 

94.60 

96.18 

94.64 
95.04 

96.03 

82.64 

- 

- 

- 
- 

- 

- 

- 

- 

- 
- 

- 

- 

- 

- 

- 
- 

- 

- 

92 [183] 2019 Botnet 
Detection 

N-BaIoT 
 

IOT Network 
Flow 

LR 
NB 

KNN 

AB 
AB 

RF 

RSVM 
LSVM 

DNN 

11.1 
7.2 

93.9 

98.5 
38.3 

93.6 

95.8 
96.8 

100 

10.3 
10.7 

95.2 

98.6 
28.3 

94.9 

94.1 
95.7 

100 

11.1 
7.2 

93.9 

98.5 
38.3 

93.6 

94.8 
95.1 

100 

2.3 
8.6 

93.7 

98.5 
26.2 

93.4 

95.1 
95.9 

100 

BoT-IoT LR 

NB 
KNN 

DT 

AB 
RF 

52.6 

52.9 
99.8 

99.9 

12.2 
99.1 

33.4 

47.1 
99.6 

98.2 

61.2 
99.5 

26.4 

53.4 
99.7 

98.2 

35.3 
97.8 

19.8 

24.4 
99.6 

98.2 

20.5 
98.6 

93 [184] 2022 Botnet 

Detection 

N-BaToT IoT environment  NB 

RF 

ANN 

- 

- 

- 

14 

91 

90 

14 

91 

90 

14 

91 

90 

94 [185] 2022 Botnet 
Detection 

IoT-23 IoT Network NB 
SVM 

DT 

- 
- 

- 

85 
60 

77 

30 
69 

73 

21 
57 

65 

95 [186] 2020 Botnet 

Detection 

CICIDS2017 IoT Network NB 

KNN 
RF 

LR 

73.71 

99.59 
100 

100 

68.33 

99.58 
100 

100 

99.93 

99.69 
100 

100 

81.16 

99.64 
100 

100 

CTU-13 NB 

KNN 
RF 

LR 

71.72 

97.51 
100 

100 

92.89 

97.67 
100 

100 

36.11 

96.44 
100 

100 

52.01 

97.05 
100 

100 

IoT-23 NB 99.92 99.92 99.92 99.92 
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KNN 

RF 
LR 

99.94 

100 
99.91 

99.94 

100 
99.91 

99.94 

100 
99.91 

99.94 

100 
99.91 

96 [187] 2018 Botnet 

Detection 

Balanced and 

unbalanced dataset 

created by authors  

IoT Network SVM /unbalanced DS 

SVM/ balanced DS 

93.15 

83.37 

96.27 

76.86 

- 

- 

- 

- 

97 [188] 2022 Botnet 
Detection 

IoT-23 5G Networks Authors model with 
WFS feature selection 

99.99 100 - 100 

98 [189] 2020 DDOS 

Detection 

Collected by authors  IoT networks 

with WSNs 

SVM/Device ID 3 

NN/Device ID 3 

J-48/Device ID 3 
RF/Device ID 3 

- 

- 

- 
- 

99.5 

99.6 

99.6 
99.7 

99.4 

99.6 

99.5 
99.7 

99.4 

99.6 

99.5 
99.7 

99 [190] 2022 Botnet 

Detection 

MedBIoT IoT Network DT 

LR 

MLP 
Ensemble 

ELM/ authors  

81.6 

69.9 

83.8 
90.2 

95.4 

82.7 

68.3 

87.4 
89.8 

94.2 

82.6 

96.9 

87.5 
88.9 

94.1 

82.6 

69.0 

87.4 
89.5 

91.1 

100 [191] 2018 Botnet 

Detection 

Collected by authors Linux IoT system (DGCNN)/size1100  91.6 91.7 96.3 94.0 

101 [192] 2020 Botnet 
Detection 

N_BaIoT IOT Network 
Traffic 

DT /Baby monitor 
ETC /Baby monitor 

RF/Baby monitor 

SVM/Baby monitor 

- 
- 

- 

- 

83.98 
89.46 

94.34 

91.75 

83.44 
89.22 

94.23 

90.71 

83.71 
89.34 

94.29 

91.23 

102 [193] 2019 Malware 
Detection 

Collected by authors IoT software 
vulnerabilities 

RF 
KNN 

GNB 

88.8 
94.44 

77.78 

86 
92 

75 

100 
100 

100 

92 
96 

86 

103 [194] 2020 Botnet 
Detection 

ISOT HTTP Botnet 
 CTU-13 

CICDDoS2019 

IOT Network 
Traffic 

ANTE/ authors 
SVM 

NB 

MLP 

99.23 
93 

74 

94 

100 
100 

40 

94 

96 
62 

83 

71 

98 
77 

54 

81 

104 [195] 2018 Botnet 
Detection 

Collected by authors IOT Network 
Traffic 

DT 
KNN 

98.97 
94.97 

- 
- 

- 
- 

- 
- 

105 [196] 2022 Botnet 

Detection 

Collected by authors 

[177] 

IOT Network 

Traffic 

BC 

DT 

RF 

99.9 

99.82 

99.7 

99.8 

99.62 

99.49 

99.9 

100 

99.87 

99.8 

99.81 

99.68 

106 [197] 2022 Botnet 

Detection 

Collected by authors IoT Edge Devices DT/ 115 features 

DT/ 9 features 

LR 

NB 
RF 

AdaBoost 

XGBoost 
SGD 

ANN 

100 

100 

99.94 

96.76 
100 

100 

100 
99.90 

99.99 

100 

100 

99.98 

96.98 
100 

100 

100 
99.98 

99.99 

100 

100 

99.95 

99.95 
100 

100 

100 
99.91 

99.99 

100 

100 

99.97 

9827 
100 

100 

100 
99.94 

99.99 

107 [198] 2020 Botnet 

Detection 

Bot-IoT-2018 IoT Environments DT 

SVM 
Authors model 

99.82 

88.37 
99.99 

53 

100 
99 

91 

88 
100 

56 

94 
100 

108 [199] 2021 Botnet 

Detection 

Bot-IoT IOT Network 

Traffic 

C4.5/ authors- normal 

NB- normal 

RF- normal 
SVM- normal 

99.99 

99.97 

99.98 
99.82 

93 

32.33 

95.52 
100 

- 

- 

- 
- 

- 

- 

- 
- 

109 [200] 2021 Botnet 

Detection 

Bot-IoT IOT Network 

Traffic 

CNN 

LSTM 

94.48 

86.24 

- 

- 

- 

- 

- 

- 

110 [201] 2021 Botnet 

Detection 

Bot-IoT 

CTU-13 

IOT Network 

Flow 

DT/5s time window 

RF/5s time window 
XGB/5s time window 

92.23 

93.11 
95.42 

91.26 

93.02 
95.29 

93.45 

95.48 
97.11 

92.34 

94.23 
96.19 

111 [202] 2020 Botnet 

Detection 

Bot-IoT 

UNSW 

UNSW-NB15 

IOT Network DT 

NB 

KNN 
SVM 

99.89 

96.90 

98.80 
83 

100 

95 

99 
85 

100 

99 

100 
84 

100 

97 

99 
85 

112 [203] 2021 Botnet 

Detection 

UCI ML Repository IoT Environments GNB 

ANN 

SVM 
KNN 

CNN 

75.98 

88.70 

97.14 
97.48 

97.98 

- 

- 

- 
- 

- 

- 

- 

- 
- 

- 

- 

- 

- 
- 

- 

113 [204] 2021 Anomaly 

detection 

N-BaIoT IOT Network Auto-encoder 

ANN 
LR 

CNN 

RNN 
LSTM 

- 

96.4 
99.98 

- 

- 
- 

99.30 

93.9 
99.9 

- 

- 
- 

99.99 

95.1 
99.96 

- 

- 
- 

- 

99.13 
99.92 

91 

41 
62 

114 [205] 2021 Intrusion 

Detection  

UNSW-NB15 IOT Network 

traffic 

RF IG 

RF Gini 

DT 

92.63 

92.61 

91.44 

- 

- 

- 

- 

- 

- 

- 

- 

- 
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