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#### Abstract

We use the Galaxy and Mass Assembly (GAMA) and the Deep Extragalactic Visible Legacy Survey (DEVILS) observational data sets to calculate the cosmic star formation rate (SFR) and active galactic nuclei (AGN) bolometric luminosity history (CSFH/CAGNH) over the last 12.5 billion years. SFRs and AGN bolometric luminosities were derived using the spectral energy distribution fitting code ProSpect, which includes an AGN prescription to self consistently model the contribution from both AGN and stellar emission to the observed rest-frame ultra-violet to far-infrared photometry. We find that both the CSFH and CAGNH evolve similarly, rising in the early Universe up to a peak at look-back time $\approx 10 \mathrm{Gyr}(z \approx 2)$, before declining toward the present day. The key result of this work is that we find the ratio of CAGNH to CSFH has been flat ( $\approx 10^{42.5} \mathrm{erg} \mathrm{s}^{-1} \mathrm{M}_{\odot}^{-1} \mathrm{yr}$ ) for 11 Gyr up to the present day, indicating that star formation and AGN activity have been coeval over this time period. We find that the stellar masses of the galaxies that contribute most to the CSFH and CAGNH are similar, implying a common cause, which is likely gas inflow. The depletion of the gas supply suppresses cosmic star formation and AGN activity equivalently to ensure that they have experienced similar declines over the last 10 Gyr . These results are an important milestone for reconciling the role of star formation and AGN activity in the life cycle of galaxies.
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## 1 INTRODUCTION

The cosmic optical and infrared backgrounds (COB \& CIB) are the second largest repositories of photon energy in the Universe. Each is about a factor 40 lower than the cosmic microwave background (CMB) (e.g., Hill et al. 2018). While the CMB is comprised of the relic photons produced during the Big Bang, the COB and CIB is produced from the galaxy population as it evolves (e.g., Driver et al. 2016b) - from star-formation and the accretion of matter onto central super-massive black holes. Hence the COB and CIB represents an encoded record of the star formation and active galactic nuclei (AGN) activity modulated by dust reprocessing as the light escapes the host galaxies. As such, if we have an accurate representation of these two ingredients, the cosmic star-formation history (CSFH) and the

[^0]cosmic AGN bolometric luminosity history (CAGNH), the COB and CIB should be fully predictable.

The CSFH is the combined sum of star formation rate (SFR) per unit volume, or cosmic SFR density, as a function of time or redshift. The CSFH peaks at look-back time $\approx 10 \operatorname{Gyr}(z \approx 2 \rightarrow 3)$ before steadily declining into the present day, indicating an initial rapid formation of stars in the first few billion years since the Big Bang to a relaxed phase of star formation thereafter (Madau \& Dickinson 2014). A similar story is also seen in the evolution of the cosmic ultra violet (UV) luminosity density, i.e., the sum of UV luminosities per unit volume as a function of time or redshift (Lilly et al. 1996), highlighting the link between UV light and star formation.

Star formation activity is not only encoded in the UV light but in the entire spectral energy distributions (SEDs) of galaxies, from gamma rays through to radio wavelengths (e.g., Kennicutt \& Evans 2012; Davies et al. 2017; Fermi-LAT Collaboration et al. 2018). For example, UV photons from recently formed stars can also heat
up the surrounding dust medium so that the star formation activity can be estimated from the thermal far-infrared emission of the dust. However, the assumptions that go into converting observed light into SFR can lead to situations where no two indicators agree on the SFR of the same galaxies, which propagate through to inconsistencies in the shapes of relations that scale with SFR, as well as the CSFH (Davies et al. 2016; Casey et al. 2018). Thus, it is preferable to consider star formation not at isolated wavelengths but across the full breadth of the SEDs of galaxies. This is essentially what SED fitting does: to derive physical quantities of galaxies by considering most, if not all, of the processes that produced the galaxy's SED (Conroy 2013).

However, as galaxies are multi-component in nature, the contribution of flux to their SEDs is not only from stellar emission. AGN, the central engines of galaxies, can have appreciable effects on the properties derived from fitting galaxy SEDs, which leads to uncertainties in those derived quantities. For example, SFRs derived from SED fitting can decrease by as much as 2 dex when including an AGN component because erroneously allocated star formation flux is more correctly assigned to the AGN component (Thorne et al. 2022a). For this reason, galaxies with strong AGN dominated SEDs are often excluded in the analysis of the CSFH to avoid AGN contamination biasing the interpretation of the results.

One issue with this approach is that not all AGN contribute similarly to their galaxy's SED, and so the efficiency at which they are detected, and thus filtered out, varies from wavelength to wavelength as a result of the underlying physics of AGN (e.g., the presence of radio jets, dust geometry, environment) and selection effects between different wavelength observatories (e.g., Padovani et al. 2017). In their determination of the CSFH using the Galaxy and Mass Assembly (GAMA), G10-COSMOS and 3D-HST data sets, Driver et al. (2018) filtered AGN with particular selection cuts that relied on a combination of the mid-IR emission (e.g., Donley et al. 2012), radio emission (Seymour et al. 2008) and X-ray emission (Laigle et al. 2016). Driver et al. (2018) varied the leniency of these AGN cuts to estimate a maximum uncertainty on the CSFH induced by AGN selection of $\approx 0.1$ dex at look-back time $>10 \mathrm{Gyr}$ and $\lesssim 0.03$ dex uncertainty for look-back time < 10 Gyr .

While it is encouraging that this approach does not induce a significant error upon the CSFH, the choice to exclude AGN means that we can never reconcile the union of star formation and AGN processes into the broader context of galaxy formation. The appreciable effects that AGN have upon the SEDs is tantamount to AGN having an important role in shaping the physics of the host galaxies. For example, the presence of AGN is thought to affect the correlation between stellar mass and SFR, known as the star forming main sequence (Brinchmann et al. 2004; Noeske et al. 2007; Salim et al. 2007; Whitaker et al. 2012), by injecting energy into galaxies and inhibiting star formation (Katsianis et al. 2019; Matthee \& Schaye 2019; Davies et al. 2019; Davies et al. 2022). Furthermore, AGN and star formation are more directly linked by their common correlations with galaxy properties like stellar mass and black hole velocity dispersion (e.g., Faber \& Jackson 1976; Ferrarese \& Merritt 2000). These correlations emphasise the need to understand the role AGN play in the grand scheme of galaxy formation and evolution. Thus, a complete picture of galaxy formation requires a parallel view of both star formation and AGN activity as opposed to an either/or scenario, and hence the need to actually disentangle the light from stars and AGN components.

In this work, we aim to quantify the statistical evolution of star formation and AGN activity over $\approx 12.5 \mathrm{Gyr}$ from the present day. We expand upon the work of Driver et al. (2018); Thorne et al. (2021,

2022a) and investigate this evolution through the lenses of the CSFH and the cosmic AGN bolometric luminosity history (CAGNH), for which AGN and star formation flux have been self-consistently accounted. To do this, we use a combination of GAMA and Deep Extragalactic VIsible Legacy Survey (DEVILS) observations whose SFRs and AGN bolometric luminosities have been derived using the SED fitting code ProSpect (Robotham et al. 2020). The result is a quantitative depiction of star formation and AGN activity over $\approx 12.5$ Gyr of cosmic time. In section 2, we detail the data sets that were used in this work. In section 3 we detail our methods for deriving the CSFH and CAGNH. In section 4, we present our main results and discussions, and in section 5 we present our conclusions. Unless otherwise specified, we use the AB magnitude system (Oke \& Gunn 1983), the Chabrier initial mass function (IMF, Chabrier 2003), and standard 'concordance' cosmology ( $H_{0}=70 \mathrm{kms}^{-1} \mathrm{Mpc}^{-1}, \Omega_{M}=0.3$, $\left.\Omega_{\Lambda}=0.7\right)$.

## 2 DATA

### 2.1 GAMA

GAMA is a wide area spectroscopic survey across five fields (G02, G09, G12, G15, G23) conducted on the Anglo-Australian Telescope (AAT) that has secured the redshifts of $\sim 300000$ galaxies (Driver et al. 2011; Liske et al. 2015; Baldry et al. 2018). The four primary GAMA fields (G09, G12, G15 and G23) together have a spectroscopic redshift completeness of 95 percent to a limiting magnitude of 19.65 in the $r$-band (Driver et al. 2022). The survey is also complemented by panchromatic imaging of 20 bands from the far ultraviolet to the far infrared (Driver et al. 2016a), amassed from a compilation of GALEX FUV and NUV (Zamojski et al. 2007); VST $u, g, r$, $i$ (Kuijken et al. 2019); VISTA Z, Y, J, H, $K_{\mathrm{S}}$ (McCracken et al. 2012); WISE W1, W2, W3, W4 (Wright et al. 2010) and Herschel P100, P160, S250, S350, S500 (Lutz et al. 2011; Oliver et al. 2012) observations.

Bellstedt et al. (2020a) used the source detection software ProFound (Robotham et al. 2018) on a combined stack of the $r+Z$ band images to compute matched segment photometry for the FUVFIR.ProFound implements an iterative deblending algorithm where sources are thought of as troughs of flux in the images. This is referred to as 'watershed deblending' in Robotham et al. (2018). Manual reconstruction of spuriously fragmented segments was required for less than 1 per cent of the entire sample. ProFound was then run in multiband mode to process photometry of all bands from the FUV-FIR. After artefact and star flagging, the total effective area sampled in the ProFound GAMA catalogue is $\approx 217.54 \mathrm{deg}^{2}$. Bellstedt et al. (2020b) used the SED fitting code ProSpect (Robotham et al. 2020) to produce a catalogue of physical quantities, such as stellar masses and SFRs, for $\sim 230000$ GAMA galaxies, which had secured redshifts $z>0$ with a data quality flag $n Q>3$ and were also securely classed as galaxies in the photometric catalogue. As Bellstedt et al. (2020b) only fit the SEDs of GAMA galaxies with a stellar component, Thorne et al. (2022a) revisited the SED fits and used ProSpect with the inclusion of an AGN component to produce a catalogue of not only stellar masses and SFRs but AGN bolometric luminosity also. We use both catalogues of physical quantities in this work.

### 2.2 DEVILS-D10

DEVILS (Davies et al. 2018) is the companion survey to GAMA. Like GAMA, DEVILS is a spectroscopic survey conducted on the AAT covering $\approx 4.5 \mathrm{deg}^{2}$ within three well studied fields (D02 $\rightarrow$ XMM-LSS, D03 $\rightarrow$ ECDFS, D10 $\rightarrow$ COSMOS) to a limiting magnitude of $\mathrm{Y}<20 / 19.6 / 20.7 \mathrm{mag}$ in each of the three fields (Davies et al. 2018, Davies et al. in prep).

We choose to focus only on the $\approx 1.5 \mathrm{deg}^{2}$ DEVILS-D10 field as it has the highest spectroscopic redshift completeness ( $>85$ per cent) of the three fields, being complemented by the previous spectroscopic campaign zCOSMOS (Lilly et al. 2009). The DEVILS-D10 field is also prioritised due to the high quality photometric redshifts provided from COSMOS2015 (Laigle et al. 2016). The photometric catalogue for the DEVILS-D10 sub-survey consists of 22 band imaging from GALEX FUV and NUV; CFHT $u$ (Capak et al. 2007); HSC $g, r, i$, $z$ (Aihara et al. 2019); VISTA Y, J, H, $K_{\mathrm{s}}$; Spitzer IRAC1, IRAC2, IRAC3, IRAC4, MIPS24, MIPS70 (Laigle et al. 2016; Sanders et al. 2007) and Herschel P100, P160, S250, S350, S500 observations (see Davies et al. 2021 for further details).

ProFound was used for source extraction and measurement in a two-phased approach, where the UV-MIR and MIR-FIR were processed separately. For the UV-MIR photometry, detection was performed on an inverse variance weighted stack of the UltraVISTA Y, J and H images. Spurious fragmentation and over-blending, which especially affects crowded areas of the detection images, were manually reconstructed. The corrected segmentation map was then used for multiband processing on the GALEX FUV to Spitzer IRAC $8 \mu \mathrm{~m}$ images. For the MIR-FIR bands ( $24 \mu \mathrm{~m} \rightarrow 504 \mu \mathrm{~m}$ ), photometry was measured by using a Bayesian point spread function fitting (PSF) approach where the source locations from the initial ProFound run were used as spatial inputs on this longer wavelength imaging and the flux was extracted from the fitted PSF.

We note that the PSF fitting approach was only used on galaxies with $Y<21$ mag meaning that some galaxies are missing FIR photometry (the fluxes and flux errors are set to NA). This directly affects our work because Thorne et al. (2022a) found that FIR photometry is critical in constraining the AGN component of the SEDs of DEVILS galaxies. In DEVILS-D10, the percentage of $\mathrm{Y}<21.2$ mag galaxies with <30 mag FIR counterparts varies from 81.1 per cent at $24 \mu \mathrm{~m}$ to 28.3 per cent at $504 \mu \mathrm{~m}$ (Davies et al. 2021). We note that the measured depths of the $24 \rightarrow 504 \mu \mathrm{~m}$ photometry vary between $\approx 18.5 \rightarrow 14.0 \mathrm{mag}$ (see table 1 in Davies et al. (2021) for the full comparison of measured depths in DEVILS-D10). A similar PSF fitting approach was employed for the FIR bands in GAMA; though, all optically detected objects were registered to have FIR counterpart fluxes, and so the effect on the AGN component is minimal.

After star and artefact masking, the effective area covered by DEVILS-D10 is $1.47 \mathrm{deg}^{2}$. The result is $\sim 500000$ galaxies with $\approx 1,5,94$ per cent having grism, spectroscopic or photometric redshifts. Catalogues of physical quantities of DEVILS galaxies were first presented in Thorne et al. (2021) who used ProSpect to fit the galaxy SEDs. Thorne et al. (2021) fit the SEDs of DEVILS-D10 galaxies with a stellar component only, much like in the case of GAMA. Thorne et al. (2022a) refitted the DEVILS-D10 SEDs using ProSpect with the inclusion of AGN. Again, we use both catalogues of physical quantities in this work.

### 2.3 SED fits of GAMA and DEVILS-D10

Physical quantities of GAMA and DEVILS-D10 galaxies were estimated using SED fitting over all available bands in the extensive
photometric catalogues. The fitting code of choice is ProSpect (Robotham et al. 2020), a novel, fully Bayesian, SED fitting software. Note that the details of ProSpect fits to the SEDs of GAMA and DEVILS galaxies is presented in Bellstedt et al. (2020b) and Thorne et al. (2021, 2022a), but we briefly summarise the process here. ProSpect was initially designed to generate realistic SEDs for synthetic galaxies in the Shark semi-analytic model (Lagos et al. 2018 , 2019) given a non-parametric input star formation history (SFH). Due to its fully generative nature $\mathrm{ProSPect} \mathrm{can}^{\text {can }}$ thus be used in fitting mode, minimising the residual between the input SED and the model SED for different permutations of the model parameters. At the simplest level, ProSpect relies on the conservation of energy to account for the life cycle of photons in galaxies (e.g., Conroy 2013).

The Bruzual \& Charlot (2003) stellar spectral libraries are used in combination with the Chabrier (2003) IMF. The observed stellar emission of galaxies is a product of the entire SFH of that galaxy; thus, ProSpect adopts parametric star formation histories that take the form of skewed-Normal distributions as a function of time, with a forced truncation of the SFH at $z \approx 11$ (look-back time $\approx 13 \mathrm{Gyr}$ ) (Bellstedt et al. 2020b). The redshift of this truncation was chosen to align with spectroscopic observations of GN-z11 that was, until recently, the oldest, spectroscopically confirmed galaxy to be observed (Oesch et al. 2016). We note that recent observations with the NIRSpec instrument onboard the $J W S T$ have placed GN-z11 at a slightly lower redshift than previously reported ( $z \approx 10.6$, Bunker et al. 2023), and have also confirmed even older galaxies up to $z \approx 13$ (e.g., Curtis-Lake et al. 2022). As such, the truncation epoch could be regarded as a lower limit. In detail, the SFH is

$$
\begin{equation*}
\operatorname{SFR}(\mathrm{t})_{\mathrm{snorm}}=\mathrm{mSFR} \times e^{\frac{-\mathrm{X}(\mathrm{t})^{2}}{2}}, \tag{1}
\end{equation*}
$$

where
$\mathrm{X}(\mathrm{t})=\left(\frac{\mathrm{t}-\text { mpeak }}{\text { mperiod }}\right)\left(e^{\text {mskew })^{\text {asinh }\left(\frac{\mathrm{t} \text {-mpeak }}{\text { mperiod }}\right)} . . . . . ~ . ~}\right.$
And with the additional truncation, the final function is

$$
\begin{align*}
& \operatorname{SFR}\left(\mathrm{t}_{\mathrm{trunc}}=\operatorname{SFR}(\mathrm{t})_{\text {snorm }} \times\right. \\
& \quad\left[1-\frac{1}{2}\left[1+\operatorname{erf}\left(\frac{\mathrm{t}-\mu}{\sigma \sqrt{2}}\right)\right]\right], \tag{3}
\end{align*}
$$

where
$\mu=$ mpeak $+\frac{\mid \text { magemax }- \text { mpeak } \mid}{\text { mtrunc }}$
and
$\sigma=\frac{\mid \text { magemax }- \text { mpeak } \mid}{2 \times \text { mtrunc }}$.
In Equations (4) and (5), magemax is fixed at $13.4 \mathrm{Gyr}(z=11)$ and mtrunc is fixed at 2 Gyr . Therefore, this SFH uses four free parameters that describe the maximum SFR throughout the galaxy's life time ( mSFR ), the age at which that peak occurs (mpeak), the width of the underlying Normal distribution (mperiod) and the skewness of the Normal distribution (mskew). We refer to this function as mass-func_snorm_trunc, keeping with the conventions of Robotham et al. (2020); Bellstedt et al. (2020b).

Stellar light can then be attenuated by dust, and ProSpect implements this attenuation with the model of Charlot \& Fall (2000) as
$A(\lambda)=e^{-\tau(\lambda / 5500)^{-0.7}}$,
where $\lambda$ has units of angstroms. In this model, attenuation occurs in both the dense birth clouds of star formation and the surrounding interstellar medium (ISM). The two free parameters that control the attenuation are the optical depths of the birth clouds and the ISM. For stellar ages less than $10^{7}$ years old, the light is attenuated by both the birth cloud and the ISM whereas only the latter attenuates light for older stars. Attenuated light is then re-emitted as per the far infrared templates of Dale et al. (2014) where the two free parameters are $\alpha_{\text {birth }}$ and $\alpha_{\text {ISM }}$ that specify the slope of the power law of the radiation field that is heating the dust in the birth clouds and ISM respectively. In fitting the SEDs of galaxies, priors are imposed on the four free dust parameters to guide the fits to physical solutions as the dust parameters are treated as nuisance parameters (see table 2 in Thorne et al. 2021, for the priors on the dust parameters).

Thorne et al. (2022a) used the AGN model of Fritz et al. (2006) incorporated into ProSpect to characterise the AGN component of GAMA and DEVILS galaxy SEDs. The Fritz et al. (2006) model characterises the AGN as a combination of power laws from the UV-optical to the MIR. The MIR emission is the response of the dusty torus, which is described as a homogenised mixture of graphite and silicate particles. The dust geometry is assumed to be smooth (without clumps) and the grain size distributions are assumed to be power laws. There are seven parameters that determine the AGN properties in ProSpect, they are: (i) AGNan that controls the angle of observation, e.g., AGNan $=0^{\circ}$ is edge-on through the torus, (ii) AGNlum is the bolometric luminosity of the AGN, (iii) AGNta is the optical depth, (iv) AGNrm is the ratio of the outer to the inner torus radius, (v) AGNbe controls the radial distribution of the dust in the torus, (vi) AGNal controls the angular distribution of the dust in the torus, and (vii) AGNct is the opening angle of the torus. AGNrm, AGNbe, AGNal and AGNct are kept at fixed values in the fitting to mitigate for degeneracies between coupled AGN parameters; thus, the free parameters that were estimated from the fitting are AGNan, AGNlum and AGNta (see Table 1 in Thorne et al. 2022a, for a full description of the AGN parameters).

It is also worth mentioning the metallicity prescription in ProSpect as variations in the implementation of metallicity can have significant impacts on reconstructed stellar masses and SFRs (Thorne et al. 2021; Bellstedt et al. 2020b). The metallicity evolution in ProSpect is linearly mapped to the stellar mass growth to self consistently track stellar evolution and chemical enrichment. As such, in modes of low star formation the metal enrichment rate is comparably low, but will increase in episodes of enhanced star formation. The initial value at the genesis of the metallicity history is fixed to be 0.0001 , which is the lowest metallicity template in the Bruzual \& Charlot (2003) stellar libraries, and the final gas-phase metallicity at the epoch of observation, Zfinal, is the free parameter, which describes the metallicity of the gas from which the youngest stars formed.

In this work we use stellar mass, SFR and AGN bolometric luminosity estimates. Stellar masses are derived by integrating the SFH and subtracting the mass recycled in the ISM. Star formation rates are derived by taking the average of the SFH over the last 100 Myr . The AGN bolometric luminosities are constrained by the AGN fitting.

The validity of ProSpect to estimate galaxy properties has been demonstrated through the excellent agreement between the literature and $P_{\text {roSpect }}$ derived stellar mass functions, main sequence of star formation and AGN bolometric light functions (e.g., Bellstedt et al. 2020b; Thorne et al. 2021, 2022a,b) and also against simulations where ProSpect has been shown to accurately recover simulated galaxy properties (e.g., Bravo et al. 2022, 2023).

With our final sample of redshifts, stellar masses, SFRs and AGN


Figure 1. Frequency of galaxies per unit look-back time. Solid blue lines show the results for the GAMA sample and purple lines show the results for the DEVILS-D10 sample. The dashed purple line shows the frequency of DEVILS-D10 galaxies with FIR photometry. The dashed vertical lines show the 1 Gyr sized bin edges of look-back time. Note that the last bin however spans only 12 to 12.5 Gyr .
bolometric luminosities for both GAMA and DEVILS-D10, we bin our sample into intervals of 1 Gyr in look-back time (our last bin spans look-back time $12.0 \rightarrow 12.5 \mathrm{Gyr})$. Figure 1 shows the frequency of galaxies in GAMA and DEVILS-D10 in each of our 13 bins in lookback time. We purposefully truncate our GAMA sample to a limit of $z \lesssim 0.74$, which corresponds to a look-back time of $\approx 6 \mathrm{Gyr}$, to suppress redshift uncertainties in the sample. We see that GAMA galaxies dominate the frequency of galaxies at look-back time $\lesssim 4.5$ Gyr, while DEVILS-D10 dominates thereafter. Thus, the benefit of using both DEVILS-D10 and GAMA is that we can access the full range of these distributions over $\approx 12.5 \mathrm{Gyr}$ of look-back time.

### 2.4 Additional AGN literature results

Because of cosmic variance, the area coverage of both GAMA and DEVILS-D10 is not wide enough to sample the brightest AGN in the Universe meaning that the AGN luminosity distribution is unconstrainable with these two data sets alone. Thus, we augment our GAMA and DEVILS-D10 data with the AGN bolometric luminosity functions of Shen et al. (2020). These are compiled from a variety of multi-wavelength quasar luminosity functions, covering the hard X-Rays $(\approx 1.5 \rightarrow 6 \AA)$, soft X-rays $(\approx 6 \rightarrow 25 \AA)$, UV ( $\approx 1450 \AA$ ), B band $(\approx 4400 \AA)$ and mid-IR $\left(\approx 8 \times 10^{4} \rightarrow 15 \times 10^{4} \AA\right.$ ). Shen et al. (2020) also apply dust extinction corrections and bolometric conversions, meaning that the inclusion of this dataset is consistent with our results from GAMA/DEVILS-D10.

We use their 'global fit A' luminosity functions that are doublepower law fits to the distributions and where the parameters of the double-power law depend on redshift. The first step to fold in these data, then, is to compute the values of the parameters of the doublepower law at the median redshift in each of the GAMA/DEVILSD10 redshift bins. Next, we compute the AGN bolometric luminosity distribution on a grid of luminosities of $\log _{10}\left(\mathrm{~L}_{\text {bol }} / \mathrm{erg} \mathrm{s}^{-1}\right)=35 \rightarrow$ 50 in steps of 0.5 . The final step is to concatenate these additional distributions with our own. We calculate the maximum non-zero luminosity bin for our GAMA/DEVILS-D10 results, shift that limit by 2 dex fainter and add the Shen et al. (2020) distributions beyond this point toward the bright end.

The result of this exercise is that the constraining power for the faint end of the AGN bolometric luminosity distribution function comes from the GAMA/DEVILS-D10 results, while it comes from the Shen et al. (2020) distributions at the bright end. The benefit of the GAMA/DEVILS-D10 data at the faint end is motivated by the potential for even the deepest X-ray surveys to miss a significant population of obscured AGN. The faint end of the AGN bolometric luminosity distributions that Shen et al. (2020) use in their work is mostly dominated from the contributions of hard X-rays at $\mathrm{L}_{\text {bol }} \lesssim$ $10^{43} \mathrm{erg} \mathrm{s}^{-1}$. Thorne et al. (2022b) performed a positional match between ProSpect identified AGN and Chandra X-ray sources in the COSMOS field from Marchesi et al. (2016), finding that there are $\sim 8000$ ProSpect identified AGN with X-ray counterparts above the $^{2}$ sensitivity threshold of Chandra that were not matched with known X-ray sources. This suggests that either ProSpect is overestimating their bolometric luminosities or there are potentially Compton-thick, obscured AGN that will be undetectable in deep Chandra surveys.

## 3 METHODS

### 3.1 SFR and AGN replacement

Thorne et al. (2022a) found that the far infrared input for galaxy SED fitting with ProSpect is critical for determining accurate SFRs and AGN bolometric luminosities. The GAMA photometric data set contains far infrared (FIR) photometry input for all galaxies, whereas the DEVILS-D10 data set only includes FIR measurements for galaxies that are brighter than 21.2 mag in the Y band. Without FIR measurements the AGN component is unconstrained, which can lead to catastrophic underestimation of the SFR, especially for the galaxies that ProSpect estimates to have $\mathrm{a} \gtrsim 10$ per cent fraction of the SED dedicated to AGN flux. To ensure that we are not biased by unconstrained AGN outputs we replace the stellar masses and SFRs of the galaxies that are missing FIR photometry with the stellar masses and SFRs derived with ProSpect without AGN templates (Thorne et al. 2021). For the AGN bolometric luminosities of galaxies missing FIR photometry, we do not have a complementary data set with which we can replace them, as was the case with their SFRs. Instead, we experiment with setting their AGN bolometric luminosities to either 0 AGN luminosity or the lower bound of the ProSpect derived AGN luminosity. Replacing the AGN luminosities with 0 represents the minimum AGN solution for the galaxies missing FIR photometry. As this replacement does not allow for any of these galaxies to retain any AGN flux, replacing their luminosities with the ProSpect lower bound AGN allows us to present a more physically meaningful AGN solution for these same galaxies. In essence, the motivation behind these replacements is to encompass a range of viable AGN solutions (we return to the effect of these replacements on the cosmic AGN bolometric luminosity density in Section 4.2.2). We reiterate that this replacement is only applicable to the DEVILS-D10 data set.

For clarity, we show in Table 1 a tabular description of all the different SFRs that we use in this work depending on what variant of ProSpect was used to fit the galaxy SEDs and determine SFR. We also describe the different AGN bolometric luminosities that we use depending on whether we replace the ProSpect determined AGN bolometric luminosity with the lower bound or 0 . We refer to these descriptions throughout the text.

| Replacement name | Description |
| :---: | :---: |
| SFR Pro-Stellar | SFRs determined from the pure stellar component run of ProSpect, i.e., no AGN component was included to model the galaxy SEDs (e.g., Thorne et al. 2021). |
| SFR ${ }_{\text {Pro-Stellar+AGN }}$ | SFRs of galaxies determined from the ProSpect run that included both AGN and stellar components (e.g., Thorne et al. 2022a). |
| $\mathrm{SFR}_{\text {Hybrid }}$ | For galaxies missing FIR photometry we replace the Pro-Stellar+AGN SFRs with the Pro-Stellar SFRs. |
| $\mathrm{AGN}_{\text {Pro }}$ | AGN bolometric luminosities straight out of the ProSpect fits to the GAMA and DEVILS-D10 galaxy SEDs. |
| $\mathrm{AGN}_{\text {LB }}$ | AGN bolometric luminosities where for GAMA and DEVILS-D10 galaxies missing FIR photometry we replace the AGN Pro AGN bolometric luminosities with the lower bound AGN bolometric luminosity from ProSpect. |
| $\mathrm{AGN}_{0}$ | AGN bolometric luminosities where for GAMA and DEVILS-D10 galaxies missing FIR photometry we replace the AGN Pro bolometric luminosities with 0 AGN bolometric luminosity. |

Table 1. Description of our various replacements to either the SFRs or AGN bolometric luminosities. The AGN subsets are chosen to encompass a range of viable AGN bolometric luminosity solutions for the galaxies missing FIR photometry.

### 3.2 Completeness selections and concatenation

The extension towards the smallest stellar masses, SFRs, or faintest AGN bolometric luminosities is not possible with sensitivity limited surveys because of the Malmquist bias (e.g., Weigel et al. 2016). If we do not account for this incompleteness then we would be underestimating the cosmic density of stellar mass, SFR and AGN luminosity distributions.

The stellar mass distribution is well described as monotonically increasing toward low stellar masses beyond a characteristic "knee" (e.g., Baldry et al. 2012; Taylor et al. 2015). As such we can pin any turn over of the stellar mass distribution at low stellar mass to incompleteness. We note that there are theoretical reasons as to why the stellar mass distribution rises monotonically toward low stellar mass (e.g., Press \& Schechter 1974) but the same is not necessarily true for SFR and AGN bolometric luminosity. Nevertheless, we apply this thinking to not only stellar masses, but SFRs and AGN luminosities as well, motivated by their established tight, correlations with stellar mass (e.g., Noeske et al. 2007; Salim et al. 2007; Faber \& Jackson 1976; Ferrarese \& Merritt 2000).
Following Driver et al. (2018), we calculate the stellar mass distributions of both the DEVILS-D10 and GAMA data sets in the range $6.5 \leq \log _{10}\left(\mathrm{M}_{\star} / \mathrm{M}_{\odot}\right) \leq 12.5$ and in bins of 0.2 dex. We then find the peak of the distributions and define this peak as the completeness limit. We repeat this same process for the SFRs in the range $-7.5 \leq \log _{10}\left(\mathrm{SFR} / \mathrm{M}_{\odot} \mathrm{yr}^{-1}\right) \leq 7.5$ and the AGN bolometric luminosities in the range $30 \leq \log _{10}$ (AGNlum/erg s ${ }^{-1}$ ) $\leq 60$; we use the same bin size of 0.2 dex for both. ${ }^{1}$

[^1]

Figure 2. Completeness limits per unit look-back time for stellar mass (top), SFR (middle) and AGN bolometric luminosity (bottom). Completeness is defined to be the point at which the number density distributions turn over. Blue points refer to the GAMA sample and purple points refer to the DEVILSD10 sample. The shades are 2D frequency distributions. We show three different completeness limits each for the DEVILS-D10 SFRs and AGN bolometric luminosities according to the replacement logic that we outline in Section 3.1 and Table 1. As all GAMA galaxies have FIR input, we do not need to replace the physical quantities between ProSpect runs. The green six-pointed star symbols show the limits that we use for the AGN bolometric luminosity distributions from (Shen et al. 2020). The dashed line in the top panel is the stellar mass completeness definition used in Thorne et al. (2021).

Figure 2 shows the evolution of the stellar mass, SFR and AGN luminosity completeness limits used for GAMA and DEVILS-D10. We draw attention to our agreement with the stellar mass completeness used by Thorne et al. (2021) for the DEVILS-D10 sample.

### 3.3 Large scale structure correction

Cosmic variance can bias constraints of the CSFH and CAGNH. For example, a dip in the cosmic stellar mass density at $z \approx 0.5$ was reported for galaxies observed in the COSMOS field (Driver et al. 2018), the cause of which was pinned down to an underdensity in the field at that redshift. DEVILS-D10 is also in COSMOS and therefore is subject to this large scale structure effect. We correct for this by
luminosity/erg s ${ }^{-1}$ ) in our joint GAMA/DEVILS-D10 sample is $\approx 10^{4}(\approx$ $10^{48.5}$ ) and the minimum is $\approx 0\left(10^{35}\right)$.
calculating the cosmic stellar mass history for the combined GAMA and DEVILS-D10 set. We assume that the stellar mass density monotonically and smoothly increases as a function of decreasing redshift, and so we pin down any deviation from this shape to cosmic variance.

We calculate the cosmic stellar mass density as
$\rho_{M_{\star}}=\int_{0}^{\infty} \phi\left(M_{\star}\right) \times M_{\star} d M_{\star}$
where $\phi\left(\mathrm{M}_{\star}\right)$ is the stellar mass function. We derive an empirical stellar mass function by fitting the stellar mass distribution with a seventh order smooth spline, which was found to give the best fit according to the reduced chi-squared statistic when experimenting with orders $4 \rightarrow 9$. We weight each data point by the inverse of the variance, $\sigma^{2}$. We use the Poisson errors and a 20 per cent error floor that we add in quadrature to account for systematic uncertainties and cosmic variance. We also follow the approach of Driver et al. (2018) and use the information of null data in high stellar mass bins to ensure that our integrals are convergent. Specifically, the first stellar mass bin with 0 elements is set to be 5 per cent of the minimum of the stellar mass distribution, which ensures that the resulting stellar mass density converges and is not biased by the extrapolation of the spline fits. We use a Monte-Carlo approach to estimate an uncertainty by perturbing the data points about their errors and refitting the distribution 101 times. We then integrate these fits to find the median and $16-84$ percentile range of the stellar mass density. We integrate from $0 \leq \log _{10}\left(\mathrm{M}_{\star} / \mathrm{M}_{\odot}\right) \leq 100$.

The top panel of Figure 3 shows the resulting cosmic stellar mass history. The error bars on the points are derived from the 16-84 percentiles of the Monte-Carlo fits. A local minimum is clearly seen around at look-back time $\approx 5 \mathrm{Gyr}$ that is evidence for the underdensity in the COSMOS field. To account for this, we fit a smooth function and define any offset from the fit (correction = fit/data) as the cosmic variance correction. We use this correction throughout in our analysis of the CSFH and CAGNH.

$$
\begin{align*}
& \rho_{M_{\star}}(z)= \\
& \quad(1-R) \int_{z}^{\infty}\left[\psi_{\text {norm }} \frac{\left(1+z^{\prime}\right)^{2.7}}{1+\left[\left(1+z^{\prime}\right) / 2.9\right]^{5.6}}\right] \frac{\mathrm{d} z^{\prime}}{H\left(z^{\prime}\right)\left(1+z^{\prime}\right)} \tag{8}
\end{align*}
$$

Eq. 8 shows the smooth function that we use to fit the cosmic stellar mass history, where $R$ is the return fraction, $\psi_{\text {norm }}$ is the normalisation and $H\left(z^{\prime}\right)$ is the redshift dependent Hubble parameter. The form of the function inside the square brackets in Equation (8) was determined by Madau \& Dickinson (2014). We adopt their fit parameters but leave the normalisation as a free parameter, i.e., we fit for $\psi_{\text {norm }}$. We also assume a return fraction $R=0.5$, which is the fraction of mass that is put back into the ISM for each episode of star formation. $R$ will depend on the choice of IMF, but for the purposes of fitting only for the normalisation of the cosmic stellar mass history its exact numerical value is unimportant. The result of this fit is shown by the line in the top panel of Figure 3, and the bottom panel shows the final correction factor that we use at each look-back time bin.

We note that the 20 per cent error floor plays an important role in our spline fitting. Figure 4 shows the approximate per cent error caused by cosmic variance for GAMA and DEVILS-D10, which we estimate using the prescription of Driver \& Robotham (2010). The error in GAMA is $\lesssim 10$ per cent in all of our look-back time bins because of its large area of $\approx 217.54 \mathrm{deg}^{2}$ distributed over four independent sight lines. The error associated with DEVILS-D10 is far worse with a maximum error at look-back time $\approx 0 \mathrm{Gyr}$ as high as $\approx 70$ per cent due to the narrower area of $\approx 1.47 \mathrm{deg}^{2}$ distributed


Figure 3. Top: Cosmic stellar mass history. The solid lines shows a fit to the data points where we fit only to the normalisation constant, $\psi_{\text {norm }}$, in Equation (8). Bottom: Linear correction factor obtained by dividing the value of the fit by the value of the data point as a function of lookback time. The dashed line is the unitary line where the correction factor has no effect on the data point.


Figure 4. Cosmic variance error as per the prescription of Driver \& Robotham (2010) in each of our bins of look-back time. Results for the DEVILS-D10 sub-survey are shown in purple and the results for the GAMA survey are shown in blue.
over only a single sight line. As demonstrated in Figure 1 however, GAMA dominates the number counts at look-back time $\lesssim 4.5 \mathrm{Gyr}$. From then on, the cosmic variance error associated with DEVILSD10 is $\lesssim 20$ per cent. As such, we use this value of 20 per cent as an error floor to encompass cosmic variance, which is not implicit in the Poisson error.

### 3.4 Spline fitting SFR and AGN distributions

To estimate the cosmic SFR and AGN bolometric luminosity density we use a similar prescription as presented in Equation (7). We derive the SFR and bolometric AGN luminosity functions first, and then fit the SFR and AGN luminosity distributions with fifth order smooth splines, weighting again by the inverse of the variance added in quadrature to a 20 per cent error floor. Fifth order splines were found to give the best fits to the data, meaning that the extra degrees of freedom that we used to fit the stellar mass distributions were not necessary when fitting the SFR and AGN bolometric luminosity distributions. We also place a high significance, low-value data point anchor in a high SFR/AGN luminosity bin. Again, we constrain an error bound by performing a Monte-Carlo experiment: fitting the distributions 101 times after perturbing the points about their uncertainties.

Figure 5 shows all 13 of our SFR density distributions for the joint $\mathrm{SFR}_{\text {Hybrid }}$. The spline fits are forced to be linear when extrapolating beyond the data meaning that these fitted curves are indeed strictly decreasing beyond the peaks of the distributions and the resulting integrals will be convergent. We also show the completeness limits for each of the two data sets as vertical lines. The spline fits experience greater variance to the left of these limits at the faintest end because the precise shape of the distribution function is unknown. This allows us to constrain an error bound on the integrated CSFH that encompasses a range of possible shapes to the SFR distribution function. The curves for the $\mathrm{SFR}_{\text {Pro-Stellar }}$ and $\mathrm{SFR}_{\text {Pro-Stellar+AGN }}$ show similar bounded shapes as Figure 5.

Figure 6 show all 13 of our AGN bolometric luminosity density distributions for the $\mathrm{AGN}_{\mathrm{LB}}$ sample combined with the light functions of Shen et al. (2020). The benefit of the inclusion of this additional data set, which we discussed in Section 2.4, is apparent in most of our look-back time bins, as the bright end of the distribution is bound and the area under the curves are convergent, which is not the case when only using GAMA and DEVILS-D10. Much like the SFR density distributions, the variance of the splines is greater at the faint end as the precise shape of the AGN bolometric luminosity function there is unknown. Again, the curves for the AGN ${ }_{\text {Pro }}$ and $\mathrm{AGN}_{0}$ samples are similar to Figure 6.

We then take the median and 16-84 percentiles of the Monte-Carlo spline fits and integrate the extrapolations to determine cosmic densities and an uncertainty quantile. We integrate from $-50 \leq \log _{10}\left(\mathrm{SFR} / \mathrm{M}_{\odot} \mathrm{yr}^{-1}\right) \leq 50$ and $0 \leq \log _{10}$ (AGNlum/erg s ${ }^{-1}$ ) $\leq 100$ for the SFR and AGN bolometric luminosities respectively to encompass a wide domain of SFRs and AGN bolometric luminosities.

## 4 RESULTS AND DISCUSSION

### 4.1 Impact of AGN in ProSpect

Figure 7 shows the CSFH for our three possible configurations of GAMA and DEVILS-D10 SFR as per the definitions in Section 3.1 and Table 1. We have applied the LSS correction that has been derived


Figure 5. SFR density distributions from look-back time $0 \rightarrow 12.5 \mathrm{Gyr}(z=0 \rightarrow 5)$ as labelled for GAMA (blue points) and DEVILS-D10 (purple points) for the $\mathrm{SFR}_{\text {Hybrid }}$ sample, as per the definitions in Section 3.1 and Table 1. Coloured, vertical lines mark the completeness limits of the distributions. We only use GAMA up to a limit of look-back time $\approx 6 \rightarrow 7 \mathrm{Gyr}(z \approx 0.74)$. Faint grey lines show 101 Monte-Carlo smooth spline fits to the distributions where we have perturbed the points about their normal errors. Red, solid lines show the median of these spline fits and the red, dashed lines show the 16-84 percentiles. The area under these curves gives the CSFRD. To mitigate incompleteness we only fit the data points in either GAMA and DEVILS-D10 that are to the right of the vertical lines, and we mark those points with black dots and error bars. Included in the error bar is the Poisson error and a 20 per cent error floor added in quadrature. In each panel, the redshift in the legend is the median redshift in the look-back time bin.


Figure 6. AGN luminosity density distributions from look-back time $0 \rightarrow 12.5 \mathrm{Gyr}(z=0 \rightarrow 5)$ as labelled for GAMA (blue points) and DEVILS-D10 (purple points) for the $\mathrm{AGN}_{\mathrm{LB}}$ sample, as per the definitions in Section 3.1 and Table 1. We only use GAMA up to a limit of look-back time $\approx 6 \rightarrow 7 \mathrm{Gyr}$ ( $z \approx 0.74$ ). We also include the light functions of Shen et al. (2020), which we show with green stars. Coloured, vertical lines mark the completeness limits of the distributions. Faint grey lines show 101 Monte-Carlo smooth spline fits to the distributions where we have perturbed the points about their normal errors. Red, solid lines show the median of these spline fits and the red, dashed lines show the $16-84$ percentiles. The area under these curves gives the cosmic AGN bolometric luminosity density. To mitigate incompleteness we only fit the data points that are to the right of the vertical lines, and we mark those points with black crosses and error bars. Included in the error bar is the Poisson error and a 20 per cent error floor added in quadrature. In each panel, the redshift in the legend is the median redshift in the look-back time bin.


Figure 7. CSFH for the combined set of GAMA and DEVILS-D10. Blue points show the result for the SFR $_{\text {Pro-Stellar }}$ sample. Red points show the result for the SFR ${ }_{\text {Pro-Stellar+AGN }}$ sample. Magneta points show the results for the $\mathrm{SFR}_{\text {Hybrid }}$ sample.
from the hybrid sample. We find very little variation between the stellar mass distributions for each of the three different replacement subsets of stellar mass, which means that the LSS correction will thus be similar between them.

The CSFH resulting from the $\mathrm{SFR}_{\text {Pro-Stellar+AGN }}$ sample is lower by $\approx 0.2$ dex at look-back time $\lesssim 6 \mathrm{Gyr}$ compared to the $\mathrm{SFR}_{\text {Pro-Stellar }}$ sample. The magenta points show our hybrid sample where for the galaxies that are missing FIR photometry we replace their SFRs from the SFR $_{\text {Pro-Stellar+AGN }}$ sample with the SFRs from the $\mathrm{SFR}_{\text {Pro-Stellar }}$ sample. The 0.2 dex deficit is thus a result of the AGN component of the SED being unconstrained for galaxies that lack FIR input that erroneously diverts flux away from star formation toward AGN (Thorne et al. 2022a).

At look-back time $\gtrsim 7 \mathrm{Gyr}(z>1)$ the number of objects with registered FIR photometry is far less than the rest of the sample, and so the AGN component of the SED is more unconstrained than at lower redshifts. Despite this, the results from the $\mathrm{SFR}_{\text {Pro-Stellar+AGN }}$ sample are in agreement with the results from the $\mathrm{SFR}_{\text {Pro-Stellar }}$ sample for look-back time $>6$ Gyr.

The top panel of Figure 8 shows the median AGN fraction of galaxies in the DEVILS-D10 sample, where AGN fraction is defined as the ratio of the AGN flux between 5 and $20 \mu \mathrm{~m}$ to the total SED flux. The median AGN fraction of the entire DEVILS-D10 sample is negligible at $0<$ look-back time $/ \mathrm{Gyr}<12.5$. We also show this result for galaxies with an AGN fraction $>0.1$ that is the definition of significant AGN used by Thorne et al. (2022a). We see that the median AGN fraction decreases from $\approx 0.6$ to $\approx 0.4$ between lookback time $12.5 \rightarrow 8 \mathrm{Gyr}$, before rising back up and flattening to $\approx 0.6$ from look-back time $\approx 8$ Gyr to $\approx 4$ Gyr. If we include the additional constraint that the SEDs must also have FIR photometry, then the median AGN fraction at look-back time $<8$ Gyr does not experience the rise in AGN fraction that we see when loosening this FIR constraint, staying flat at $\approx 0.3 \rightarrow 0.4$. The bottom panel of Figure 8 shows the percentage of galaxies hosting a significant AGN in the DEVILS-D10 data set. We show this result only for the galaxies that have FIR photometry. We see that the percentage of galaxies hosting AGN rises from $\lesssim 1$ per cent at look-back time of


Figure 8. Top: Median AGN fraction per unit look-back time for the DEVILSD10 data set. The dashed line shows the result only for galaxies with significant AGN, i.e., AGN fraction $>0.1$, where AGN fraction is defined as the flux contribution between 5 and $20 \mu \mathrm{~m}$ over the total SED, as per the definition in Thorne et al. (2022a). The dotted line shows the result for galaxies with significant AGN and FIR photometry. The solid line shows the result for the entire DEVILS-D10 sample. Bottom: The percentage of galaxies hosting AGN in the DEVILS-D10 data set. AGN are identified as galaxies with an AGN fraction $>0.1$. We only show this result for galaxies that have FIR photometry otherwise the AGN component of the SEDs can become unconstrained.
12.5 Gyr to a peak of $\approx 4$ per cent at $\approx 1.5 \mathrm{Gyr}$, before declining to $\approx 2$ per cent at look-back time $\rightarrow 0$ Gyr. The declining percentage of galaxies hosting a significant AGN with look-back time is somewhat inconsistent with previous studies that suggest that the probability of galaxies hosting AGN is greater in the early Universe than at more recent times (e.g., Aird et al. 2018). This supposed inconsistency is likely due to differences in the definitions of significant AGN. In ProSpect, a significant AGN defined as one whose contribution to SED from the AGN is more than 10 per cent. At high redshift, galaxies are generally more star forming meaning that the SED is dominated by the emission from stars. This results in a low AGN fraction, and thus insignificant AGN according to these definitions, despite these AGN being potentially bolometrically luminous. Indeed, Figure 6 shows that the peak of AGN density shifts $\approx 2$ dex toward higher AGN bolometric luminosities from $z \approx 0 \rightarrow 5$.

The sharp increase in the median AGN fraction between lookback time $\approx 8$ and $\approx 4$ Gyr for galaxies whose SEDs are missing FIR photometry (the dashed line in the top panel of Figure 8) is likely the origin of the deficit that we see in the CSFH in Figure 7. As such the SFR replacements that we perform will have more of an impact on the CSFH at these later look-back times. The inclusion of an AGN component in the SED fitting has a greater effect on the SFR at lower look-back time compared to the early Universe because the average SFR is lower. This means that small changes in the MIR fit, to account for the AGN, can induce larger fractional changes in the SFR, especially in the cases where the AGN component is not constrained by FIR photometry. On the other hand, the average SFRs of galaxies are much higher in the early Universe than at later times and so the inclusion of a bright AGN component does little to drive down the net SFR of galaxies. This also explains the declining trend with look-back time seen in the bottom panel of Figure 8.

### 4.2 Cosmic star formation and AGN bolometric luminosity history

### 4.2.1 CSFH and comparison with previous results

The top panel of Figure 9 shows our final CSFH for the hybrid sample of GAMA and DEVILS-D10 with the LSS correction of Figure 3 applied. We fit our data points with the mass-func_snorm_trunc function in redshift space (Equation (3)) using the Markov-Chain-Monte-Carlo (MCMC) sampler EMCEE (Foreman-Mackey et al. 2013). We fix magemax to $z=20$ and mtrunc=1. We use uniform priors ( U ) on the normalisation, $\mathrm{mSFR} \sim U(0,1)$; the peak, mpeak $\sim U(0.5,4.0)$; the width of the underlying Normal distribution, mperiod $\sim U(0.01,2.01)$; and the skewness of the Normal distribution, mperiod $\sim U(-1.0,1.0)$. The fit parameters are presented in Table 2.

A highlight of this figure is the remarkable agreement with the fit of the CSFH from Madau \& Dickinson (2014) ${ }^{2}$, which is encouraging considering that they use a swath of independent literature results that span the breadth of the electromagnetic spectrum to derive the CSFH.

We also agree with the $z \approx 0.06$ and the forensic reconstruction (found by stacking the star formation histories of individual galaxies) of the CSFH up to look-back time of $\approx 4.5$ Gyr from Bellstedt

[^2]| - | Parameter | Fit | $\sigma_{16}$ | $\sigma_{84}$ |
| :---: | :---: | :---: | :---: | :---: |
| SFR $_{\text {Hybrid }}$ | mSFR | 0.088 | 0.007 | 0.008 |
| - | mpeak | 1.581 | 0.108 | 0.114 |
| - | mperiod | 1.015 | 0.051 | 0.051 |
| - | mskew | -0.299 | 0.047 | 0.044 |
| AGN $_{\text {Pro }}$ | $\log _{10}(\mathrm{mAGN})$ | 42.171 | 0.037 | 0.035 |
| - | mpeak | 2.320 | 0.113 | 0.118 |
| - | mperiod | 1.431 | 0.083 | 0.120 |
| - | mskew | -0.347 | 0.087 | 0.067 |
| $\mathbf{A G N}_{\text {LB }}$ | $\log _{10}$ (mAGN) | 41.594 | 0.046 | 0.047 |
| - | mpeak | 1.420 | 0.236 | 0.247 |
| - | mperiod | 1.098 | 0.136 | 0.125 |
| - | mskew | -0.408 | 0.101 | 0.098 |
| $\mathrm{AGN}_{0}$ | $\log _{10}$ (mAGN) | 41.470 | 0.038 | 0.037 |
| - | mpeak | 1.334 | 0.162 | 0.170 |
| - | mperiod | 0.971 | 0.079 | 0.078 |
| - | mskew | -0.290 | 0.072 | 0.069 |

Table 2. mass-func_snorm_trunc fit parameters to the CSFH and CAGNH. The sample names are the same as those described in Section 3.1 and Table 1.
et al. (2020b) who use both GAMA photometry and ProSpect with identical parameters used in this work, and so is an appropriate data set for verification of our results. We note that the results presented in the main body of Bellstedtet al. (2020b) used a closed-box metallicity evolution while here we show their results using the linear metallicity mapping (their appendix B) to be consistent with the metallicity mapping that was used to fit the SEDs of galaxies in this work. Bellstedt et al. (2020b) do not account for an AGN component either when fitting the SEDs of their $z<0.06$ galaxies.

We also exhibit broad agreement with the results of Driver et al. (2018) who use a similar method of spline fitting the SFR distributions. We expect that the differences between this work and Driver et al. (2018) can be pinned down to underlying differences in the photometry extraction (SourceExtractor against ProFound), SED fitting (MagPhys against ProSpect) and how they filter AGN (where the SFR contribution from AGN hosts is zero and the AGN fraction is effectively either 0 or 1 ).

We also show the results from the Shark semi-analytic model (Lagos et al. 2018), where there is tension with this work. Shark predicts $\mathrm{a} \approx 0.3$ dex lower peak around look-back time $\approx 9$ Gyr than this work, which agrees more closely with the results of Bellstedt et al. (2020b) and Driver et al. (2018). This is unsurprising since the Driver et al. (2018) results were used as a consistency check for Shark ("secondary observational constraint" in the jargon of Lacey et al. 2016). Shark predicts $\approx 0.3$ dex higher SFR density at look-back time 0 Gyr compared to our results and the literature results. The overestimate of star formation in Shark compared to this work may reflect that AGN feedback in Shark is not efficient enough at inhibiting star formation at low look-back times; though, we also note that Shark produces star formation in massive galaxies, $M_{\star} \gtrsim 10^{11} M_{\odot}$, that are not well sampled in GAMA. A closer look at the physical models of star formation and feedback in Shark is beyond the scope of this work but will be the focus of forthcoming studies (Lagos et al. in prep; Bravo et al. in prep).

We also compare our results to the Ref-L100 EAGLE cosmological, hydrodynamical simulation (Schaye et al. 2015; Crain et al. 2015). The EAGLE CSFH has a similar shape as our results at lookback time $\lesssim 11$ Gyr. EAGLE however predicts a much lower CSFH, with the biggest difference being $\approx 0.2$ dex lower than our result at a look-back time of $\approx 5 \mathrm{Gyr}$. The $100 \mathrm{Mpc}^{3}$ volume of the EAGLE reference box can explain this deficit where the contribution to the cosmic SFR density from highly star forming galaxies is missing in

Redshift
0.0
0.2
0.4
0.6
1.1
1.9
4.1


Figure 9. Top: CSFH. The magenta points and line shows our results for the $\mathrm{SFR}_{\text {Hybrid }}$ sample that we discuss in Section 3.1 and Table 1. Black circles show the results from Driver et al. (2018). The black, star shaped point and dashed, black line shows the results from Bellstedt et al. (2020b). The solid, black line shows the result from Madau \& Dickinson (2014). The grey, dashed line shows the result from the Shark semi-analytic model (Lagos et al. 2018). The grey, dash-dotted line shows the results from the EAGLE reference model (Schaye et al. 2015; Crain et al. 2015). Middle: CAGNH. The magenta points and line shows our results for the $\mathrm{AGN}_{\mathrm{LB}}$ sample. The blue and orange points and shades show the results for the $\mathrm{AGN}_{\operatorname{Pro}}$ and $\mathrm{AGN}_{0}$ samples. The black points and line shows the results from Richards et al. (2006). The grey, dashed line shows the result from Shark. The grey, dot-dashed line shows the result from the EAGLE reference model. Bottom: The ratio of cosmic AGN bolometric luminosity to SFR density. The magenta line shows the result for the SFR Hybrid $^{\text {CSFH }}$ and the $\mathrm{AGN}_{\mathrm{LB}} \mathrm{CAGNH}$. The blue and orange shaded regions show the results for the $\mathrm{AGN}_{\text {Pro }}$ and $\mathrm{AGN}_{0}$ samples, where for both we divide by the $\mathrm{SFR}_{\mathrm{Hybrid}} \mathrm{CSFH}$. The black line shows the result for the Richards et al. (2006) CAGNH over the Madau \& Dickinson (2014) CSFH. The grey, dashed line shows the result for Shark. The grey, dot-dashed line shows the result from the EAGLE reference model. In all of the panels we draw a hatched region at a look-back time $\geq 11$ Gyr that is the limit at which we consider these results reliable.

EAGLE as they are not present in the simulation box. The tension could also hint that star formation is not efficient enough in the simulations, possibly as a result of the feedback implementation in the model. By look-back time 0 Gyr , the EAGLE result agrees with our work.

### 4.2.2 CAGNH and comparison to previous results

The middle panel of Figure 9 shows the estimated CAGNH for our three different samples of AGN bolometric luminosity ( $\mathrm{AGN}_{\mathrm{Pro}}$, $\mathrm{AGN}_{\mathrm{LB}}, \mathrm{AGN}_{0}$ ) as per their descriptions in Section 3.1 and Table 1. We note that these results also have had the LSS correction applied, and that the contribution from the additional literature datasets discussed in Section 2.4 is the same for each of the three samples. The purpose of these three different samples is that for galaxies missing FIR photometry, the AGN component that ProSpect estimates from fitting the SED (AGNPro) can become unconstrained. Thus, if we are to use the luminosities straight from ProSpect they are likely to be upper limits. Setting these potentially unconstrained AGN bolometric luminosities instead to $0\left(\mathrm{AGN}_{0}\right)$ represents the minimum possible CAGNH solution, and, with the upper limit of $\mathrm{AGN}_{\mathrm{Pro}}$, we can constrain a bounded shape to the CAGNH. However, in setting these AGN bolometric luminosities to 0 , we are excluding the possibility that the galaxies missing FIR photometry retain any AGN component. So to present a more physically meaningful replacement, which is straddled by the $\mathrm{AGN}_{\text {Pro }}$ and $\mathrm{AGN}_{0}$ results, we draw particular attention to the CAGNH resulting from the $\mathrm{AGN}_{\mathrm{LB}}$ sample, where the AGN bolometric luminosities of the galaxies missing FIR photometry are instead replaced with the lower bound AGN bolometric luminosity from ProSpect.

We fit these points with the mass-func_snorm_trunc function, using the same priors as we did for the CSFH but this time adjusting the normalisation prior to be $\log _{10}(\mathrm{mAGN}) \sim U(38,48)$. Again, the fit parameters are presented in Table 2. We find that the AGN $\mathrm{LB}_{\mathrm{LB}}$ CAGNH follows the CSFH in the top panel of Figure 9 closely. Interestingly, we find that the $\mathrm{AGN}_{\mathrm{LB}}$ and $\mathrm{AGN}_{0}$ samples yield similar results, with the biggest difference being $\approx 0.7 \mathrm{dex}$ in the highest look-back time bin of $>12.0 \mathrm{Gyr}$, but we note that the data are subject to the greatest selection effects in these high look-back time bins.

For the $\mathrm{AGN}_{\text {Pro }}$ CAGNH, we find that the normalisation of the points is so high that the CAGNH remains fairly flat $\left(\approx 10^{42} \mathrm{erg} \mathrm{s}^{-1} \mathrm{Mpc}^{-3}\right.$ ) at look-back time $\gtrsim 10$ Gyr. Thus, the mass-func_snorm_trunc function cannot properly capture the slopes of the CAGNH at both early and recent times. This, in turn, propagates through to a larger uncertainty, especially at look-back time $\lesssim 8$ Gyr. Furthermore, we observe in Figure 7 that the CSFH from the AGN included run of ProSpect is slightly lower than that of the SFR only run at look-back time $\gtrsim 8 \mathrm{Gyr}$. All of which strengthen our suspicion that the $A G N_{\text {Pro }}$ CAGNH is an upper limit.

We compare these results with Richards et al. (2006) who use the Sloan Digital Sky Survey (SDSS) to compute the analytic quasar luminosity function that we then use to compute the CAGNH by integration of the fitted light functions. We fit these points with an eighth order smooth spline, weighting by the inverse of the variance. An error bound on these fits is constrained by refitting 1001 times and jostling the data points within their uncertainties in each iteration. Such a fitting scheme was found to best represent the data, especially at look-back time $\rightarrow 0$ where there are large uncertainties. There is overall good agreement between Richards et al. (2006) and the $\mathrm{AGN}_{\mathrm{LB}}$ and $\mathrm{AGN}_{0}$ samples at look-back time $\gtrsim 6$ Gyr. At lower look-back times, we appear to estimate a shallower decline of AGN activity compared to Richards et al. (2006), potentially indicative
of us recovering more AGN than Richards et al. (2006). Though the large uncertainties in the Richards et al. (2006) results prevent a robust conclusion.

We find that the Shark curve peaks earlier ( $\approx 10 \mathrm{Gyr}$ compared to $\approx 11 \mathrm{Gyr}$ ago) and more sharply than ours as evidenced by the narrower width of the peak. Our results also exhibit a shallower decline from $\approx 10 \mathrm{Gyr}$ ago compared to Shark. The EAGLE curve also peaks earlier and more sharply than our results, but experiences a similar decline as our results. We also see that the EAGLE CAGNH is lower in normalisation to ours that can be explained by the small volume of the EAGLE reference box where not enough bright AGN are sampled. The EAGLE curve is also noisier than our results that can be explained by cosmic variance, again as a consequence of the small volume.

### 4.2.3 Interface of CSFH and CAGNH

The bottom panel of Figure 9 shows the ratio of the CAGNH to the CSFH, where the CSFH is only from the $\mathrm{SFR}_{\text {Hybrid }}$ sample. In the presentation of this figure, we wish to show the shapes of the CSFH and CAGNH in relation to one another, allowing us to see which processes are dominant over time. The AGN Pro CAGNH shows a declining trend up to look-back time $\approx 8 \mathrm{Gyr}$ where we would infer that the evolution of AGN activity is dominant to SFR. At look-back time $\lesssim 8$ Gyr the ratio becomes too unconstrained, as a result of the large uncertainty on the $\mathrm{AGN}_{\text {Pro }} \mathrm{CAGNH}$, to make meaningful conclusions on the time evolution of the AGN ${ }_{\text {Pro }}$ upper limit.

At look-back time $\gtrsim 11 \mathrm{Gyr}$, we see vast differences between each of our AGN subsets, which should straddle a range of viable AGN solutions, highlighting that the first few billion years after the Big Bang are currently unconstrained by even our state-of-the-art multiwavelength observations. As such, in all of the panels in Figure 9 we mark with a hatched region at look-back time $\gtrsim 11 \mathrm{Gyr}$ the point beyond which the results are likely to be unreliable. Understanding the intricacies of early star and black hole formation in the first couple of billion years after the Big Bang will thus be a task for high-redshift instruments like the Hubble Space telescope, JWST and the Atacama Large Millimetre Array, leveraging a wide range of wavelengths for full SED analyses.

At look-back time $\lesssim 11 \mathrm{Gyr}$, the lines for both the $\mathrm{AGN}_{\mathrm{LB}}$ and $\mathrm{AGN}_{0}$ samples are fairly constant $\left(\approx 10^{42.5} \mathrm{erg} \mathrm{s}^{-1} \mathrm{M}_{\odot}^{-1} \mathrm{yr}\right)$ with low scatter ( $\lesssim 0.3$ dex), suggesting that star formation and AGN activity are coeval. Moreover, the $\mathrm{AGN}_{\text {Pro }}$ result also exhibits little evolution at look-back time $\lesssim 8 \mathrm{Gyr}$ (albeit with much larger scatter). Remarkably the ratio of CAGNH to CSFH are all within $\approx 0.5$ dex at look-back time $\lesssim 11 \mathrm{Gyr}$, regardless of which AGN bolometric luminosities we use, highlighting the strength of this result.

If we assume that the AGN bolometric luminosity is driven by accretion with a radiative efficiency of 10 per cent, i.e., $\mathrm{L}_{\mathrm{AGN}}=$ $\dot{\mathrm{M}}_{\mathrm{BH}} \times \epsilon c^{2}$ where $\mathrm{L}_{\mathrm{AGN}}$ is the AGN bolometric luminosity, $\dot{\mathrm{M}}_{\mathrm{BH}}$ is the black hole accretion rate and $c$ is the speed of light in a vacuum, then the dimensionless CAGNH/CSFH $\approx 5.6 \times 10^{-4}$ at look-back time $\lesssim 11$ Gyr. If we compare this to the average black hole mass to stellar mass ratio, $\left\langle\mathrm{M}_{\mathrm{BH}} / \mathrm{M}_{\star}\right\rangle \approx 10^{-3}$ (e.g., Kormendy \& Ho 2013), then we get $5.6 \times 10^{-4} / 10^{-3} \approx 0.5$.

Stellar evolution dictates that a fraction of the mass in stars is gradually returned to the interstellar medium (ISM) implying that the correspondence between star formation rate and stellar mass is not exact. As such, we can explain the offset between CAGNH/CSFH and $\left\langle\mathrm{M}_{\mathrm{BH}} / \mathrm{M}_{\star}\right\rangle$ if $\approx 50$ percent of the mass in stars is returned to the ISM by $z=0$. Interestingly, this is precisely the return fraction assumed in Section 3.3 when we calculated the cosmic stellar mass
density for our large scale structure correction, pointing to a potential consistency.

For comparison, we calculate the ratio of our fit to the Richards et al. (2006) CAGNH and the fit to the CSFH by Madau \& Dickinson (2014). This line shows a steeper decline of AGN activity compared to star formation, contrary to our finding; though, we remark that the large uncertainty in the Richards et al. (2006) CAGNH will propagate through to a large uncertainty in the ratio of CAGNH and CSFH. Now turning to the simulations, in Shark we find that the ratio of CAGNH to CSFH favours the CAGNH suggesting that the rising slope of the CAGNH in the early Universe is steeper to that of the CSFH. In EAGLE the opposite trend is observed as the ratio favours the CSFH compared to the CAGHN up until a look-back time of $\approx 12 \mathrm{Gyr}$. In both of the simulations, the slope of the ratio favours more so the SFR at look-back time $\lesssim 10 \mathrm{Gyr}$, in tension with our results that suggest these two processes are actually coeval.

### 4.2.4 General interpretations

The fact that we see little evolution of the ratio of CAGNH to CSFH is interesting given that in low to moderate power AGN hosting galaxies ( $L_{X} \lesssim 10^{44} \mathrm{erg} \mathrm{s}^{-1}$ ) there is a weak correlation between star formation and black hole accretion rate (e.g., Shao et al. 2010; Mullaney et al. 2012; Rosario et al. 2012; Harrison et al. 2012; Azadi et al. 2015). The weak correlation in individual galaxies can be explained by the variability of AGN luminosities over short timescales $\left(\approx 10^{6}-10^{7} \mathrm{Myr}\right)$ compared to star formation ( $\approx 10^{8} \mathrm{Myr}$ ) because the relaxed phase of the AGN duty cycle occurs more often than a relaxed phase of star formation (Hickox et al. 2014). Thus, the chance that we would observe AGN that are "switched on" compared to actively star forming galaxies is rarer and the ratio of CAGNH to CSFH would instead favour star formation. Instead, the flat evolution that we see in our results indicates that short timescale variations in AGN luminosity average out in large samples, such as the combined set of GAMA and DEVILS-D10 we use in this work. Indeed, AGN activity has previously been shown to correlate with star formation activity when considering global galaxy populations (Boyle \& Terlevich 1998).

Ultimately, the flat CAGNH/CSFH indicates that the mechanism behind the coeval rise and fall of SF and AGN activity over 11 Gyr is of the same origin and operates at the same rate.

To further investigate this idea, we calculate the median and $1 \sigma$ spread of stellar mass of the galaxy sample that lie within the peak of the distributions in Figure 5 and Figure 6. We find the boundaries to the left and right of the maximum of either the SFR or AGN bolometric luminosity density distributions such that the integral within those boundaries is at least 50 per cent of the total area under the curves. We then select galaxies with SFRs or AGN bolometric luminosities within those boundary values and calculate the median and $1 \sigma$ spread of stellar mass in that SFR/AGN bolometric luminosity bin. We only show this result for confirmed AGN where the AGN fraction is $>0.1$ and the SEDs have FIR points for the DEVILS-D10 sample. The result of this exercise is shown in Figure 10.

There is a slight tendency for more massive galaxies to dominate the CAGNH compared to the CSFH in GAMA only, but both are still well within their respective $1 \sigma$ spreads of stellar mass meaning we cannot confidently determine if there is a true difference in these two populations. Considering both GAMA and DEVILS, we find that the galaxies with significant AGN contributing to at least half of the cosmic SFR density are similar to the ones contributing to the cosmic AGN bolometric luminosity density with stellar masses within $1 \sigma$, indicating that star formation and AGN activity are linked. The link


Figure 10. Median and $1 \sigma$ spread of stellar mass of galaxies that contribute at least 50 per cent of the cosmic SFR (circles and error bars) and AGN bolometric luminosity (lines and shaded regions) density per unit look-back time in GAMA (blue) and DEVILS-D10 (purple). For clarity, the GAMA points have been shifted slightly to the right. We find the SFR and AGN bolometric luminosity boundary values to the left and right of the peak of the density distributions of Figure 5 and Figure 6 such that the integrals within those boundaries are at least 50 percent the value of the total cosmic SFR/ AGN bolometric luminosity density. We use the $\mathrm{AGN}_{\mathrm{LB}}$ results for our AGN selection. We only show this result for confirmed AGN with an AGN fraction greater than 0.1 and with FIR photometry present in the galaxy SEDs.
likely rests in the gas supply in galaxies being the same fuel for both star formation and AGN activity. So, as the gas supply is continuously consumed star formation and AGN activity must reduce equivalently to ensure that the slopes of their declines at look-back time $\lesssim 10 \mathrm{Gyr}$ are similar.

## 5 CONCLUSIONS

We have calculated the joint evolution of the CSFH and CAGNH over 12.5 Gyr since the present day by using SED fits to galaxies in the GAMA and DEVILS-D10 data sets. ProSpect was used to fit the SEDs, simultaneously and self-consistently modelling the flux associated with stars and AGN. The key results are summarised below.

- After carefully accounting for the potential underestimation of star formation due to the presence of an AGN component in the SEDs and the effect of large scale structure, our CSFH agrees well with literature results (e.g., Madau \& Dickinson 2014; Driver et al. 2018; Bellstedt et al. 2020b), with a minimum at look-back time $\approx 12.5$ Gyr , a peak at $\approx 10 \mathrm{Gyr}$ and a decline into the present day. We expect slight differences between our results and the literature to be driven by differences in the photometry extraction, SED fitting method and AGN selection used in the literature.
- Our CAGNH follows a similar shape to the CSFH. We report a shallower decline of AGN bolometric luminosity density at look-back time $\lesssim 8 \mathrm{Gyr}$ than Richards et al. (2006).
- Taking the ratio of the CAGNH and the CSFH, we find that AGN activity and star formation have been coeval, with a ratio of $\rho_{\mathrm{AGN}} / \rho_{\mathrm{SFR}} \approx 10^{42.5} \mathrm{erg} \mathrm{s}^{-1} \mathrm{M}_{\odot}^{-1} \mathrm{yr}$, for the last $\approx 11 \mathrm{Gyr}$. We find that whether we use the AGN bolometric luminosities straight out of ProSpect or replace them with either 0 or the lower bound AGN
luminosity, the AGN bolometric luminosity density is within 0.5 dex over the last $\approx 11 \mathrm{Gyr}$.
- At look-back time $\gtrsim 11$ Gyr, the CAGNH and CSFH are unconstrainable with these state-of-the-art multiwavelength datasets. It will be a task for high-redshift instruments like the Hubble Space Telescope and JWST to better constrain the AGN activity at look-back time $\gtrsim 12.5$ Gyr ( $z \gtrsim 5$ ).
- We show that the CSFH and CAGNH in the semi-analytic model Shark and the cosmological hydrodynamical model EAGLE exhibit slight differences with our results. For example, Shark produces $\approx 0.3$ dex more cosmic SFR density at look-back time $\rightarrow 0 \mathrm{Gyr}$ compared to our result, while EAGLE produces $\approx 0.2$ dex less cosmic SFR density at look-back time $\approx 5$ Gyr. Both Shark and EAGLE predict a sharper decline of AGN activity compared to SFR than our results. The key point is that this work will serve to inform the physical models of star formation and AGN feedback in simulations.

As galaxies are multifaceted in nature we must go beyond isolated considerations of either star forming galaxies or galaxies hosting AGN. Thanks to the exquisite GAMA and DEVILS-D10 photometry and ProSpect SED fits, this work represents an important milestone toward reconciling the role of star formation and AGN activity in the life cycle of galaxies over $\approx 12.5 \mathrm{Gyr}$ from the present day.
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