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ABSTRACT

This thesis presents a comprehensive exploration into the prediction of the S&P 500 clos-
ing prices using a multitude of prediction models and trading strategies. Capitalizing on
the advancements in Financial Technology (FinTech), it employs Statistical (ARIMA), Ma-
chine Learning (Support Vector Regression, SVR), and Deep Learning (Long Short-Term
Memory, LSTM) methodologies to forecast the S&P 500 closing prices. These models
are applied to four types of data, each differentiated by forecasting horizons and sets of
features.

The study starts with the acquisition and preprocessing of financial and economic data,
followed by feature selection, after which various models are built and trained. The predict-
ive performance of these models is then evaluated traditionally and also tested in different
trading simulation algorithms. This offers a dual lens to assess the models’ capabilities,
both from a predictive accuracy perspective and a trading performance viewpoint.

The research offers insights into the application of technology in financial prediction and
trading, and aims to contribute to the existing body of knowledge in the areas of predictive
modeling. Moreover, it serves as an educative journey for anyone seeking to explore the
world of stock market predictions and trading strategy formulation.

The results of this comparative analysis show that each of the models has its unique
strengths in specific market scenarios. However, overall, the LSTM model consistently
outperformed others in predicting the S&P 500’s closing prices, as well as proving its
efficiency in the simulated trading strategies, affirming the potential of deep learning ap-
proaches in financial forecasting. The SVR, while demonstrating good forecasting errors,
its performance in trading simulations was relatively inferior. Meanwhile, the traditional
ARIMA model, although ranking last in most of the comparisons, made a commendable
effort for a statistical approach, highlighting its continued relevance in financial prediction.

The findings from this research are hoped to inspire further exploration and improvements
in the combination of finance and technology.

SUBJECT AREA: Financial Technology (FinTech)

KEYWORDS: S&P 500, Financial Prediction, Statistical Modeling (ARIMA), Machine
Learning (Support Vector Regression, SVR), Deep Learning (Long
Short-Term Memory, LSTM), Stock Market Forecasting, Trading Sim-
ulation, Trading Strategies, Financial Technology (FinTech), Financial
Data Science, Predictive Modeling, Algorithmic Trading



NEPIAHWH

AuTH n TTTUXIOKA Epyacia TTapouciadel hia oAokAnpwpévn diepelivnon oTnV TTPORAEYN TwV
TIMWV KA€IoipaTog Tou S&P 500 xpnoipotroiwvTag pia TTANBwpa PovTéAwy TTPORAEWNS Kal
OTPATNYIKWY CuVaAAaywyv. ALIOTToIwvVTag TIG €ENIEEIC TN XPNUATOOIKOVOIKY TexvoAo-
yia (FinTech), xpnoipotrolei peBodoAoyicg Z1atioTikéG MovreAdotmroinong (ARIMA), Mnxavi-
KNS Mdadnong (Support Vector Regression, SVR) kai BaBidg Madbnong (Long Short-Term
Memory, LSTM) yia va mTpoBAEwel TIG TINEG KAEIoipaTog Tou S&P 500. Autd Ta povTéEAa
epapudélovTal o€ TEOOEPIG TUTTOUG BEdOPEVWV, KOBEVAG ATTO TOUG OTTOIOUG DIOPOPOTTOIEI-
Tal avaAoya pe Toug opilovteg TTPORAEWNG Kal Ta GUVOAA XOPAKTNPIOTIKWY.

H £peuva gexivd pe TNV atmmOKTnNon Kal TIPOETTEEEPYATia XPNHMATOOIKOVOUIKWY KAl OIKOVO-
MIKWV dedOUEVWY, akoAouBoupevn atro €TTIAOYA XAPOAKTNPIOTIKWY, YETA TNV OTToid KATA-
okeuadovTal Kal ekTTaidevovTal dId@opa PovTéAa. H TTpoyvVwaoTIKY atrddoon AUTWY TwV POo-
VTEAWV OTNn ouvéxela agloAoyeital TTapadooiakd, Kal dOKINAeTal ETTIONG O€ OIOPOPETIKOUG
aAYOPIBUOUG ETTEVOUTIKWY OTPATNYIKWY YIA TTPOCOM0IwoN ouvaAlaywy. Autd TTpOCQEPEI
OITTAA a&loAdynon Twv duvaToTATWY TWV POVTEAWYV, TOOO aTTO TNV ATTOWn TNG TTPOYVWOTI-
KRG aKpiBEIag 600 Kal atrd TNV Atroyn TG ammodoong GuvaAAaywy.

H £peuva TTpoo@EPEl TTANPOPOPIES VI TNV EQAPPOYN TNG TEXVOAOYIAg OTIG XPNMATOOIKO-
VOMIKEG TTPOPBAEYEIS Kal CUVAANQYEG, KAl OTOXEUEI v CUUBAAEI OTO UTTAPXOV OUVOAO YVW-
OEWV OTOUG TOUEIG TNG TTPOYVWOTIKAG HOVTEAOTTOINONG. ETTITTA OV, XPNOIUEUEI WG £Va EK-
TTaIOEUTIKO TagidI yia OTToIoV BEAEI va £EEPEUVAOEI TOV KOO0 TWV TTPORAEWEWV XpNHaTI-
oTNPiou Kal TNG dIAPNOPPWONG OTPATNYIKNAG OCUVOAAOYWV.

Ta ammoteAéopaTa auTAG TNG CUYKPITIKAG avaAuong deixvouv 0TI KABe Eva atrd Ta HOVTEAQ
EXEI TA JOVADIKA TTAEOVEKTIUATA TOU O€ OUYKEKPIMEVA aevapia ayopds. QoTdoo, OUVOAIKA,
TO JovTéAO LSTM Eetrépace otaBepd Ta GAAQ 0TNV TTPOBAEWN TWV TINWV KAEICIUATOG TOU
S&P 500, kabwg Kal 0TV atrodeItn TNG ATTOTEAECHATIKOTATAG TOU OTIG TTPOCOUOIWMEVES
OTPATNYIKEG ouVaAAaywyv, €TIRERaIVOVTAS TIG dUVATOTNTEG TWV TTPOOEYYIoEWV Babidg
MABNoNG OTIC XPNHATOOIKOVOUIKES TTIPORALWEIS. To SVR, evd TTapouaiale KaAd A&on tTpo-
BAewng, n atrdédoar] Tou OTIG TIPOCOUOIWCEIG CUVOAAAYWYV ATAV OXETIKA KATWTEPN. EV TW
METOEU, TO TTapadooiakd povtéAo ARIMA, av kal KATATAoOETAI TEAEUTAIO OTIG TTEPICCOTEPES
OUYKPIOEIG, EKAVE JIO AIETTAIVN TTPOCTIABEIN YIa PIQ OTATIOTIKA TTPOCEYYIoN, TOVI(OVTOG TN
ouveXI(OUEVN CUVAQPEIG TOU OTIG XPNMOTOOIKOVOUIKES TTPOPRAEYEIC.

Ta eupriuata auThG TG £PEUVAG ATTOOKOTTOUV VA EUTTVEUCOUV TTEPAITEPW £EEPEUVNON KAl
BeATILUOEIC OTO OUVOUAGHO TWV OIKOVOUIKWYV Kal TNG TEXVOAOYiag.

OEMATIKH NEPIOXH: Xpnuartooikovoulkn TexvoAoyia (FinTech)

AEZEIZ KAEIAIA: S&P 500, Xpnuatooikovopikry  TpoBAswn, 2TATIOTIKN
MovTteAotroinon ARIMA, Mnxavikry MédBnon SVR, BaBid Mdabnon
LSTM, TMpoBAeyn Xpnuatiotnpiou, EtrevduTtiky NMpooopoiwon,
EmevduTikég  ZTpaTnyikég,  XPNUATOOIKOVOWIKK)  TexvoAoyia
FinTech, Xpnuatooikovouikf) ETriotiun Acdopévwy, MPoBAETTTIKNA
MovTeAotroinon, AAyopiBuikr) ZuvaAAayn
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From Prediction to Profit: Evaluating S&P 500 Forecasting Models Using Machine Learning

1. INTRODUCTION

1.1 Rationale and context

The inception of this research is rooted in a personal interest in the FinTech industry, a
domain that merges the latest advancements in technology with traditional financial ser-
vices. This field fuses the worlds of finance and technology, revolutionizing the financial
industry and how we manage and interact with money [31].The potential of this sector
sparked a curiosity, particularly to understand one of its most complex components, the
stock market.

This interest led to the exploration of the stock market’s components, and eventually to the
complex task of stock price prediction. Despite the inherent volatility and complex nature
of financial markets [79], and even a certain level of mistrust [33], the solution may lie in
technology. The rapid development of artificial intelligence has demonstrated a promising
avenue for addressing this problem.

In particular, machine learning and deep learning techniques have shown potential in un-
veiling patterns in these seemingly chaotic market behaviors [77]. Therefore, this thesis
aims to harness these technologies to evaluate their effectiveness in predicting stock mar-
ket movements.

1.2 Purpose and aim of the study

This study aims to explore the multidimensional world of stock market prediction. The
primary concern is comparing different predictive methods and architectures, such as stat-
istical models, machine learning techniques, and deep learning methodologies. The study
engages in a comparison of stock indices, features, and prediction horizons, scrutinizing
performance and efficacy across these dimensions.

An essential aspect of this research is to evaluate the impact of different features on the
predictive models’ performance. Although the efficient-market hypothesis, which will be
explained in future chapters, suggests that stock market prices already reflect all available
information, many researchers dispute this conclusion. Therefore, many different extrinsic
sources of data are used for stock market prediction [41]. This study compares the results
obtained from models that use solely market data against those that incorporate additional
information, aiming to assess whether incorporating non-market features can enhance the
accuracy of stock market predictions.

Beyond the methods, the research investigates the performance of these models across
different stock indices. This comprehensive analysis provides an opportunity to appreci-
ate the versatility and robustness of prediction methods in varied market conditions and
sectors.

Furthermore, this research aims to investigate the temporal aspect of stock market pre-
dictions. It will compare the performance of these models over different forecast horizons,
both short and long-term. This comparison offers valuable insights into the differing com-
plexities and challenges posed by various prediction horizons, providing insights into the
unique challenges and trade-offs that different prediction horizons may pose.

In essence, this study embodies a purposeful journey aimed at enriching the understand-
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ing of stock market prediction strategies. It seeks to offer valuable insights in the finance
industry and provide a pathway for future investigations in this domain.

1.3 Structure of the thesis

This thesis is thoughtfully structured into six main chapters, each serving a distinct purpose
in the overall narrative of the research. It serves to progress the reader through a journey
starting from the broad concept of the prediction of the stock market and gradually moving
towards the precise methodologies and results. Each chapter’s main purpose and the
progression of the research narrative are outlined in the next page in Table 1.1.

Chapter 1, named ’Introduction’ presents the rationale behind the research, introduces
the purpose and aims of the study, and provides a broad overview of the thesis struc-
ture. In Chapter 2, or the 'Background’, readers are introduced to the basics of artificial
intelligence, the complexities of the financial market, and the principles of stock predic-
tions. This chapter provides necessary context, establishing a solid foundation for the
upcoming sections and ultimately linking these sections to stock market prediction. This
is followed by ’Literature Review’, outlined as Chapter 3, that offers a critical examination
of the current academic landscape. This chapter reviews existing prediction methodolo-
gies, evaluates their effectiveness, and identifies gaps in the present body of knowledge.
Chapter 4, referred to as 'Approach’, details the research design. This chapter describes
the research plan, procedures for data selection and gathering, the process of model se-
lection and creation, training and steps for validation. Here, the execution of the study
takes place where the models are created and evaluated using advanced metrics, trading
strategies. In Chapter 5, titled 'Results’, the study’s findings are presented. This section
delves into the analysis and interpretation of the results, along with suggestions for poten-
tial performance improvements. The final chapter, Chapter 6 or ’Conclusion’, provides a
comprehensive summary of the key findings and their implications on the field of financial
market predictions. It concludes with a thoughtful reflection on potential future research
directions.
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Table 1.1: Structure of the Thesis

Chapter

Description

1. Introduction

Provides the rationale behind the research, introduces
the purpose and aims of the study, and provides a
broad overview of the thesis structure.

2. Background

Introduces the basics of artificial intelligence, the com-
plexities of the financial market, and the principles of
stock predictions.

3. Literature Review

Reviews existing prediction methodologies, evaluates
their effectiveness, and identifies gaps in the present
body of knowledge.

4. Approach Describes the research plan, procedures for data se-
lection and gathering, the process of model selection
and creation, training, steps for validation, and evalu-
ation.

5. Results Presents the study’s findings, analyzes and interprets

the results, and provides suggestions for potential per-
formance improvements.

6. Conclusion

Provides a comprehensive summary of the key find-
ings and their implications on the field of financial mar-
ket predictions. Concludes with a thoughtful reflection
on potential future research directions.
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2. BACKGROUND

This chapter is designed to provide the reader with the fundamental knowledge neces-
sary to understand the rest of the research work. This chapter will lay the groundwork by
introducing the principles of financial markets, stock predictions, and the basics of artifi-
cial intelligence. This section essentially forms the backbone of the thesis, linking these
various concepts together in the context of stock market prediction.

2.1 Understanding artificial intelligence

Artificial Intelligence (Al) is a broad field of study that focuses on creating machines and
software that mimic human intelligence. The goal of Al is to develop systems capable
of performing tasks that normally require human intellect, such as understanding natural
language, recognizing patterns, solving problems, and making decisions [76].

2.1.1 The basics of machine learning

Machine Learning (ML) is a subfield of artificial intelligence that aims to teach computers
the ability to learn from and make decisions or predictions based on data. It seeks to con-
struct algorithms and statistical models that machines, specifically computers, can use to
perform specific tasks without explicit instruction, instead relying on patterns and inference
derived from data [58].

2.1.1.1 Definition and types of machine learning
Machine Learning, involves computer programs that automatically improve their perform-

ance through experience [58]. The types of ML, as seen in the Figure 2.1 below, are mainly
categorized into supervised learning, unsupervised learning, and reinforcement learning.

| Machine Learning

— | T

Supervised Learning Unsupervised Learning Reinforcement Learning
Regression Classification Clustering Dimensionality Reduction

Figure 2.1: Machine Learning Types

2.1.1.2 Supervised learning

Supervised learning, one of the most common types of machine learning, involves training
a model to predict outputs from a given set of inputs using a labeled dataset. Each example
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in the labeled dataset consists of an input vector and a corresponding desired output value.
During the training phase, the model uses this dataset to learn a function that maps the
inputs to the correct outputs. Once trained, the model should be able to use this function to
make accurate predictions for new, previously unseen instances based on the knowledge
it has acquired during training. Supervised learning tasks primarily fall into two categories:
regression and classification [58].

* Regression: In regression tasks, the goal is to predict a continuous output value.
The model is trained with a dataset where the true output values are known. Itlearns
to understand the relationship between the input features and the output value, and
applies this understanding to predict the output for new instances.

A widely-used regression algorithm is linear regression. Linear regression assumes
a linear relationship between the input features and the output value and learns a
linear function that minimizes the difference between the predicted and true output
values. However, in real-world problems where the relationship may not be strictly
linear, more complex regression models like polynomial regression or decision trees
for regression might be used [58] [87].

» Classification: In classification tasks, the output is discrete rather than continuous.
This involves predicting which category or class a new instance belongs to based on
its features. In multi-class classification problems, there are more than two classes
to predict.

There are several algorithms used for classification, including logistic regression,
decision trees, and support vector machines. Logistic regression, despite its name,
is used for binary classification tasks. It learns a logistic function that models the
probability that a given input point belongs to a specific class. Decision trees build a
tree-like model of decisions and their possible consequences, while support vector
machines construct hyperplanes in a high-dimensional space to separate different
classes [58].

2.1.1.3 Unsupervised learning

Unsupervised learning involves the training of machine learning models on a dataset
without labeled outputs. The model needs to find structure in the data and learn the under-
lying patterns or distributions on its own. This makes unsupervised learning particularly
useful for exploratory analysis or when little is known about the relationships in the data
[61]. There are primarily two types of unsupervised learning task among others: clustering
and dimensionality reduction.

 Clustering: Clustering is a task that groups data instances into subsets, known as
clusters, based on their similarity. The aim is to make instances in the same cluster
more similar to each other than to those in other clusters. This is useful in a variety
of applications, such as customer segmentation, image segmentation, and anomaly
detection.

Various algorithms can be used to perform clustering, including K-means, hierarch-
ical clustering, and DBSCAN. K-means is one of the most widely used clustering
algorithms. It groups data into K distinct, non-overlapping clusters based on their
distances from K centroids, which are determined iteratively [54].
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+ Dimensionality Reduction: Dimensionality reduction is a technique that reduces
the number of input variables in a dataset while retaining the essential information. It
can be helpful in visualizing high-dimensional data, improving the efficiency of other
machine learning algorithms, and mitigating issues related to the curse of dimen-
sionality (problems that arise when dealing with high-dimensional data).

Principal Component Analysis (PCA) is a widely-used linear dimensionality reduction
technique. PCA transforms the original variables to a new set of variables, the prin-
cipal components, which are orthogonal (uncorrelated), and account for the largest
possible variance in the data [43].

There are also non-linear dimensionality reduction methods like t-SNE and UMAP
that are especially useful when the underlying structure of the data is not linear.

While unsupervised learning can uncover hidden patterns and simplify complex data,
its outcomes can sometimes be hard to interpret, and its results depend highly on
the quality and structure of the input data [36].

2.1.1.4 Reinforcement learning

Reinforcement learning is a type of machine learning where an agent learns to make
decisions by interacting with its environment. The agent performs certain actions in an
environment to achieve a goal, receives feedback in terms of rewards or penalties, and
adjusts its actions accordingly. The objective of the agent is to learn a policy, a strategy
that dictates the action the agent should choose given the current environment state [89].

2.1.1.5 Evaluating machine learning models

Evaluating machine learning models is a crucial aspect of any machine learning project. It
allows us to understand the performance of the model, and whether the model is achiev-
ing its desired objectives. The choice of evaluation metrics depends on the specific task
and the business requirements. Here, we will discuss some common metrics used in su-
pervised learning tasks - for both regression and classification. These metrics provide
quantitative ways to measure how well a model’s predictions align with actual data [77].

* Regression Metrics: In the case of regression tasks, the model’s predicted values
(y) are compared to the actual known values (y) from the data. Additionally, the
model aims to predict a continuous value, and we often use the following metrics
[971[77][52] [62] [99]:

— Mean Absolute Error (MAE): This is the average of absolute differences
between the predicted and actual values. It gives an idea of how wrong the
predictions were.

— Mean Squared Error (MSE): This is similar to MAE, but squares the difference
before summing them all instead of using the absolute value. This means that
MSE is more sensitive to outliers compared to MAE.

— Root Mean Squared Error (RMSE): This is the square root of the MSE. The
RMSE is expressed in the same units as the output, which can make it more
interpretable than the MSE.
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— Mean Absolute Percentage Error (MAPE) This is the average of the absolute
percent difference between predictions and actual observations.

— R-squared (Coefficient of Determination): This measures the proportion of
the variance in the dependent variable that can be predicted from the independ-
ent variable(s). It provides a measure of how well future outcomes are likely to
be predicted by the model.

» Classification Metrics: For classification tasks, the concepts of True Positives (TP),
False Positives (FP), True Negatives (TN), and False Negatives (FN) are essential
[77]. These arise from the concept of a confusion matrix, a table layout that visual-
izes the performance of a classification algorithm. The confusion matrix for binary
classification is a 2x2 table:

Table 2.1: Confusion Matrix

Positive Negative
True Positive (TP) | False Negative (FN)
False Positive (FP) | True Negative (TN)

Predicted

Actual Positive
Negative

The four terms represent:

— True Positives (TP): The cases in which the model predicted positive, and the
truth is also positive.

— False Positives (FP): The cases in which the model predicted positive, but the
truth is negative.

— True Negatives (TN): The cases in which the model predicted negative, and the
truth is also negative.

— False Negatives (FN): The cases in which the model predicted negative, but
the truth is positive.

These terms form the foundation for many evaluation metrics for classification tasks
such as Precision, Recall, F1 Score, and others. In classification tasks, where the
model predicts a discrete label, common metrics include [72] [77] [29]:

— Accuracy: This is the ratio of the correctly predicted observations to the total
observations. While it’s straightforward, it can be misleading if the classes are
imbalanced.

— Precision: Precision is the ratio of correctly predicted positive observations to
the total predicted positives.

— Recall: Recall (Sensitivity) is the ratio of correctly predicted positive observa-
tions to the all observations in actual class. These are especially useful when
the costs of false positives and false negatives are very different.

— F1 Score: This is the harmonic mean of Precision and Recall, and tries to find
the balance between precision and recall.

— Area Under ROC (Receiver Operating Characteristic) Curve (AUC-ROC):
ROC Curve is a plot of the true positive rate against the false positive rate. It
shows the tradeoff between sensitivity and specificity. The area under this curve
is a measure of separability, or how much the model is capable of distinguishing
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between classes.The Area Under the ROC Curve (AUC-ROC) is a numerical
measure of a model’s discrimination capability. It ranges from 0 to 1, with 1
denoting a perfect classifier and 0.5 signifying no better than random guessing.
AUC-ROC is arobust measure, considering the model’s performance across all
thresholds, making it effective especially when dealing with imbalanced classes
or differing misclassification costs.

Table 2.2 summarizes the evaluation metrics mentioned above, that are used for regres-
sion and classification. This table provides a condensed view of the metrics, offering a
convenient reference for understanding and comparing the different evaluation standards
applied in machine learning tasks [77].

2.1.2 Machine learning in stock market prediction

Artificial intelligence (Al), especially machine learning (ML), has sparked a substantial
amount of interest and investment from financial institutions. These organizations priorit-
ize the application of a variety of machine learning (ML), deep learning (DL), and reinforce-
ment learning (RL) methods, including supervised and unsupervised ML, natural language
processing (NLP), and data science, to enhance their investment strategies, gather new
insights into the competitive landscape, and ultimately boost profits and outpace rivals
[77].

2.1.2.1 ”Black box”

The primary challenge with many ML systems, particularly deep neural networks, is that
they function as "black boxes”. This is due to the difficulty of comprehending their inner
workings post-training. Basic models like Linear Regression (Regression) and Decision
Trees (Classification) have interpretable structures and fewer parameters that do not re-
quire further explanatory techniques. In contrast, complex models like Deep Neural Net-
works, with millions of parameters (weights), are often referred to as "black boxes” as their
behavior remains indecipherable even when their structure and weights are known [77].

ML enables computers to analyze massive amounts of information in search of trends
and patterns, which is essential in the business of trading. Machine learning algorithms
are skilled at digesting large volumes of data to uncover patterns difficult for humans to
discern [77].

2.1.2.2 Machine learning in quantitative finance

Quantitative finance, which involves the use of mathematical and statistical methods to
analyze financial data, increasingly employs machine learning techniques to create more
accurate forecasts and enhance the performance of financial models. Here are some
examples of machine learning applications in quantitative finance [77]:

» Algorithmic trading: ML algorithms create trading strategies that can automat-
ically assess massive volumes of financial data and execute trades based on the
algorithm’s predictions.
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Table 2.2: Summary of Evaluation Metrics

Evaluation Metric

Description

Formula

MAE (Mean Absolute Er-
ror)

Average of absolute differ-
ences between predictions
and actual observations

> v — 4l

MSE (Mean Squared Error)

Average of the squares
of the differences between
predictions and actual ob-
servations

Determination)

RMSE (Root Mean | Square root of the aver- \/% S (yi — ui)?
Squared Error) age of the squared differ-

ences between predictions

and actual observations
MAPE (Mean Absolute | Average of the absolute | 100% 377" |4t
Percentage Error) percent difference between

predictions and actual ob-

servations
R-squared (Coefficient of | Proportion of the variance | 1 — %

in the dependent variable
that is predictable from the
independent variable(s)

Number of Correct Predictions

Accuracy Ratio of correctly predicted | G umber of Predictions
observations to the total ob-
servations

Precision Ratio of correctly predicted True Positives

positive observations to the
total predicted positive ob-
servations

True Positives+False Positives

Recall (Sensitivity)

Ratio of correctly predicted
positive observations to all
observations in actual class

True Positives
True Positives+False Negatives

F1 Score

Harmonic Mean of Preci-
sion and Recall

92 % Precision x Recall
Precision+Recall

AUC-ROC (Area Under the
Receiver Operating Char-
acteristic)

A single value summary
of the ROC curve rep-
resenting the model’s
ability to distinguish
between classes across all
thresholds.

Calculated as the two-
dimensional area under the
entire ROC curve.

* Risk management: ML can reveal risky trends in large financial datasets, aiding
financial firms in risk management.

» Portfolio optimization: ML can identify the best investments for a portfolio using
factors like volatility, risk, and return.

* Forecasting: ML enables the analysis of past financial data to predict future market
patterns, exchange rates, among other parameters.
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+ Sentiment analysis: ML can analyze social media and news to determine public
sentiment about a company, product, or industry.

Traditional financial models can be integrated with machine learning models to enhance
predictions and outcomes. However, not all ML models are appropriate for all problems.
The model selection depends on the problem and the available data, so collaboration
between machine learning and finance professionals is crucial [77].

2.1.2.3 Machine learning methods in stock market prediction

ML'’s potential to analyze vast amounts of data and detect complex patterns has led to its
extensive application in financial forecasting. Various types of machine learning models
are employed in stock market prediction, each with unique advantages, strengths, and
application areas [50]:

* Linear Regression (LR): One of the most straightforward ML algorithms, Linear
Regression is often used to predict a continuous value like the future price of a
stock. LR models the relationship between two variables by fitting a linear equation
to observed data, allowing us to understand the impact of changes in independent
variables on the dependent variable.

* Logistic Regression (LR): Used primarily for binary classification problems, it's
useful in predicting whether a stock price will increase (1) or decrease (0). Des-
pite its name, Logistic Regression is a classification algorithm that uses the logistic
function to model a binary dependent variable.

» Decision Tree (DT): These are interpretable models often used for both classifica-
tion and regression tasks. For example, they could help determine if a stock would
rise or fall based on a set of variables like the company’s earnings, the sector’s
performance, and macroeconomic indicators.

* Random Forest (RF): An ensemble learning method that operates by constructing
multiple decision trees during training and outputting the majority vote of individual
trees for classification problems or average for regression problems.

» Support Vector Machine (SVM): SVMs are primarily used for classification but can
be adapted for regression. In stock market prediction, an SVM might categorize
stocks into "likely to rise” and "likely to fall”.

» k-Nearest Neighbors (kNN): A simple algorithm that stores all available cases and
classifies new cases based on a similarity measure (e.g., distance functions). kNN
has been used in statistical estimation and pattern recognition in the stock market
as early as the 1970s.

* Deep Learning (DL): DL algorithms, such as artificial neural networks with numer-
ous layers, have been a revelation in the field of stock market prediction. They can
model complex non-linear relationships and are particularly effective when working
with large amounts of data.

S. Strompolas 24



From Prediction to Profit: Evaluating S&P 500 Forecasting Models Using Machine Learning

2.1.2.4 Feature selection

Feature selection is an essential step in building an effective ML model for stock market
prediction. Features can include historical prices, company financials, market indicators,
or even alternative data like social media sentiment or news data [50]. The quality and
relevance of selected features directly impact the model’s prediction accuracy.

2.1.2.5 Regression and classification

Stock prices are a type of time-series data, and predicting future prices is a common time-
series problem. Depending on the nature of the problem, ML in stock market prediction
may involve regression or classification [50]:

* Regression: Regression analysis is a statistical method for predicting a dependent
variable based on the values of at least one independent variable. In the context of
stock market prediction, the dependent variable could be the future price of a stock,
while the independent variables could be historical prices, volumes, etc.

 Classification: Classification models, on the other hand, are used to predict dis-
crete labels, such as whether a stock price will go up or down. The classification
models need to be trained on a labeled dataset.

Machine Learning has revolutionized stock market prediction by offering sophisticated al-
gorithms capable of analyzing complex patterns and relationships in data. While traditional
econometric models are still valid and widely used, the ability of ML models to work with
large-scale, high-dimensional data and to model non-linear relationships gives them an
edge in many forecasting scenarios. However, building a successful ML model for stock
market prediction also requires careful data pre-processing, feature selection, and model
validation, as well as a deep understanding of the financial markets themselves [50].

2.1.3 The basics of deep learning

Deep learning is a subset of machine learning techniques that is characterized by the
use of networks of simple concepts, which are arranged in various architectures. This
arrangement allows computers to learn complex concepts from simple nodes that are
graphically interconnected through multiple layers [32]. The resurgence of deep learning
was primarily driven by probabilistic or Bayesian models, such as Deep Belief Networks
(DBN). These networks are composed of nodes that represent random variables, each
having probabilistic relationships with one another [32] [38].

In recent years, a different type of model, known as Artificial Neural Networks (ANN), has
gained increasing popularity. These networks consist of nodes that represent neurons,
which are generated during the training process. The rise in popularity of ANNs signifies a
shift in the deep learning landscape, highlighting the continuous evolution and adaptability
of these techniques [64].
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2.1.3.1 History

The history of deep learning is a fascinating journey that traces back to the 1940s and
1950s, with the development of the earliest artificial neural networks. However, it wasn’t
until the 1980s and 1990s that the first algorithms capable of training deep architectures
were developed. Despite these early advancements, deep learning didn’t gain significant
attention until the 2000s, when advancements in computational power and the availability
of large datasets made it possible to train complex models. The field has since seen rapid
growth and development, with deep learning models now being used in a wide range of
applications, from image recognition to natural language processing.

2.1.3.2 Differences with machine learning

Despite being a subset of machine learning, deep learning differs from its parent field in
several key ways. Deep learning constructs algorithms in various layers to create an artifi-
cial neural network capable of learning and making intelligent decisions independently. In
contrast, machine learning requires algorithms to parse data, learn from it, and then make
informed decisions. Deep learning requires a large amount of data and high-performance
hardware, while machine learning can work with smaller datasets and less powerful hard-
ware. In deep learning, the model itself can create new features, whereas in machine
learning, features must be accurately and precisely recognized by the users. Deep learn-
ing solves problems on an end-to-end basis, while machine learning decomposes lar-
ger tasks into smaller ones and combines the results. Despite the longer training time,
deep learning models often achieve a higher accuracy rate than machine learning models.
Furthermore, deep learning eliminates the challenging and complex feature engineering
phase present in machine learning. However, it's worth noting that deep networks require
high-end graphical processing units, which can be expensive and time-consuming to train
with large datasets [19].

2.1.3.3 Neural networks

Artificial Neural Networks (ANNs), considered to be the heart of deep learning algorithms,
are computational models designed based on the structure of the human brain and are
aimed at solving complex problems by emulating human intelligence [21]. A typical neural
network architecture, as depicted in Figure 2.2, consists of an input layer that receives
data, one or more hidden layers that process and transform the information, and an output
layer that produces the final prediction or output. The Figure 2.2 includes the following
components:

* Input Layer (Blue): This is where the neural network receives input from the data
set. It's represented by "Input Neurons”.

» Hidden Layers (Green): These are the layers in between the input and output layers
where the actual processing is done via a system of weighted connections. The
diagram includes two hidden layers, "Hidden Layer 1” and "Hidden Layer 2", for
illustration purposes.

* Output Layer (Red): The final layer, "Output Neurons”, is where the neural network
makes a decision about the input data based on the learning from the hidden layers.
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Input Layer Hidden Layers Output Layer

Input Neurons » Hidden Layer 1 — Hidden Layer 2 #» Output Neurons

Figure 2.2: Neural Network Structure

2.1.3.4 Artificial neuron

ANNs are composed of simple, interconnected processing units called artificial neurons or
nodes, which perform calculations on incoming data. ANNs store and process information
distributed across multiple nodes, rather than reserving a single unit for any particular
pattern.

The diagram Figure 2.3, showing the structure of an artificial neuron, includes the following
components:

* Inputs (Blue): These are the input values for the neuron. In this case, there are three
inputs labeled "Input 17, "Input 2”7, and "Input 3”.

* Weights (Green): These are the weights assigned to each input. The weights are
used to amplify or dampen the input signals.

+ Bias (Red): This is an additional input that allows the activation function to be shifted
to the left or right, to better fit the data.

+ Activation Function (Orange): This function processes the inputs, weights, and bias
to produce an output. It decides whether a neuron should be activated or not.

* Output (Purple): This is the final output of the neuron after processing the inputs,
weights, bias, and activation function.

Inputs

Input 1

Input 2

Activation Function
1
Input 3

Figure 2.3: Artificial Neuron

Each artificial neuron, a simplified abstraction of a biological neuron, performs a two-step
computation. Firstly, each neuron multiplies the incoming data (inputs) by respective syn-
aptic weights, and then aggregates them, adding the neuron’s bias value [64]. This can
be mathematically represented as:
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= wmi+b (2.1)
i=1

where:

z is the aggregate sum. w; are the weights. x; are the inputs. b is the bias. The sum is
over n inputs.

+ Activation Function: The next step involves passing the aggregated value, z,
through an activation function, also referred to as the squashing function. The activ-
ation function, denoted as g(z), restricts the output of the neuron to a specific range,
generating the final output, also known as activation (a):

The output or activation of the neuron, denoted as «, is given by passing z through
the activation function ¢(z):

a=g(z) (2.2)

Here, ¢(z) is the activation function.

Activation functions play a crucial role in ANNs, and several types are used de-
pending upon the architecture and the specific problem at hand. Some of the most
commonly used activation functions are the Rectified Linear Unit (ReLU), sigmoid,
and hyperbolic tangent (tanh) [32]. The ReLU activation function is popular in Feed-
Forward Neural Networks (FFNNs) due to its computational efficiency and because
it does not suffer from the vanishing gradient problem, a common issue in deep
neural networks with sigmoid activation functions. Sigmoid and tanh functions are
commonly used in recurrent networks for their ability to maintain values within a
specified range [32][64].

RelLU, sigmoid, and tanh are some commonly used activation functions. Their rep-
resentation is as follows:

RelLU (Rectified Linear Unit):

g(z) = max(0, 2) (2.3)
Sigmoid:
(2) = — (2.4)
9) = 1= :
Hyperbolic Tangent (tanh):
e? — e

g(z) =tanh(z) = (2.5)

e* 4+ e %

» Layers: Alayerin a deep learning model is a collection of neurons that process a set
of input data. Each layer is like a filter or transformation that the data passes through.
The layers closer to the input data are usually responsible for learning simple pat-
terns, and as the data progresses through the network, the patterns become more
complex.
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* Learning: Learning in the context of ANNs involves the adaptation of the network’s
parameters, namely weights and biases, based on the input data. Learning tech-
niques can be categorized based on how weights are adjusted in the network (su-
pervised, unsupervised, reinforcement learning) and how data is made available to
the network (offline/batch or online learning) [21].

The learning process begins with initializing weights and biases randomly. The net-
work then iteratively updates these parameters to reduce the error rate, which is cal-
culated by comparing the network’s prediction with the true values using a loss func-
tion [64]. The error is then propagated back to the network in a process called back-
propagation, which adjusts the weights using an optimization method like Stochastic
Gradient Descent [74]. This process is repeated over multiple iterations or epochs
until a defined number of iterations is achieved, or the error rate falls below a satis-
factory threshold.

2.1.3.5 Training

* Backpropagation: Backpropagation is a fundamental algorithm in training neural
networks. It is the method by which we adjust the weights of the network based on
the error at the output. During the forward pass, the input data is passed through
the network to generate a prediction. The prediction is compared with the actual
output, and the error is calculated. Backpropagation then calculates the gradient
of this error with respect to the network’s weights, and these gradients are used to
update the weights, ideally reducing the error. This forms the basis of what is known
as Gradient Descent, an optimization algorithm [74].

* Gradient Descent: Gradient descent is an optimization algorithm used to minimize
a function iteratively. In the context of machine learning and deep learning, the
function we typically want to minimize is the cost or loss function, which measures
how well our model is performing given the current parameter values [32].

The concept behind gradient descent begins with the initial values for our model’s
parameters and then update these values iteratively to move towards the point of
minimum loss. At each iteration, we compute the gradient (i.e., the vector of partial
derivatives) of the cost function at the current point, and then we take a step in the
direction opposite to the gradient (as the gradient points in the direction of steepest
ascent, but we want to descend) [32].

The mathematical representation of the gradient descent algorithm is as follows:

1. Initialize the weights (parameters) randomly. Let’s denote these weights as 6.

2. Calculate the gradient of the cost function .J(#) with respect to each parameter
0;. This gives us a gradient vector. The gradient of the cost function at a par-
ticular point is given by:

vI(6) = [&] 0.7 aJ}

8—91, 8—62, ceey a—en
3. Update each weight according to the rule:

oJ
00;

Qi:zﬁi—a
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where « is the learning rate (a hyperparameter that determines the step size
during each iteration), and g_é]i is the gradient of the cost function with respect
to 0;.

4. Repeat steps 2 and 3 until convergence, i.e., until the difference in cost between
successive iterations is smaller than a pre-defined threshold, or until a pre-set
number of iterations have been performed.

Gradient descent comes in different flavors, such as batch gradient descent,
stochastic gradient descent (SGD), and mini-batch gradient descent, each of which
uses a different number of training examples to compute the gradient at each step.
In deep learning, mini-batch gradient descent and its variants (like Adam and RM-
Sprop) are most commonly used due to their balance between computational effi-
ciency and convergence speed [32].

» Overfitting and Underfitting: A major challenge in training deep learning models
is striking the right balance to avoid overfitting and underfitting. Overfitting occurs
when the model learns the training data too well, essentially memorizing noise and
outliers, leading to poor performance on unseen data. Underfitting, conversely, is
when the model fails to capture the underlying patterns of the data, performing poorly
on both training and test data.

Solutions to these issues are inherently different. For overfitting, techniques such
as dropout and L1/L2 regularization are effective as they limit the complexity of the
model. For underfitting, solutions often involve increasing the model’s complexity,
such as adding more layers or nodes to the neural network, or reducing bias in the
model [32].

* Regularization: Regularization is a technique used to prevent overfitting, a situ-
ation where the model performs exceptionally well on the training data but poorly on
the test or unseen data. Essentially, regularization adds a penalty term to the loss
function, effectively limiting the magnitude of the model parameters and therefore
the model complexity. The two main types of regularization in deep learning are L1
and L2 regularization. L1 regularization tends to produce sparse weights, while L2
regularization encourages smaller weights but does not necessarily produce sparse
solutions.

2.1.3.6 Supervised learning architectures

Supervised learning architectures in deep learning are built to learn from labeled training
data, where the models predict output values based on input data and learn through a
continuous comparison between these predictions and actual results.

* Feed-forward Neural Networks (FFNN): FFNNs are widely used in deep learning
architectures. An FFNN consists of an input layer representing the input example,
one or more hidden layers, and an output layer. The output of each layer serves
as the input for the next layer. During training, activations are propagated forward
across the network, and the error rate is propagated backward from the output layer
to the input layer through a process known as backpropagation [64].

* Recurrent Neural Networks (RNN): RNNs maintain a representation of previously
seen input data, making them ideal for handling sequential data. RNNs contain
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loops that allow one or more passes of the same input, with the network maintain-
ing a state representation of each pass. This allows for variable length inputs and
outputs. However, typical RNNs struggle to retain information over long periods due
to the "vanishing gradient” problem, where gradients of the loss function become
exponentially small as they are propagated back through the layers of the network,
resulting in slower learning or failure to learn for earlier layers. To overcome this,
variants such as Long Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU)
networks have been developed [32].

LSTM networks are a special kind of RNN, capable of learning long-term depend-
encies. They were introduced by Hochreiter and Schmidhuber in 1997 to solve the
vanishing gradient problem that affects the training of traditional RNNs [37].

LSTMs are designed to remember information for prolonged periods. This capability
is achieved through a complex cell state, which runs along all the LSTM units, and
a set of gates (input, forget, and output gates) that regulate the flow of information
inside the LSTM unit. These gates determine what information to keep or discard
during the sequence, enabling LSTMs to capture long-term dependencies[32].

The cell state acts as a "conveyor belt” carrying information with minor linear in-
teractions, making it easier for information to flow across the sequence unaltered.
The input gate determines what new information will be stored in the cell state, the
forget gate decides what to forget from the current cell state, and the output gate
determines what the next hidden state should be [32].

The diagram Figure 2.3, showing the structure of a Long Short-Term Memory (LSTM)
network, includes the following components:

— Input Layer (Blue): This is where the LSTM network receives input.

— LSTM Layer (Green): This is the core part of the LSTM network. It includes the
Forget Gate (which decides what information to discard from the cell state), the
Input Gate (which updates the cell state with new information), the Cell State
(which carries the network’s internal state from one step to the next), and the
Output Gate (which decides what the next hidden state should be).

— Output Layer (Red): This is where the LSTM network outputs its predictions.

LSTM Layer
Forget Gate
Input Layer Output Layer
d \
Input » Input Gate —» Cell State —» Output Gate » Output
N~

Figure 2.4: Long Short-Term Memory (LSTM) Network

LSTMs have achieved state-of-the-art performance in various sequential tasks such
as language modeling, translation, and speech recognition. They can process and
predict time series data, handle natural language processing tasks, and are used in
many other applications where sequential data is present.

S. Strompolas 31



From Prediction to Profit: Evaluating S&P 500 Forecasting Models Using Machine Learning

GRUs are similar to LSTM, but with a simpler architecture that combines the for-
get and input gates into a single "update gate,” making them computationally more
efficient, though potentially less powerful.

» Convolutional Neural Networks (CNN): CNNs, widely used for image analysis,
handle large amounts of pixel density and greatly reduce the number of parameters,
making them highly efficient. Unlike traditional ANNs, where input is represented
as a feature vector, CNNs treat input as a matrix, creating a convolutional layer.
A typical CNN consists of one or more convolutional layers, each connected to a
respective pooling layer [32].

2.1.3.7 Unsupervised learning architectures

Unsupervised Learning Architectures in deep learning are designed to identify patterns in
data without any labeled outputs to guide the learning process.

» Autoencoders (AE): Autoencoders are unsupervised ANNs that encode input data
efficiently, a process known as latent representation or encoding [32]. They recon-
struct the same data using fewer nodes than the input, making them commonly used
for dimensionality reduction. Autoencoders can be used to learn a representation of
input data while ignoring noise [64].

* Restricted Boltzmann Machines (RBM), Deep Belief Networks (DBN), and Gen-
erative Adversarial Networks (GAN): RBM, DBN, and GAN are more advanced
unsupervised learning architectures. RBMs and DBNs are used for feature extrac-
tion and representation learning, while GANs consist of two neural networks con-
testing with each other in a game-theoretic framework [32].

2.1.3.8 Reinforcement learning architectures: DRL:

Unlike supervised and unsupervised learning, Reinforcement Learning (RL) problems are
formulated as discrete-time stochastic processes. The learning process interacts with the
environment via an iterative sequence of actions, state transitions, and rewards, aiming
to maximize the cumulative reward [28] [64]. Deep Reinforcement Learning (DRL) com-
bines deep learning and reinforcement learning, handling large state spaces, and function
approximation [28].

2.1.3.9 Evaluating deep learning models

The evaluation of deep learning models is just as crucial as in any machine learning pro-
ject. The primary purpose of model evaluation is to estimate how well a model will perform
on unseen data. It also helps in comparing the performance of different models or different
configurations of the same model.

The process typically involves splitting the available dataset into a training set and a test
set, where the training set is used to train the model and the test set is used to evaluate the
model’s predictive accuracy. Another popular method of evaluation is cross-validation, es-
pecially K-fold cross-validation, where the dataset is divided into 'K’ subsets and the model
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is trained 'K’ times, each time using a different subset as the test set and the remaining
subsets as the training set.

Performance measures vary based on the type of problem at hand. For classification
tasks, common metrics include accuracy, precision, recall, F1 score, and area under the
ROC curve (AUC-ROC). For regression tasks, mean absolute error (MAE), mean squared
error (MSE), root mean squared error (RMSE), and R? score are often used. Table 2.2
from before, summarizes the evaluation metrics mentioned above.

It is also crucial to examine the learning curves during training, which can provide insights
into whether a model is underfitting, overfitting, or well-fitted to the training data. This
information can guide adjustments to the model’s complexity or the amount of training
data needed.

2.1.4 Deep learning in stock market prediction

Deep Learning (DL) techniques have been extensively adopted in stock market predic-
tions due to their ability to extract complex patterns and make sense of large volumes of
data. However, when applying these techniques to the stock market, some unique con-
siderations arise, ranging from model’s composition, backtesting, to specific evaluation
requirements and criteria. Notably, these factors extend beyond the traditional machine
learning (ML) framework but are critical for financial models given the potential monetary
implications [64].

2.1.41 Applications

DL models deployed in the stock market must consider specific factors related to financial
data that surpass typical bias-variance tradeoffs observed in other applications. Unique
aspects like sampling intervals, stationarity of financial data, and backtesting methods re-
quire special attention. For instance, financial time-series data are non-stationary, mean-
ing their statistical properties (like mean, variance, covariance) change over time. There-
fore, models must be capable of adapting to such data dynamics. Techniques such as
differencing and fraction differencing are employed to transform the non-stationary finan-
cial data into stationary time series, enhancing the model’s performance [64] [22].

2.1.4.2 Backtesting

The role of backtesting in stock market prediction models is of paramount importance.
Unlike typical ML models where splitting data into training and testing sets to evaluate
performance suffices, financial models necessitate the evaluation of the model’s profitab-
ility and risk volatility [3]. Backtesting involves the simulation of trading strategies using
historical data to evaluate the model’s performance, aiding in discarding unfit models and
mitigating selection bias [3].

To effectively conduct backtesting, unbiased and representative data is required, prefer-
ably spanning different periods or an adequately long timeframe. Walk-forward backtest-
ing is a common approach, simulating trading actions using historical data in chronological
time. Though this method does not assure future performance, it facilitates system eval-
uation based on past performance [22].
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However, backtesting should be conducted with integrity, keeping in mind the risk of
backtest overfitting. It is not advisable to excessively fine-tune an algorithm in response to
specific events that might impact performance. Using diverse historical data for backtest-
ing can help avoid misinterpretations and improve the model’s generalizability [22].

2.1.4.3 Evaluation

A crucial aspect to discuss involves the evaluation metrics. In most machine learning
applications, metrics such as accuracy and precision are used to measure the algorithm’s
predictive ability. However, when applied to the financial market, what is ultimately gauged
is the algorithm’s performance with respect to returns or volatility. It is hence crucial to
demonstrate consistency across different financial evaluations of models and strategies,
a principle previously emphasized in the context of avoiding overfitting during backtesting
[64].

The diagram Figure 2.5, categorizing the different evaluation methods, includes the fol-
lowing components:

+ Evaluation Metrics: This is the broadest category, encompassing all the metrics used
to evaluate a model’s performance.

» Financial Metrics: These are metrics specifically designed to evaluate the perform-
ance of models in the financial market. They include among others, Returns, Volat-
ility, Sharpe Ratio, Sortino Ratio, Maximum Drawdown (MDD), Calmar Ratio, and
Value at Risk (VaR).

» Traditional Machine Learning Metrics: These are metrics derived from traditional
machine learning applications. They include metrics derived from a confusion matrix
and metrics calculated as the difference between the predicted and observed target
values.

Financial Metrics Traditional Machine Learning Metrics

] S e

Returns Volatility Sharpe Ratio Sortino Ratio Maximum Drawdown ‘ ‘ Calmar Ratio Value at Risk Confusion Matrix Derived Difference between Predicted and Observed

Figure 2.5: Evaluation Methods

Returns is a financial evaluation metric that measures the profitability. It is typically meas-
ured as a rate over a specific window of time, such as a day, month, or year. Returns
may also be annualized over several years, a method known as the Compound Annual
Growth Rate (CAGR). Higher returns over comparable time windows indicate better model
performance [64].

However, focusing solely on returns could offer an incomplete picture of a model’s per-
formance. Therefore, it's important to consider volatility as well. Volatility measures the
degree of variation in the price of an asset over a specific timeframe. Like returns, volatility
is often reported on daily, monthly, or yearly bases. Contrary to returns, lower volatility is
indicative of a better model performance [64].
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Moreover, to gain insights from both returns and volatility, the Sharpe ratio is often em-
ployed. The Sharpe ratio allows investors to identify low-risk investments by comparing
investment returns with risk-free assets such as treasury bonds. It measures the average
returns, accounting for risk-free assets per unit of volatility. A higher Sharpe ratio signi-
fies better model performance. However, it's worth noting that the Sharpe ratio assumes
a normal distribution of the data, which might not be the case for all financial data. To
account for this, the Sortino ratio is sometimes used, which only considers the standard
deviation of the downward price movement [64].

Other commonly used financial metrics include the Maximum Drawdown (MDD) and the
Calmar ratio, both instrumental in assessing the risk involved in an investment strategy.
MDD describes the largest loss from a peak to a trough in an investment, indicating past
investment losses. Lower MDD signifies a better strategy, with a zero value indicating
no loss in investment capital. The Calmar ratio, on the other hand, measures the MDD-
adjusted returns on capital to evaluate an investment strategy’s performance. A higher
Calmar ratio indicates a superior strategy [64].

Further, the Value at Risk (VaR) metric is considered essential in the reviewed works. VaR
measures risk exposure by estimating the maximum loss of an investment over time, using
historical performance [64].

Despite the focus on financial metrics, traditional machine learning metrics based on
model prediction accuracy are still relevant and commonly used. These metrics are either
derived from a confusion matrix or calculated as the difference between the predicted and
observed target values. Hence, while the choice of metrics can vary, it’s crucial to adopt
metrics that effectively capture the nature of financial markets and the specific require-
ments of a model’s performance [64].

2.1.4.4 DL models for financial time series forecasting

Statistics [80], find that the Long Short-Term Memory (LSTM) model was the most favored
by researchers for financial time series forecasting. LSTM, along with its variations, em-
ploys time-varying data with embedded feedback representations, which has shown to en-
hance performance in time series prediction tasks. This is especially beneficial since most
financial data encompass time-dependent components, making LSTM an ideal choice for
financial time series forecasting [80].

LSTM is derived from a more general family of models, the Recurrent Neural Networks
(RNNs). A considerable portion of published papers for time series forecasting falls into
the RNN model category, with LSTM being the predominant choice. Given the ordinal
nature of data representation, researchers often consider RNN, Gated Recurrent Unit
(GRU), and LSTM as viable options for their model choices [80].

The Deep Multilayer Perceptron (DMLP) has also seen application in time series forecast-
ing due to its market dominance and acceptance in the Machine Learning community.
However, there is a fundamental distinction between the application of DMLP and RNN-
based models for financial time series prediction. DMLP is suitable for both regression and
classification problems, but the data’s order independence must generally be preserved
to better utilize the internal dynamics of such networks [80].

Recently, Convolutional Neural Networks (CNNs) have gained popularity in this field.
CNNs work well for classification problems and static data representations. The use of
CNNs has seen innovative transformations of 1-D time-varying financial data into 2-D
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image-like data, thus leveraging the power of CNNs [80].

Other models including Deep Belief Networks (DBN), Autoencoders (AE) and Restricted
Boltzmann Machines (RBM) have also been used, with superior performances reported
in some cases [80].
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2.2 Understanding financial market and predictions

The world of financial markets is vast and complex, with numerous elements and intricate
mechanisms at play. At its core, a financial market is a marketplace where buyers and
sellers trade assets such as equities, bonds, currencies, derivatives, and commodities.
It is a platform that facilitates the buying and selling of these assets, contributing to the
smooth operation of the economy [42].

The prediction of financial markets is an area of considerable interest, given the enormous
economic implications. Predicting the trends of the market, whether it’'s a rise or fall, al-
lows for strategic planning and investment. However, due to the many variables involved,
predicting these trends is anything but straightforward [91][16]. The process involves stat-
istical modeling, machine learning, and deep learning techniques to analyze historical data
and forecast future market trends [81].

2.2.1 Understanding the stock market and significance

Transitioning into a closer examination, the focus is turned towards the stock market, a
paramount element of the financial markets. Rooted deeply within modern economies, the
stock market stands as a critical measure of a country’s economic vitality. It represents
a crucial part of a country’s economic health and is a significant indicator of the existing
business conditions and future economic prospects [40]. It provides a platform where
publicly held companies can raise capital from investors who, in return, receive a share of
the company’s ownership [90].

The stock market’s significance is twofold. For companies, it offers an opportunity to raise
necessary capital for expansion or debt repayment. For investors, it provides a chance
to share in the profits of the companies by becoming partial owners [90]. The dynamism
and continuous evolution of the stock market make it a vibrant and a challenging area for
research and prediction.

2.2.2 What is a stock?

A stock represents a fractional ownership in a company and establishes a claim on a
proportion of the company’s assets and earnings. There are two main types of stock:
common and preferred. Both forms serve as a source of equity capital for a firm, yet
preferred stock, bearing similarities to debt, is significantly different from common stock
[30].

Common stock is the most commonly issued type of stock by companies. The true owners
of a corporate business are the common stockholders. Holders of common stock exercise
control by electing a board of directors and voting on corporate policy. However, common
shareholders are on the bottom of the priority ladder for ownership structure [30].In the
case of liquidation, common shareholders have rights to a company’s assets only after
bondholders, preferred shareholders, and other debt holders have been paid in full [73].

On the other hand, preferred stockholders receive dividends before common shareholders
and have superior claims on company assets. Dividends, portion of a company’s profits
that are distributed to its shareholders, are usually guaranteed for preferred shares, with
these shareholders typically devoid of voting rights. [30]. Preferred stock pays a cash
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dividend expressed in terms of dollars per share and takes precedence over common
stock in terms of dividend payments and asset distribution during liquidation [73].

Stocks principally serve to allow investors a way to participate in a company’s financial
performance. As the company’s value grows, so does the value of the stocks held by
investors. Stocks are bought and sold predominantly on stock exchanges, and they are a
key ingredient for individual retirement accounts, mutual funds, and other types of invest-
ment accounts [30].

The inherent volatility in stock investments can be significant and presents risks, but the
potential for high returns over the long term also exists. Therefore, understanding the
nature and function of stocks is crucial for making informed investment decisions and
creating a balanced, diversified investment portfolio [11].

The price of a stock is a manifestation of the market’s appraisal of the company’s present
value and forecasted growth. This price is in constant motion during trading hours, moving
in response to supply and demand dynamics, and influenced by multiple factors such as
company news, earnings reports, geopolitical events, and shifts in market sentiment [70].
Market sentiment is driven by various factors such as investor psychology, macroeconomic
indicators, and significant events affecting the global economy [8]. These unpredictable
elements gives rise to the frequent fluctuation observed in stock prices.

Stock market trading encompasses three major stages: stock selection, purchase of a
quantity of shares, and eventual selling for profit. The timing to buy and sell is extremely
crucial. A selling rule can be specified by two preselected levels: a target price and a
stop-loss limit [103].The bid and ask prices, representing what a dealer is willing to pay for
a security and what they wish to receive for it respectively, determine the bid-ask spread,
the dealer’s profit [73]. Traders and investors use various strategies and techniques to
decide when to buy and sell stocks. These strategies could be based on a fundamental
analysis of the company, or a technical analysis of the stock’s price movements and trends,
or a combination of both [63]. The objective of trading is to yield profit from the price
movements in stocks.

Stock exchanges play a pivotal role as the principal venues for the buying and selling of
stocks. Prominent exchanges like the New York Stock Exchange and the London Stock
Exchange are cornerstones of global finance, facilitating regulated and transparent trading
activities.

This is a simplified overview of what a stock is. The world of stocks is complex and multi-
faceted, encompassing many different types of securities, investment strategies, and mar-
ket dynamics. Throughout this thesis, the focus will remain on common stocks, as these
are the most relevant for the subsequent analysis and discussion.

2.2.3 Stock market data

Stock market data provides a snapshot of market activity and is an essential resource for
traders and investors. It gives valuable insights into market trends and assists in forming
predictions about future market movements. Traditional stock market data includes trading
activity such as opening, closing, high, and low prices. However, with advancements in
technology, the scope of data has expanded to include a variety of other data types. This
broad spectrum of data types, each with unique attributes, enhances the accuracy and
comprehensiveness of market predictions.
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The process of market prediction involves collecting relevant data as the foundation. This
can either be based on historical prices or external data sources that have an impact
on the stock market. In the efficient-market hypothesis, it is believed that asset prices
already encompass all available information. However, this conclusion is often contested
in practical scenarios. Hence, a mix of different data sources is commonly employed in
stock market predictions [41]. For example, some studies have combined market data
with other forms of data, technical indicators, Wikipedia traffic, Google news counts, and
generated features for their predictions [96], and others incorporated fundamental data,
knowledge graph data, and news into their prediction models [13] [41].

Stock market prediction involves more than just the collection of raw data. Based on vari-
ous combinations of data sources, prior studies have examined the use of deep learning
models for predicting stock market prices and movements. In general, a typical workflow
encompassing four steps is adopted by most studies. This includes Raw Data, Data Pro-
cessing, Prediction Model, and Model Evaluation. Each of these steps plays a crucial role
in establishing a reliable and reproducible methodology for future research in stock market
prediction [41].

2.2.3.1 Raw data

The initial step in predicting stock market movements is the collection of raw data. This
data forms the basis of any prediction model and can be either intrinsic, like historical
prices, or extrinsic, like various data sources affecting the stock market. Intrinsic data is
based on the assumption that history repeats itself. In contrast, extrinsic data comprises
various sources, each contributing differently to the market prediction. The array of data
sources used is a testament to the complexity of stock market predictions, indicating that
relying solely on intrinsic data may not suffice. Thus, incorporating a variety of extrinsic
data sources ensures the development of more robust and accurate prediction models
[41].

Types: Various forms of raw data are used for stock market prediction, and these can
be broadly classified into seven categories [41]:

* Market data

Market data consists of all the recorded trading activities in a stock market, including
various metrics like opening, closing, highest, and lowest prices, trading volumes,
etc. This data is used as both the input and the predictive target in many models.

* Text data

This data source comprises text inputs from individuals like social media posts, news
articles, and web search results. Despite the complexity in collection and processing,
this data can yield valuable insights that aren’t directly captured by market data.
Sentiment analysis is a common technique applied to text data to create a sentiment
factor for predictions.

 Macroeconomics data

This type of data gives a snapshot of the economic conditions of a specific region,
country, or sector, offering key indicators such as the Consumer Price Index (CPI)
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and Gross Domestic Product (GDP). These indicators provide insight into the overall
health of the stock market and offer context for market trends.

* Knowledge graph data

This data shows the connections between different companies and markets. For
example, stocks from the same sector may be influenced by the same news events.
The utilization of open-source knowledge graph data can significantly improve pre-
diction outcomes.

* Image data

Following the advancements of convolutional neural networks in 2D image pro-
cessing, candlestick charts are now being used as input images for stock predic-
tions. Still, the use of images or videos to keep track of companies’ activities is less
common due to cost and privacy concerns.

« Fundamental data

This refers to accounting data that is typically reported on a quarterly basis, such
as assets, liabilities, etc. Despite its infrequent reporting and potential inaccuracies,
this type of data can offer valuable financial insights.

» Analytics data Analytics data is derived from detailed reports generated by invest-
ment banks and research firms. These reports, which offer in-depth analysis of
companies’ activities, competitions, and business models, can be useful for making
predictions, though they can be expensive and often shared among multiple users
[41].

Length / period: The choice of data length is a crucial aspect when assessing the per-
formance of various prediction models. Using data from a short time span can lead to
overfitting, while using data from a longer time span may cover diverse market conditions
and risk presenting obsolete results. Data availability and cost also come into play when
choosing the data length. Intra-day data of high quality tends to be more expensive, and
most studies using such data typically consider a time period of less than a year. The
term ’lag’ refers to the period of input data used by a model. For instance, a 30-day lag in
daily prediction means the model uses data from the past 30 days to construct the input
features. 'Horizon’ refers to the future period that the model aims to predict. The maijority
of studies focus on short-term prediction horizons, with only a few exceptions targeting
longer horizons [41].

2.2.3.2 Data processing

Data processing forms an integral part of the workflow for stock market prediction. Dur-
ing this phase, the raw data collected undergoes a series of operations to prepare it for
analysis and model building. The operations typically involve dealing with missing or cor-
rupted data and reducing noise in the data to enhance its interpretability and reliability.
These steps are crucial to improving the accuracy of the predictions made by the models
[41].

S. Strompolas 40



From Prediction to Profit: Evaluating S&P 500 Forecasting Models Using Machine Learning

Missing and corrupted data: Despite the general reliability of market data, missing data
is an inevitable occurrence, particularly when aligning data types with differing sampling
frequencies. For instance, market data, which usually has a high sampling frequency,
might need to be combined with fundamental data that has a lower frequency.

To resolve this, a technique called forward imputation is employed. Itinvolves propagating
the last valid observation forward to the next valid point. This approach ensures that data
integrity is maintained, while also preventing the leakage of future information, that could
bias the prediction model [41].

Denoising: In an era of instant information and ubiquitous internet access, the stock
market is increasingly influenced by an endless stream of news updates and analysis.
With countless devices, news outlets, and social media platforms providing a second-by-
second account of various developments, the prevalence of "noise” has become a notable
issue in stock market data. This noise is a fundamental component of these constant
updates, particularly dominating over short periods of time. Many "breaking news” stories
may seem more exciting and crucial than they truly are due to this noise, which can lead
to market participants overreacting to real-time news [92].

The process of stock trading can often be clouded with irrational behaviors, introducing
noise into the market data. This noise can distort the true trend of price changes and
potentially mislead the prediction process [41]. However, it is essential to note that the
longer the horizon period, the more information we have, and the higher our prediction’s
resistance to noise [83]. Therefore, it's important to implement de-noising techniques
to filter out these discrepancies and ensure the data accurately represents the market
dynamics.

Several techniques have been utilized in previous studies for this purpose. The wavelet
transform, a signal processing method, has been employed to eliminate noise in stock
price time series [10]. Additionally, another study utilized kNN-classifiers based on two
different training sets to discard noisy data in the data preparation layer [88].

Feature correlation and extraction: Feature correlation and extraction are two crit-
ical aspects of pre-processing data for machine learning and deep learning applications.
Feature correlation is the statistical relationship between two variables or features in a
dataset. In contrast, feature extraction involves reducing the dimensionality of the dataset
by identifying the most relevant features or creating new features from the existing ones.

» Feature Correlation

Feature correlation, according to Mark A. Hall’'s 1999 study "Correlation-based Fea-
ture Selection for Machine Learning,” is a critical aspect of supervised machine learn-
ing. His research emphasizes the importance of using feature correlation for selec-
tion, arguing that this can help remove irrelevant, redundant, and noisy features.
The correlation-based feature selection (CFS) algorithm evaluates the merit of fea-
ture subsets based on their predictability and redundancy [35].

The correlation measure in the CFS algorithm, such as symmetrical uncertainty or
minimum description length (MDL), should prefer predictive features and penalize
redundancy. This correlation-based feature selection can enhance the performance
of machine learning algorithms and reduce the number of features used in learn-
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ing. However, it might struggle in datasets containing strong feature interactions or
features predictive in small areas of the instance space [35].

Moreover, there are other correlation techniques, such as cross-correlation and
autocorrelation [83]. Cross-correlation is a measure of similarity between two sig-
nals, often used to find features in an unknown signal by comparing it to a known
one. On the other hand, autocorrelation measures the correlation of a signal with a
delayed copy of itself. Both techniques are commonly used for signal processing to
detect patterns or periodic signals in the data.

» Feature Extraction

Feature extraction, as defined by Jiang in "Applications of Deep Learning in Stock
Market Prediction: Recent Progress,” is the process of deriving relevant input fea-
tures from raw data based on domain knowledge [41]. Technical analysis is an ex-
ample of feature extraction applied to market data, where various indicators forecast
price directions based on historical prices and volumes.

As per Jiang, tools for feature extraction from text data have seen significant pro-
gress over the past few years, owing to various deep learning models developed
for natural language processing. Techniques like bag-of-words (BoW), word2vec,
and Global Vectors for Word Representation (GloVe) are used for text data. These
models convert each word in a document into a vector of real numbers, capturing
the semantic meaning of words in a high-dimensional space [41].

Apart from text, knowledge graph data, representing data with graph relational mod-
els, has been used for feature extraction. The TransE model is one example, which
represents one-to-one relationships in a computationally efficient way. All these
feature extraction techniques play a pivotal role in enhancing the performance of
machine learning models [41].

The successful application of machine learning and deep learning in stock market predic-
tion requires a careful approach to feature correlation and extraction. By correctly correl-
ating features and extracting the most meaningful ones, we can build models that more
accurately and efficiently predict market dynamics.

Dimensionality reduction: In domains with high-dimensional data, such as the financial
market, dimensionality reduction is vital, especially when many features might be highly
correlated. Such an example is the technical indicators derived from historical open, high,
low, close prices, and volume. To counteract the overfitting problem in deep learning
models, it's necessary to apply dimensionality reduction techniques that can transform
this high-dimensional input data into a lower-dimensional space, enhancing computational
efficiency and model generalization [41].

One widely used dimensionality reduction technique is Principal Component Analysis
(PCA). PCA uses Singular Value Decomposition to project the input data onto a lower-
dimensional space. This transformation can help mitigate the impact of noise in the data.
For instance, Zhong & Enke (2017) applied PCA to improve the prediction accuracy of
their model for predicting the daily direction of SPY for the next day [41] [104].

Apart from PCA, there exist several other techniques for dimensionality reduction, such
as Independent Components Analysis (ICA), autoencoders, and Empirical Mode Decom-
position (EMD). Huang et al. (2018) utilized an approach named Sub-mode Coordinate
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Algorithm (SMC) to tackle this challenge [39]. They first integrated multi-sourced data us-
ing a tensor and then proposed an improved SMC model to reduce the variance of their
subspace in each dimension produced by tensor decomposition [41].

Feature selection is another strategy for dimensionality reduction, aiming to identify a sub-
set of input features that are most relevant for the prediction task. Techniques like the
Chi-square method and Maximum Relevance and Minimum Redundancy (MRMR) fea-
ture selection are commonly employed. The Chi-square method is used to establish the
dependence of the target variable on the predictor variable, while MRMR aims to select
features that are most relevant to the target variable while being least correlated with each
other [41].

Overall, dimensionality reduction, whether achieved through data transformation tech-
niques such as PCA and ICA, or feature selection methods like the Chi-square and MRMR,
is crucial in dealing with high-dimensional data, improving model performance, and enhan-
cing computational efficiency in machine learning tasks.

Feature normalize and standardize: With varied scales of input features in datasets,
the processes of feature normalization and standardization are crucial for improving ma-
chine learning model performance and training speed. These preprocessing techniques
help ensure that machine learning models can effectively learn from the data without being
influenced by the scales of the different features [41].

Feature normalization is the rescaling of input features to a specific range. In most cases,
the data is rescaled to fall between 0 and 1, ensuring that each feature contributes evenly
to the model’s performance. This process is often achieved by subtracting the minimum
value of the feature and then dividing by the range of that feature. In some contexts,
normalization is performed to scale the data between -1 and 1, particularly when the data
distribution is not uniform or contains outliers [41].

Feature standardization, on the other hand, involves rescaling the distribution of features
so that they have a mean of 0 and a standard deviation of 1. A common method used for
standardization is the z-score method, which subtracts the mean of the feature and divides
by its standard deviation. This process results in a standardized distribution of features
where the majority of the values lie within a small range around 0. Standardization is
especially beneficial when the algorithm is sensitive to the magnitude of the features, such
as in the case of distance-based models [41].

Normalization and standardization are techniques applied based on the distribution and
specific needs of the data. Normalization, which rescales values to a range of 0 to 1, is
ideal for data that doesn'’t follow a Gaussian distribution or when feature boundaries are
known. Conversely, standardization, which transforms data to a mean of 0 and standard
deviation of 1, is preferred when the data follows a Gaussian distribution, and is particularly
useful in machine learning algorithms like support vector machines and linear discriminant
analysis that assume normally distributed input data [60]. By scaling the features to a
comparable range, these techniques help improve the speed and stability of the learning
process, thereby enhancing model performance.

Data split: In machine learning and deep learning fields, the evaluation of prediction
models typically involves splitting the data into different sets, namely, in-sample/out-of-
sample or train/validation/test sets. The model is trained on the training set or in-sample
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data, while the hyper-parameters are optionally fine-tuned on the validation set. The final
performance of the model is then evaluated on the test set or out-of-sample data [41].

For further refinement, k-fold cross validation is often applied. This technique involves
splitting the dataset into k consecutive folds, with the model trained on k-1 folds and tested
on the remaining fold. When it comes to time series tasks such as stock prediction, a
rolling (or sliding, moving, walk-forward) window for the train-validation-test split is often
used [10] [17]. This method involves using only the most recent data samples for each
new training round of the prediction models. Alternatively, successive training sets can be
used, which are the union sets of the rolling training set that came before them [41].

2.2.4 Stock market prediction

Stock market prediction primarily focuses on determining the future direction of a financial
exchange’s stock value. Accurate prediction of these movements can lead to significant
profits, making this a highly attractive field of study. Yet, it is equally acknowledged as
a complex task, owing to the multiple factors contributing to the volatile nature of stock
markets, including interest rates, politics, and economic growth [1].

Two primary approaches dominate the field: technical analysis and fundamental analysis.
Technical analysis utilizes historical stock price data to forecast future values, while funda-
mental analysis leans heavily on unstructured textual information like financial news and
earnings reports. An emerging emphasis on the latter stems from the increasing volume
of valuable market information available publicly online. The application of text mining
strategies to extract crucial information from such data can enrich market behavior ana-
lysis, enhancing prediction capabilities [1].

2.2.41 Unpredictability of the stock market

The complexity and volatility of the stock market have led some to consider its movements
as fundamentally unpredictable. Two leading theories that uphold this perspective are the
Random Walk Hypothesis (RWH) and the Efficient Market Hypothesis (EMH) [63].

* The random-walk hypothesis (RWH) The RWH proposes an unflattering view of
stock market predictability. It posits that stock prices are fundamentally stochastic,
which renders any attempt to predict their future movements destined to fail. If the
market is truly stochastic, then the possibility of predicting it reliably may be negligible
[63].

» The efficient market hypothesis (EMH) The EMH, put forth by Fama in 1965, sug-
gests that the stock market is “informationally efficient”. It argues that the market
excels at determining the correct price for stocks [25]. However, Fama later re-
vised the EMH, dividing it into three levels of efficiency: weak-form, semi-strong,
and strong [24]. This fragmentation of the hypothesis has led to debates over its
validity and the degree of market efficiency, if any [63].

Despite the inherent unpredictability implied by these hypotheses, an understanding of
historical stock data and fundamental or financial data about a company may still allow for
successful prediction of its future stock prices. Thus, while the stock market’'s movements
may appear random, there is an element of predictability accessible to those with both
fundamental and technical knowledge of the market.
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2.24.2 Types of stock forecasting

Stock market prediction remains a topic of widespread interest due to its complex and
potentially profitable nature. An array of prediction types exist within the domain, each
possessing their own distinct characteristics and methodologies, which are employed in
attempts to analyze and predict various aspects of the financial markets. Each type of
forecasting serves a unique purpose, with different methods and models used depending
on the specific aspect of the market being forecasted [80].

» Equity stock price forecasting Equity stock price forecasting, which is the pre-
diction of the price of a given stock, is one of the most frequently researched and
implemented areas within financial forecasting. As the most commonly studied ap-
plication of financial time series forecasting, equity stock price forecasting is pivotal
in investment decisions and strategic planning. Multiple variables and parameters
are considered in these predictions, from high-frequency trading and intra-day price
movements to longer-term inputs such as daily, weekly, or monthly stock closing
prices. Moreover, a variety of data sources are harnessed in the creation of predict-
ive models, including raw price data, technical and fundamental analyses, macroe-
conomic data, social media feeds, investor sentiment, and more [80].

Despite the inherent unpredictability of stock prices, as suggested by the Random
Walk Hypothesis, efforts have been made to glean insights into price movements
by incorporating various influencing factors alongside historical prices. Given the
temporal nature of price changes, recurrent neural networks (RNN) and long short-
term memory networks (LSTM) are often used in these predictive models. Recent
innovations in this field have seen the introduction of hybrid models, which combine
different types of neural networks to harness their respective strengths [64].

* Index forecasting Index forecasting has garnered considerable attention in the
realm of finance and economic research, eschewing the focus from individual stock
prediction to the broader prediction of stock market indices. Owing to their compos-
ition from diverse sectors, these indices exhibit less volatility compared to individual
stocks and are representative of the overall market trends and economic state. Re-
searchers have utilized various global indices for these experiments such as the
S&P500, NIKKEI225, DJIA, HSI, SZSE, and more [80].

Diverse methodologies have been employed for index prediction. Some studies
utilize raw time series data alone, while others incorporate additional factors like
technical indicators, index data, social media feeds, news, and various statistical
features of data. For instance, deep learning models like MLP, RNN, LSTM, and
DNN have been prevalent in index forecasting [80].

« Commodity price forecasting Commodity Price Forecasting refers to the practice
of predicting the price of commodities such as gold, silver, oil, and copper. Given the
increased availability of commodities for public trading through online exchanges,
interest in this area is expected to grow in the years ahead. Different methods and
models, including DNN, RNN, FDDR, and CNN, have been utilized for forecasting
commaodity prices [80].

+ Volatility Forecasting Volatility forecasting deals with predicting fluctuations in the
price of an asset over a specified time period, which is crucial for risk assessment and
asset pricing. Various models and methods have been implemented by researchers
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for accurate volatility forecasting, including LSTM, RNN, CNN, MM, and Generalised
Auto-Regressive Conditional Heteroscedasticity (GARCH) models [80].

* Currency Forecasting (FOREX) Currency Forecasting, also known as Forex fore-
casting, is a critical area of finance due to the immense volume of transactions it
represents. Operating 24/7, the foreign exchange market witnesses trillions of dol-
lars worth of transactions daily, making it the largest financial market in the world.
Numerous online platforms facilitate leveraged trading in this market, contributing to
an intense interest in profitable trading strategies. This focus has led to a prolifera-
tion of research on forecasting forex using deep learning (DL) models [80].

The dominant currency in most financial transactions is the US Dollar, thus a majority
of forex prediction research includes USD. Other currencies and models are used
depending on regional differences and the research focus. Techniques used for
forex price forecasting include RNN, LSTM, CNN, DBN, DNN, AE, and MLP [80].

* Bonds, ETFs, Options, derivatives price forecasting Bonds, ETFs (Exchange-
Traded Funds), options, and derivatives are crucial financial instruments. Bonds
are loans investors give to entities like governments or corporations in exchange for
periodic interest payments and the return of the bond’s face value when it matures.
ETFs are investment funds traded on stock exchanges, mimicking the performance
of a specific index, sector, commodity, or asset. Options grant the buyer the right
to buy or sell an underlying asset at a specific price before a certain date, without
obligation. Derivatives are contracts whose value stems from one or more underlying
assets, which can include stocks, bonds, commodities, currencies, interest rates,
and market indexes.

Forecasting the prices of these instruments is complex, particularly due to their in-
tricate nature and reliance on various factors like market volatility, interest rates, and
the underlying asset’s price. For bond price prediction, which is often seen as an
indicator of economic health, deep learning approaches have been explored, but
not extensively [80]. Deep learning methods for forecasting prices of ETFs, options,
and derivatives are also being studied, although these implementations are less
common.

» Cryptocurrency forecasting Cryptocurrency Price Forecasting has emerged as a
popular area of study in recent years due to the meteoric rise and volatile nature of
cryptocurrencies. The most notable of these, Bitcoin, saw its value skyrocket from
$1000 USD in January 2017 to $20,000 USD in January 2018, capturing not just
the attention of the financial world but also the general public. These fluctuations
have led to a surge in research focusing on price prediction and trading strategy
development for Bitcoin and other cryptocurrencies [80].

Various methods, such as DNN, LSTM, GRU, RNN, and traditional methods like
ARMA, ARIMA, ARCH, and GARCH, have been used in cryptocurrency price fore-
casting. Given the intrigue around cryptocurrencies and the technology that under-
pins them, it’s likely that many studies will continue to emerge in this field [80].

» Trend forecasting Trend forecasting differentiates from price forecasting by predict-
ing the direction of asset price movements instead of the exact prices. This shifts the
problem from regression to classification, altering the corresponding performance
metrics. Various methodologies have been used, categorized broadly into those us-
ing only raw time series data, those incorporating technical indicators, price data,
and fundamental data concurrently, and those employing text mining techniques or
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other diverse datasets. Several models such as ANN, DNN, FFNN, LSTM, RNN, and
Probabilistic NN are commonly used [80].Despite the broad range of methodologies,
all approaches in trend forecasting ultimately aim at understanding the direction of
asset price movements, offering a rich area for future research and development.

* Risk management The field of risk management, integral to maximizing financial
returns by minimizing potential risks, has not been the central focus of many studies
in comparison to other financial disciplines. This trend may shift due to recent global
events such as the 2020 market crash prompted by the COVID-19 pandemic. These
events underscore the critical need for robust risk management strategies, thereby
likely spurring renewed interest and research in this area [64].

In the context of machine learning, various methods such as feedforward neural net-
works (FFNN), temporal convolutional neural networks (CNN), and long short-term
memory (LSTM) models can be employed for risk management. They can be util-
ized to estimate critical financial thresholds such as the Value at Risk (VaR), which
represents the level of financial risk within a firm or investment portfolio over a spe-
cific time frame. Predicting breaches of this threshold can help in the early detection
of potential shifts in market trends, from bull (rising) to bear (falling) markets, thus
allowing for timely risk mitigation strategies [64].

+ Portfolio management Portfolio management, a crucial field in finance, has seen
the increasing application of deep reinforcement learning (DRL) techniques. It in-
volves determining the optimal mix and proportions of various assets in a portfolio
to maximize returns and minimize risks. Researchers have experimented with vari-
ous DRL algorithms for portfolio management, including Deep Deterministic Policy
Gradient (DDPG), Proximal Policy Optimization (PPO), and Policy Gradient (PG).
These methods, although promising, often face challenges such as the need for ex-
tensive data, especially during a bull market, and the complexity of mitigating risks.
Other models, such as Q-Learning, have been used for optimal portfolio manage-
ment across multiple assets, using a Markov Decision Process (MDP) to simulate
trading actions and derive practical strategies [64].

2.2.4.3 Prediction methods

Predictive methods for stock market behavior generally fall into three broad categories:
fundamental analysis, technical analysis, and a combined approach using both qualitative
and quantitative data. The choice of prediction method often depends on the type of data
that a financial analyst or a machine learning model is equipped to handle, as well as the
specific goals of the forecasting process. It's essential to recognize that these methods
are not mutually exclusive, and in many scenarios, they are used in conjunction with each
other to generate more accurate and robust predictions [63].

* Fundamental analysis (qualitative data) Fundamental analysis, primarily based
on qualitative data, is a method that involves examining financial reports, investor
sentiments, and macroeconomic variables that may influence a company’s stock
price. This type of analysis looks beyond the numerical metrics of a company and
considers broader elements such as the overall economic environment, industry
trends, and company management. Although fundamental analysis has been used
less frequently than technical analysis, it has shown promising results, especially
when sentiment analysis of social network sites is used as a predictor of market
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movement. However, despite the documented positive correlation between mac-
roeconomic variables and stock market returns, this aspect of fundamental analysis
is less explored, leaving room for further research [63].

» Technical analysis (quantitative data) Technical analysis, on the other hand, is
based on quantitative or structured data, particularly historical stock prices. This type
of analysis assumes that all pertinent information is already reflected in the stock’s
price. The idea is that past trends and patterns in a company’s stock price can
help forecast future performance. Various statistical and computational tools, such
as moving averages and other technical indicators, are frequently used to analyze
and interpret this data, providing insights into potential trends and price movements.
[63].

+ Combined (qualitative and quantitative data) analysis A combined approach in-
tegrates both fundamental and technical analyses, leveraging both qualitative and
quantitative data to improve the accuracy of stock price prediction models. A smaller
subset of studies explored the combined approach, utilizing multiple data sources to
encapsulate a more complete view of market dynamics. Each method, with its own
unique strengths, can contribute to a more comprehensive understanding of stock
market trends, and combined, there is a promising avenue for future research. [63].

2.2.4.4 Approaches

In the context of stock market analysis, the term "approaches’ refers to the different meth-
ods or techniques used to predict future stock prices. These methods are typically based
on mathematical or computational models that use historical and/or real-time data to make
these predictions. The choice of approach depends on various factors such as the type of
data available, the investment strategy, and the prediction horizon. Different approaches
have unique strengths and weaknesses and may be more or less effective depending on
the specific market conditions and goals of the prediction [81].

 Statistical Approach The statistical approach to stock market prediction utilizes
quantitative data analysis methods to identify trends or patterns in historical data,
with the aim of forecasting future price movements. Traditional statistical methods
include moving averages, linear regression, time series analysis, and autoregressive
integrated moving average (ARIMA) models, among others. These models take
into account the stochastic nature of financial time series and provide statistically
sound predictions. However, the complexity of financial markets often exceeds the
simplifying assumptions of many statistical models, leading to inaccuracies [81].

+ Pattern Recognition Pattern recognition in stock market analysis is a technique
that identifies recurring patterns in the historical stock market data. These patterns
may indicate specific market behaviors that can be utilized to predict future price
movements. Methods such as chart patterns, trend lines, support and resistance
levels, and various other technical analysis indicators fall under this approach. The
effectiveness of pattern recognition often depends on the length and diversity of the
data set, as well as the stability of the patterns over time [81].

* Machine Learning Machine Learning (ML) techniques have gained significant trac-
tion in stock market prediction due to their ability to learn complex patterns from
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data. ML can be further divided into supervised learning, unsupervised learning,
and reinforcement learning.

— Supervised Learning In this approach, a model is trained on labeled data
(input-output pairs) and then used to predict outcomes on unseen data. Com-
mon supervised learning algorithms used in stock prediction include Support
Vector Machines (SVM), Artificial Neural Networks (ANN), and Decision Trees
(DT) among others [81].

— Unsupervised Learning This involves training a model on data without pre-
defined labels, with the aim of discovering hidden structures in the data. Tech-
niques like clustering and dimensionality reduction fall under this category.
While unsupervised learning methods are less commonly used for direct stock
price prediction, they can provide valuable insights into underlying market struc-
tures [81].

— Reinforcement learning Reinforcement Learning (RL) is an area of machine
learning where an agent learns to make decisions by taking actions in an en-
vironment so as to maximize some notion of cumulative reward. RL has been
applied in portfolio management, where the agent’s goal is to maximize the total
return over a certain period [81].

+ Sentimental Analysis This approach is based on the idea that market sentiment, as
reflected in news articles, social media posts, and other forms of public discourse,
can have a significant impact on stock price movements. Techniques used in sen-
timent analysis involve Natural Language Processing (NLP), text mining, and se-
mantic analysis. The identified sentiments can then be used as inputs to a predictive
model or to guide trading strategies [81].

* Hybrid Approach A hybrid approach seeks to combine multiple techniques to im-
prove the accuracy of stock market prediction. This might involve integrating statist-
ical methods with machine learning algorithms, or combining different types of data
(e.g., technical indicators, sentiment data) for input into a single predictive model.
The goal of a hybrid approach is to exploit the strengths of each method while minim-
izing their individual weaknesses, thus enhancing the overall predictive performance
[81].

2.24.5 Forecasting horizon

The forecasting horizon refers to the length of time into the future a prediction is made.
Depending on the prediction model and its application, the forecasting horizon can vary
from intraday (within the trading day), to short-term (a few days to weeks), mid-term (a few
months), and long-term (more than a year). The choice of forecasting horizon depends on
the investment strategy, with day traders focusing on intraday and short-term forecasts,
while long-term investors focus on mid-term and long-term predictions [81].

2.2.5 Prediction evaluation

Evaluating the efficacy of prediction models in stock market analysis is crucial for determ-
ining their reliability and effectiveness. This assessment, often referred to as prediction
evaluation, uses various metrics to measure the performance of models, helping users to
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identify the most suitable ones for their needs. These metrics fall into four main categor-
ies: classification metrics, regression metrics, profit analysis, and significance analysis,
each with its unique considerations and applications [41].

2.2.5.1 Classification metrics

Classification metrics are pivotal when predicting market movement, and is often modeled
as a classification problem. The performance of these models is assessed using numer-
ous metrics including accuracy, precision, recall, F1 score, macro-average F-score, Mat-
thews correlation coefficient, and more. Tools such as confusion matrices and box-plots
are commonly used for in-depth analysis of classification performance [41].

2.2.5.2 Regression metrics

On the other hand, regression metrics are employed when the prediction model is seen
as a regression problem, such as predicting the specific stock or index price. Here, typ-
ical metrics encompass mean absolute error (MAE), root mean absolute error (RMAE),
mean squared error (MSE), root mean squared error (RMSE), mean absolute percentage
error (MAPE), among others. These metrics provide insights into the magnitude of the
prediction errors, aiding in model refinement [41].

2.2.5.3 Profit analysis

Profit analysis is a crucial aspect of evaluation that quantifies whether the predicted-based
trading strategy results in a profit. Returns, which represent changes in stock portfolio
value, and risk, which can be assessed using maximum drawdown or annualized volatility,
are key considerations. The Sharpe Ratio, a metric that incorporates both return and risk,
is commonly used to evaluate the trade-off between them [41].

2.2.5.4 Significance analysis

Significance analysis is conducted to discover if there are statistically significant differ-
ences in predictions when comparing deep learning models to baseline models. This pro-
cess, though not as commonly employed in stock prediction, is indispensable for deciding
which model performs significantly better [41].

Each of these evaluation methods plays a crucial role in assessing the effectiveness and
reliability of prediction models in stock market analysis. By understanding their distinct
features and applications, users can select and refine models that are best suited to their
predictive needs.

2.2.6 Forecasting challenges

Forecasting in the domain of stock market analysis can pose a multitude of challenges,
spanning from data accessibility to the intricacies of financial models. These obstacles
not only impact the accuracy of predictions, but also limit the potential advancements in
research. This section describes several challenges in this field [64].
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2.2.6.1 Awvailability of historical market data

The availability of historical market data constitutes a significant obstacle to stock market
analysis. Such data is vital for building and refining prediction models, but it often comes at
a high premium and is generally not readily accessible, particularly at finer levels of granu-
larity such as intra-day and tick data. This barrier disproportionately affects research initi-
atives without substantial financial resources, making consistent, publicly available market
data, or costly subscriptions the only viable options [64].

2.2.6.2 Access to supplementary data

Related to the prior issue is the access to supplementary data, which can greatly enhance
the performance of financial models. This data includes fundamental information such as
quarterly reports and alternative data such as news articles or social media discussions
about the relevant company. Despite the potential for enriching predictive models, access
to this data is often limited or altogether absent, representing a significant challenge for
researchers [64].

2.2.6.3 Long term investment horizon

In the context of stock market predictions, the majority of studies focus on short invest-
ment horizons spanning a few days to a few months. However, a significant portion of
market investments involves long-term commitments like retirement funds. Identifying
young public companies with high growth potential early on can lead to sizable returns for
these long-term investments. Such strategies could benefit from the use of supplementary
data, underlining the need for better access to this information [64].

2.2.6.4 Effect of capital gains tax

Moreover, many studies overlook the impact of capital gains tax, especially for short-term
investments where tax rates can be substantial. This omission can lead to a misrepresent-
ation of actual returns and consequently, misleading conclusions about the effectiveness
of investment strategies. Accounting for these costs is rarely done but is crucial for accur-
ate and realistic evaluations [64].

2.2.6.5 Financial ML/DL framework

Lastly, the utilization of popular machine learning (ML) and deep learning (DL) frameworks
such as scikit-learn, TensorFlow, Keras, and PyTorch is widespread in both academic and
industrial research. However, there seems to be a lack of concerted effort to expand
these frameworks using specialized financial works. The shortage of such frameworks
designed specifically for financial ML, limits the potential for collaborative improvement
and conformance to industry practices [64].

Understanding and addressing these challenges is essential for pushing the boundaries
of stock market prediction research. This, in turn, will contribute to the development of
more accurate and effective prediction models and strategies.
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3. LITERATURE REVIEW

Extensive research is being conducted on the complex behaviors of stock markets, from
traditional financial theories to the cutting-edge application of machine learning and deep
learning techniques for predicting stock prices. This chapter offers an in-depth examina-
tion of the existing body of knowledge in these diverse but interconnected areas. While
we have mentioned various references in the Background chapter, this Literature Review
intends to delve deeper into specific techniques and their applications in stock market
prediction, providing an enriched understanding of the state of the art. The following sub-
sections will discuss Autoregressive models, Machine Learning models, Deep Learning
models, Hybrid models, and Other predictive approaches. The field of stock market pre-
diction is characterized by a vast array of research methodologies. Despite this extensive
diversity, this section attempts to describe and reference several key approaches, relevant
to the study.

3.1 Introduction to state of the art

Predicting the stock market has emerged as a challenging area of study. The rise of data
availability and computational power has resulted in a variety of methods and models
proposed and refined for stock market prediction. Ranging from econometric approaches
such as Autoregressive Integrated Moving Average (ARIMA) models, to Machine Learning
algorithms like Support Vector Machines (SVM) and Deep Learning techniques like Re-
current Neural Networks (RNN), various more methods have been explored. This section
will provide an overview of some relevant studies in these areas.

Financial time-series prediction models

Autoregressive Machine Learning Deep Learning Hybrid Others

LN LN 0T L/l\

ARIMA GARCH VM FFHN RNMN CHNN Rl Sentiment Quantum

Figure 3.1: Financial Time-Series Prediction Models

Figure 3.1 presents a hierarchical representation of these various methods used in fin-
ancial time-series prediction models [75]. The topmost node, "Financial time-series pre-
diction models”, branches into five categories: Autoregressive models, Machine Learn-
ing models, Deep Learning models, Hybrid models, and Other models. Autoregressive
models subdivide into AutoRegressive Integrated Moving Average (ARIMA) , Generalized
AutoRegressive Conditional Heteroskedasticity (GARCH), and others, that are statistical
models that use past data to predict future data points. Machine Learning models like
Support Vector Machines (SVM), Random Forests (RF), and others were applied to finan-
cial time series modeling. These models can capture complex patterns in the data and are
often used for their ability to handle large datasets and high-dimensional feature spaces.
Deep Learning models like Feedforward Neural Networks (FFNN), Recurrent Neural Net-
works (RNN), Long Short-Term Memory (LSTM), Convolutional Neural Networks (CNN),
and multiple other neural networks became popular for time series forecasting. These
models are particularly good at capturing long-term dependencies in the data, making
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them well-suited for financial time series which often have temporal dependencies. Hybrid
models, combine the strengths of different types of models to improve prediction accuracy,
and are also included. Lastly, the "Others” category incorporates other novel approaches
like Reinforcement Learning (RL), where a model learns to make predictions through trial
and error, Sentiment analysis, which uses data from sources like news articles or social
media to inform predictions, and quantum finance, which applies principles from quantum
physics to finance. This broad categorization encapsulates the diversity of methods em-
ployed in financial time-series prediction.

3.2 Autoregressive models

Autoregressive models, specifically ARIMA and GARCH, have been pivotal to financial
forecasting. Catering to time series data, they’ve proved to be critical in financial markets.

ARIMA, widely employed in stock market analysis, is an extension of the ARMA model,
merging Auto-Regressive (AR) models and Moving Average (MA) models [53] [81]. The
AR component interprets momentum and mean reversion effects observed in trading mar-
kets, while the MA component captures shock effects seen in time series [75]. Despite
ARMA'’s limitation of not considering volatility clustering, a common occurrence in financial
time series, ARIMA mitigates this by transforming a non-stationary series into a stationary
series, via finite differencing of data points, enabling more accurate forecasts [81] [93]
[75].

A time series is considered stationary if its statistical properties, such as mean and vari-
ance, remain constant over time. The ARIMA model manages to separate the signal (un-
derlying trend) from the noise in a time series, enabling forecasting based on the signal
[75]. This method follows the Box-Jenkins model developed for identifying the best-fitting
ARIMA model to a given time-series [93].

The GARCH model, as an extension of the ARCH model, has gained popularity in financial
time series analysis due to its ability to handle volatility clustering, a common phenomenon
in financial markets. It allows for varying variances over time, which can better capture
the volatility dynamics in financial data [75].

Additional research demonstrates the applicability of ARIMA in different contexts. For
example, Devi et al. (2013) [4] applied the ARIMA model to historical data of four Indian
midcap companies, considering aspects often overlooked in the stock analysis literature
such as dimensionality and the expectations of a naive investor. They used the Akaike
Information Criterion Bayesian Information Criterion (AICBIC) test to predict the model’s
accuracy, finding that the Nifty Index performed best for naive investors due to its low error
and volatility [81].

Similarly, Ariyo et al. (2014) [2] illustrated the process of building ARIMA models and de-
termining the optimal model using criteria like the standard error of regression, adjusted
R-square, and Bayesian information criteria. The selected ARIMA model performed sat-
isfactorily in predicting the stock prices of Nokia and Zenith Bank, affirming the model’s
utility in stock analysis, especially for short-term predictions [81].

Literature has reported certain limitations of the ARIMA model, especially in the context of
financial data that exhibit asymmetries, irregular time intervals, and high volatility. These
complexities often lead to the model’s assumption of constant variance being violated. To
address these issues, hybrid models, such as the integration of ARIMA and GARCH [75].
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3.3 Machine learning models

Machine learning, a powerful subset of artificial intelligence, has revolutionized numer-
ous sectors, including financial markets. Its capabilities to learn from data, identify pat-
terns, and make decisions with minimal human intervention have prompted researchers
and practitioners alike to explore its potential for stock market prediction. The literature
abounds with various machine learning techniques applied for this purpose, each boasting
unique strengths and addressing different aspects of prediction challenges [69] [9] [81].

Supervised learning techniques, such as Support Vector Machines (SVM) and Decision
Trees, have been proven to effectively predict stock market prices and trends based on
historical data. Support Vector Machine (SVM) is an instrumental machine learning tech-
nique for data classification, aiming to identify a separation hyperplane that maximizes
the margin between classes [18]. A substantial study using SVM was conducted by Fan
et al. (2001), who sought to develop an efficient system to gain high profits by analyzing
stock markets [26]. They employed SVM to select stocks that exceed the market’s per-
centage return. Their method yielded a total return of 208% over 5 years, underscoring
SVM'’s effectiveness [75]. Cao et al. (2003) were motivated by SVM'’s consistent res-
ults in forecasting financial time series [14]. They conducted a comparison of SVM, a
retro-propagation multilayer neural network (BP), and a regularized radial base function
(RBF) neural network using five datasets listed in the Chicago Mercantile Market. Results
indicated SVM'’s superior performance in adaptive and free parameters [75].

Ballings et al. (2015) benchmarked ensemble methods comprising Random Forest, Ada-
Boost, and Kernel Factory against single classifier models, using data from 5767 publicly
listed European companies. The performance measure was the Area Under the Curve
(AUC) for long-term stock price direction prediction, with Random Forest emerging as the
top algorithm [9]. Milosevic (2016) developed a classification approach for long-term pre-
diction of stock market prices, where a stock is categorized as 'good’ if its price increases
by 10% in a year, otherwise ’bad’ [57]. A manual feature selection was conducted, with
Random Forest achieving the best F-Score of 0.751 against SVM and Naive Bayes tech-
niques [81].

Recent attention has also been drawn to the eXtreme Gradient Boosting (XGBoost) tech-
niqgue. Dey et al. (2016) used XGBoost algorithm to predict the direction of stocks, with
technical indicators as features. The results showed that XGBoost outperformed other
techniques, achieving an accuracy of 87-99% for long-term prediction of Apple and Ya-
hoo stocks [23]. Zhang et al. (2018) proposed a stock price trend prediction system
using a random forest model trained on historical data from the Shenzhen Growth Enter-
prise Market to classify stocks according to their close prices. This system proved robust
against market volatility and outperformed several existing prediction methods [102]. Lv
et al. (2019) evaluated various machine learning algorithms and DNN models, observing
traditional machine learning algorithms performing better on directional evaluation indicat-
ors without transaction costs, while DNN models performed better considering transaction
costs [51] [81].

Unsupervised learning methods have been instrumental in identifying correlations within
complex, uncorrelated datasets such as the stock market. Powell et al. (2008) compared
SVM and K-means after performing Principal Component Analysis (PCA) to reduce di-
mensions or features on S&P 500 data. The results indicated similar performances, with
SVM achieving 89.1% and K-means reaching 85.6% [71] [81].
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3.4 Deep learning models

Deep learning, a specialized subset of machine learning, leverages artificial neural net-
works with multiple hidden layers to make sense of high-dimensional and complex data
structures. Complex market dynamics, the volume of data available, and the non-linear
relationships between financial variables make deep learning particularly well suited to
financial market prediction tasks.

Long Short-Term Memory (LSTM) networks, a form of Recurrent Neural Networks (RNNs),
are the most popular and are well-suited to problems involving time-series data due to their
ability to capture and retain patterns over time. An instance of this is the study by Chen et
al. (2015), which utilized LSTM to model and predict returns of Chinese shares, and found
that the LSTM model outperformed the random forecasting method [17]. LSTM was fur-
ther employed by Fischer et al. (2017) for large-scale financial market predictions. Their
experiment, which used data from the S&P 500 spanning from 1992 to 2015, revealed
that LSTM performed better without taking advantage of classification methods such as
random forest or deep neural network (DNN) [27] [75]. Lakshminarayanan et al. (2019),
combined an LSTM model with crude oil price, gold price, and moving average to out-
perform both an LSTM model without these features and an SVM model [46]. Baek et
al. (2018) proposed the ModAugNet framework for stock market index forecasting, which
consisted of an overfitting prevention LSTM module and a prediction LSTM module [7].
Pang et al. (2020), proposed two improved deep LSTM models with embedded layers,
showing improvement over the benchmark [66]. Moghar et al. (2020) aims to build a
Long-Short Term Memory model (LSTM) to predict future stock market values and the
main objective of this paper is to see in which precision it can predict and how much the
epochs can improve our model [59]. A range of studies have been conducted that employ
LSTM based models but with input parameters derived from a variety of sources. These
sources include raw price data, technical and fundamental analysis, macroeconomic data,
financial statements, news, and investor sentiment and many more [80].

Other forms of RNNSs, such as the simple recurrent neural network (SRNN), the gated
recurrent unit (GRU), and the LSTM were explored by Samarawickrama et al. (2017) for
predicting future prices of selected companies listed on the Colombo Stock Exchange.
The SRNN and LSTM networks were found to have superior accuracy in comparison
to feedforward networks (FFNN). However, it was noted that the GRU networks did not
perform as well for stock price forecasting [78] [75].

However, LSTM isn’t the only deep learning model employed for financial forecasting. For
example, the bat-neural network multi-agent system (BNNMAS) was proposed by Hafezi
et al. (2015), as a method to predict the Deutscher Aktienindex (DAX) stock indices over
eight years [34] [75].

The comparison between LSTM, a deep learning architecture, and traditional ARIMA
model was performed by Siami Namini et al (2018). The aim of this comparison was
to investigate if machine learning based approaches can outperform traditional methods
in terms of accuracy. The results revealed that LSTM provided better overall performance
than the ARIMA model [85] [75].

In the context of financial markets, FFNNs can be used for tasks such as predicting fu-
ture prices of financial instruments based on past data, but are not that common. The
use of Convolutional Neural Networks (CNNSs) in stock price prediction is another key
focus of deep learning research. CNNs, primarily designed for image processing, have
demonstrated applicability to financial time-series data. Different researchers have ap-
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plied them to stock market prediction using varying inputs and techniques [38]. Magsood
et al. (2020), developed a CNN model that used both price and sentiment analysis as in-
put. He compared this model with linear regression and Support Vector Machines (SVM)
and found that not all significant events have a significant impact on stock exchange pre-
diction, emphasizing the influence of local events [55]. Sim et al. (2019), implemented a
CNN network that employed 9 technical indicators but found no significant improvement
in the stock market prediction performance from these indicators [86].

3.5 Hybrid models

Hybrid models in financial forecasting involve a combination of different statistical, ma-
chine learning, and sometimes even fuzzy logic approaches to achieve better results.
The primary advantage of hybrid models lies in their ability to leverage the strengths of
different models to capture patterns and trends that could not be recognized by individual
models [81].

An example of a hybrid model is Markowska-Kaczmar and Dziedzic’'s (2008) supervised
feedforward neural network, combined with the Pattern-Inflection Points (PIP) technique
for dimensionality reduction, to identify patterns in stock data [56]. Another noteworthy ex-
ample is Shen et al. (2012), that proposed a prediction algorithm that combined statistical
methods with Support Vector Machines (SVMs). The technique leveraged correlations
among global markets and commodities to predict future stock price trends, achieving
prediction accuracy of 77.6% on the DJIA and up to 85% for longer-term predictions [83].
Wang et al. (2012) developed a Proposed Hybrid Model (PHM) that combined Exponen-
tial Smoothing Method (ESM), Autoregressive Integrated Moving Average (ARIMA), and
a Backpropagation Neural Network (BPNN) model. The results indicated that the hybrid
model outperformed each of the constituent sub-models and all traditional models when
tested on the Shenzhen Integrated Index and DJIA [95]. Hybrid models have started to in-
corporate news events into the prediction process. For example, Yoshihara et al. (2014)
combined Recurrent Neural Networks Restricted Boltzmann Machine (RNN-RBM) and
Deep Belief Network (DBN) to predict stock trends based on the long-term effects of news
events [100] [81].

Another interesting hybrid method was proposed, combining ARIMA with ANN models
for financial time-series prediction, outperforming individual ARIMA and ANN models [6].
Similarly, Panigrahi et al. (2017) developed a high-efficiency methodology combining Ex-
ponential Smoothing State Space Model (ETS) and ANN models, outperforming methods
like ARIMA, ETS, and Multilayer Perceptron (MLP) [67].A hybrid system combining long
short-term memory (LSTM) and GARCH-type models to forecast stock price volatility was
also introduced , delivering consistent results when tested on KOSPI 200 index data [45]
[75]. Zhang et al. (2020) combines LSTM with Autoencoder and CNN for improved pre-
dictive results across financial and ML metrics [101] [64]. Wang et al. (2021), proposed a
hybrid CNN-TLSTM (tanh-LSTM) model, effectively predicting the stock rate for complex
nonlinear data, demonstrating improved performance over conventional MLP, CNN, and
LSTM models, particularly evident in the USD/CNY exchange rate forecast. The model,
composed of a convolutional layer for feature extraction from input data and a TLSTM
component for time series analysis [94] [82].

Overall, these studies and methods underscore the increasing complexity and perform-
ance of hybrid models in finance, combining multiple statistical, machine learning, and
even fuzzy logic methodologies to enhance prediction accuracy.
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3.6 Other approaches

Beyond conventional machine learning models, various innovative methodologies have
started making headway in financial forecasting, including reinforcement learning, senti-
ment analysis, and even quantum finance. These techniques bring unique perspectives
to the complex challenge of predicting financial trends and activities [75].

Reinforcement learning (RL) is a dynamic machine learning approach where an agent
learns to make decisions by interacting with an environment and receiving rewards or
penalties for actions. Li proposed three distinct reinforcement learning methods, finding
that Deep-Q Network (DQN) outperformed Double DQN and Duelling DQN [49]. Shin
combined reinforcement learning with LSTM and CNN, the latter serving to extract fea-
tures from generated charts of stock trading data, with the LSTM layer processing the
features before RL defined the agent’s actions [84]. Wu introduced an RL model with an
LSTM-based agent to sense stock market dynamics and reduce manual indicator design
difficulties [98], while Carapugo created an RL-Q network model to train RL agents in a
novel simulated market environment [15] [38].

Sentiment analysis involves examining the sentiments or emotions expressed in written
language. Bollen et al. (2019) investigated correlations between Twitter data and changes
in the DJIA [12]. However, these results should be interpreted carefully, as not all Twitter
users invest in stocks. Others focused on more direct sources of financial data, such as
Lee et al. (2014)’s text analysis of company’s 8-K reports, which reportedly improved
prediction accuracy by 10% [47], and Kalyanaraman et al. (2016)’s sentiment polarity
analysis of news articles [44] [81]. Das et. al. (2018) implemented sentiment analysis
on Twitter posts along with the stock data for price forecasting using RNN [20]. Similarly,
other authors used sentiment classification (neutral, positive, negative) for the stock open
or close price prediction with various LSTM models [48]. They compared their results with
SVM and achieved higher overall performance [80].

A growing interest in intelligent financial systems has led to the development of quantum
finance theory, which offers dynamic arbitrage possibilities and potential solutions for trad-
ing optimization, risk profiling, and prediction. Baaquie’s work is particularly notable, lever-
aging quantum finance theory to price rate range accrual swaps [5]. Orus et al. (2019),
discusses how quantum computation can be applied to financial problems, providing an
overview of current approaches and potential prospects [65]. Paquet et al. (2022), intro-
duces a new hybrid deep quantum neural network for financial predictions, and demon-
strates the accuracy and efficiency of the system [68]. Other researchers proposed sys-
tems based on fuzzy logic, genetic algorithms, and chaotic theory to enhance financial
predictions [75].

The potential to harness the computational power of quantum computers, the dynamic
learning of RL, and the real-time emotional pulse-check of sentiment analysis could revo-
lutionize our approach to financial forecasting in the years to come.
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4. APPROACH

In this chapter, the research design and methodologies utilized are presented for predicting
the closing price of the S&P 500 index. The regression approach is chosen to forecast
the exact closing price of the S&P 500 index, rather than a classification approach which
would only predict the market’s directional movement. This choice is predicated on the
desire to deliver a more in-depth perspective into the magnitude of future index values.

The current implementation involves 12 different prediction models for the S&P 500, en-
compassing Statistical (ARIMA), Machine Learning (SVR), and Deep Learning (LSTM)
methodologies, each applied to four types of data based on different forecasting horizons
and sets of features. The approach comprises four main stages: data collection and pre-
processing, modeling, evaluation, and trading simulation. Each stage and its respective
components are thoroughly explained. An illustration of these stages is provided in Figure
4.1.

Data Collection and Preprocessing

i

Modeling

A 4

Evaluation

'

Trading Simulation

Figure 4.1: Approach Stages

4.1 Workflow and goals

The workflow follows a structured process that starts with data collection and prepro-
cessing. This step involves gathering data from reliable sources and refining it to create
a dataset appropriate for the predictive models. Modeling is the next step, and with the
data prepared, the different types of models are implemented, tailored to the specific data
characteristics. After the models are trained and tested, their performance and accuracy
is evaluated using different metrics. This provides an objective assessment of how well
each model has learned from the data and can predict. Finally the models’ predictions are
used in a practical trading simulation. This step helps understand how the models’ predic-
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tions would perform in a real-world trading environment, thereby providing an additional
layer of validation.

The primary goal of this research is to gain a deeper understanding of financial market
dynamics and the potential of various predictive methodologies in forecasting the clos-
ing price of a major stock index. The workflow is structured to not only explore different
prediction models, but also to practically apply these findings via a trading simulation.

This study also serves as a means, to dig deeper into the combination of technology
and finance, enhancing the understanding of the FinTech field. By implementing and
evaluating these methodologies firsthand, the aim is to further grasp the complexities of
the stock market and refine his skills in predictive modeling and algorithmic trading.

4.2 Why S&P 5007

The choice of the S&P 500 as the subject of this research is primarily motivated by its
representative and influential status in the financial world. The S&P 500, or Standard &
Poor’s 500, is a stock market index that gauges the performance of 500 large companies
listed on stock exchanges in the United States. It's one of the most widely followed equity
indices and is broadly considered as a bellwether of the U.S. stock market’s performance.

Several factors justify the selection of the S&P 500 over a single company’s stock or other
indices. Unlike individual company stocks, which can be heavily influenced by company-
specific news and events, the S&P 500 offers a more comprehensive reflection of the
market’s overall state, encompassing a diverse range of sectors. This not only provides a
more stable and consistent data set for prediction purposes, but also makes the findings
potentially more broadly applicable.

Ultimately, the goal of forecasting the S&P 500 is to predict its specific future performance,
to gain insights into the broader market trends and explore the relative strengths of various
predictive methodologies in financial forecasting.

4.3 Data collection and preprocessing

The focus is on the initial stages of the research process: data collection and prepro-
cessing. These preliminary steps lay the groundwork for all the subsequent stages, ensur-
ing the data used for modeling is accurate, relevant, and prepared in a way that optimizes
the predictive algorithms’ performance. The tools employed in these steps are detailed,
followed by the description of the data collection process, data processing, and feature
selection.

4.3.1 Tools used

The Python programming language was used for all stages of data handling and modeling.
The code was developed and executed on Google Colaboratory, a cloud-based Python
notebook environment. This choice allowed for seamless integration with data sources,
easy manipulation and analysis of data, and efficient implementation of various models.

A wide range of Python libraries were employed throughout this research, each playing a
crucial role in different stages of the process. The following table (Table 4.1) provides a
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brief description of each library and its function in the study.

Table 4.1: Libraries

Library Description

copy Provides functions that allow duplicate copies of
existing objects

datetime To manipulate dates and times

dateutil.relativedelta

Provides capabilities for performing arithmetic
with dates and times

fredapi

To access a vast amount of economic data from
the Federal Reserve Bank of St. Louis’s data-
base

IPython.display

For pretty printing and display tools

json

For parsing and manipulating JSON data

keras

High-level neural networks API, for constructing
and training deep learning models

matplotlib.pyplot

For creating static, animated, and interactive
visualizations in Python

numpy For numerical computing with powerful N-
dimensional array object

pandas For data manipulation and analysis

pmdarima.arima For automatic ARIMA modeling

pytz For manipulating and formatting dates and times
in Python

pywt For wavelet transformation functions

random Generates pseudo-random numbers

seaborn Data visualization library based on matplotlib

sklearn Machine learning library with various classifica-

tion, regression and clustering algorithms

statsmodels.robust.mad

Provides Median Absolute Deviation functions

statsmodels.tsa.arima.model

For ARIMA models

talib

Technical analysis library for financial trading ap-
plications

tensorflow An end-to-end open source platform for machine
learning

textwrap Provides functions for wrapping input paragraph
text and filling strings

tqgdm Progress bar utility for visual feedback

yfinance Used to download historical market data from Ya-

hoo finance

4.3.2 Data collection

The data collection process forms the basis of this study. Reliable and pertinent data are

integral to the accuracy and relevance of the predictive models built.
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4.3.2.1 Data sources

The data were gathered from two primary sources, "yfinance” and the "Federal Reserve
Economic Data (FRED)”. Additionally some technical indicators were calculated using
"The Technical Analysis Library (TA-Lib)”.

The Python library called "yfinance” is what allows users to download historical market data
from Yahoo Finance. It enables users to access stock information, including closing prices,
open prices, high prices, low prices, volumes, split history, and more, directly into Python.
You can also pull in information about company dividends, stock splits, and other relevant
financial details. It is widely used by researchers and investors for financial analysis and
algorithmic trading models.

"FRED API (Federal Reserve Economic Data API)” is a service provided by the Federal
Reserve Bank of St. Louis that gives users access to a vast amount of U.S. and interna-
tional economic data. It includes data about employment, GDP, interest rates, exchange
rates, consumer price indexes, and more. Users can access and retrieve this data pro-
grammatically using the FRED API, which makes it useful for economic research, fore-
casting, and policy-making.

The "Technical Analysis Library (TA-Lib)” is another Python library widely used among
trading and investment communities. It is an open-source software that provides tools
for technical analysis of financial markets. TA-Lib includes over 150 functions for various
types of analysis, including pattern recognition, moving averages, oscillators, and more. It
can be used to build algorithmic trading strategies and conduct financial market analysis.

4.3.2.2 Scenarios

This data is divided into four different scenarios, each represented by a different dataset:

Price history predicting 1-day ahead closing prices.

* Price history predicting 30-days ahead closing prices.

Multiple features predicting 1-day ahead closing prices.

Multiple features predicting 30-days ahead closing prices.

The structure and features of the datasets are detailed in the following tables (Table 4.2,
4.3,4.4 and 4.5).

The "Price History” dataset (Table 4.2) solely focuses on the historical price data of the
S&P 500 index, including opening, high, low, and closing prices. It is used to predict the
closing price of the S&P 500 index either on the next trading day or 30 days ahead.

On the other hand, the "Multiple Features” datasets is represented by three tables, each
corresponding to a different data source.

Table 4.3 describes the features obtained from yfinance. These include the volume, open-
ing, high, low, and closing prices of the S&P 500 index on a given trading day, as well as
the closing prices of Philadelphia Gold and Silver Index (XAU), the exchange rate between
the US Dollar and the British Pound (USD/GBP), the closing price of a barrel of crude oil in
the US, and the exchange rate between the Chinese Yuan and the US Dollar (CNY/USD).

S. Strompolas 61



From Prediction to Profit: Evaluating S&P 500 Forecasting Models Using Machine Learning

Table 4.2: Description of the Features Used in the ”Price History” Datasets

Feature Source Description

Open yfinance Opening price of the S&P 500 index on a given
trading day.

High yfinance Highest price of the S&P 500 index on a given
trading day.

Low yfinance Lowest price of the S&P 500 index on a given
trading day.

Close yfinance Closing price of the S&P 500 index on a given
trading day.

Next_Day_ Close yfinance Closing price of the S&P 500 index on the next
trading day.

Next 30 _Day Close | yfinance Closing price of the S&P 500 index 30 days
ahead.

Table 4.3: Description of the Features Obtained from yfinance Used in the "Multiple Features”

Datasets

Feature Source Description

Open yfinance Opening price of the S&P 500 index on a given
trading day.

High yfinance Highest price of the S&P 500 index on a given
trading day.

Low yfinance Lowest price of the S&P 500 index on a given
trading day.

Close yfinance Closing price of the S&P 500 index on a given
trading day.

Volume yfinance Number of shares traded during a given trading
day.

Year, Month,Day, Day | yfinance Date data

of week

XAU_Close yfinance Closing price of Philadelphia Gold and Silver In-

dex (XAU) on a given trading day.

USD/GBP Exchange | yfinance The exchange rate between the US Dollar and
Rate the British Pound on a given trading day.

Crude Oil US Prices | yfinance The closing price of a barrel of crude oil in the US
on a given trading day.

CNY/USD Exchange | yfinance The exchange rate between the Chinese Yuan

Rate and the US Dollar on a given trading day.
Next_Day_ Close yfinance Closing price of the S&P 500 index on the next
trading day.

Next 30 _Day Close | yfinance Closing price of the S&P 500 index 30 days
ahead.

This table also describes the features used to represent the closing price of the S&P 500
index on the next trading day and 30 days ahead. Additionally it includes some date data
like Year, Month, Day and Day of the week.

Table 4.4 provides a detailed description of the calculated metrics, used in the dataset.
These include volatility, Relative Strength Index (RSI), Moving Average Convergence Di-
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Table 4.4: Description of the Calculated Features Used in the "Multiple Features” Datasets

Feature Source Description

Volatility-10day TA-Lib 10-day rolling standard deviation of daily returns.

Volatility-30day TA-Lib 30-day rolling standard deviation of daily returns.

RSI TA-Lib Relative Strength Index, a momentum oscillator
that measures speed and change of price move-
ments.

MACD TA-Lib Moving Average Convergence Divergence, a
trend-following momentum indicator.

MACD_signal TA-Lib Signal line for the MACD, calculated as the 9-day
EMA of the MACD.

MACD _hist TA-Lib MACD histogram, calculated as the difference
between MACD and its signal line.

BB_upper TA-Lib Upper Bollinger Band, calculated as SMA + 2
standard deviations.

BB_middle TA-Lib Middle Bollinger Band, calculated as the simple
moving average (SMA).

BB lower TA-Lib Lower Bollinger Band, calculated as SMA - 2
standard deviations.

SMA_5 TA-Lib 5-day Simple Moving Average of closing prices.

SMA_15 TA-Lib 15-day Simple Moving Average of closing prices.

SMA_30 TA-Lib 30-day Simple Moving Average of closing prices.

stochastic_K TA-Lib Stochastic oscillator %K, a momentum indicator.

stochastic_D TA-Lib Stochastic oscillator %D, a 3-day simple moving
average of %K.

Table 4.5: Description of the Features Obtained from FRED Used in the "Multiple Features”

Datasets

Feature Source Description
Federal Funds Effect- | FRED The interest rate at which depository institutions
ive Rate trade federal funds with each other overnight.
US GDP FRED The gross domestic product of the United States,

a broad measure of economic activity.
US Unemployment | FRED The unemployment rate in the United States, a
Rate measure of labor market health.
US Consumer Price | FRED A measure of price changes in consumer goods
Index for All Urban and services, excluding food and energy.
Consumers: All ltems
Less Food and En-
ergy
US Consumer Price | FRED A measure of price changes in consumer goods
Index for All Urban and services.
Consumers: All Items

vergence (MACD), Bollinger Bands, and Simple Moving Averages (SMA). It also includes
the Stochastic Oscillator, a momentum indicator.

Finally, Table 4.5 details the macroeconomic indicators obtained from the Federal Reserve
Economic Data (FRED). These indicators provide broader context on economic condi-
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tions, including the Federal Funds Effective Rate, US GDP, US Unemployment Rate, and
the US Consumer Price Index for All Urban Consumers, both with and without food and
energy.

These tables provide a comprehensive view of the features used in this study, and what
they represent.

4.3.2.3 Feature categories

The features used in the "Multiple Features” dataset belong into five main categories:
Market Features, Technical Indicators, Macro Economic Indicators, Date Data, and Target
Variables. These categories are visualized in the following Table 4.6.

Table 4.6: Classification of the Features in the ”Multiple Features” Datasets

Indicator Group Features

Market Features Open, High, Low, Close, Volume, XAU_Close,
USD/GBP Exchange Rate, Crude Oil US Prices,
CNY/USD Exchange Rate

Technical Indicators Volatility-10day, Volatility-30day, RSI, MACD,
MACD_signal, MACD _hist, BB_upper,
BB_middle, BB_lower, SMA 5, SMA 15,
SMA 30, stochastic_K, stochastic D

Macro Economic Indicators Federal Funds Effective Rate, US GDP, US Un-
employment Rate, US Consumer Price Index for
All Urban Consumers: All ltems Less Food and
Energy, US Consumer Price Index for All Urban
Consumers: All Iltems

Date Data Year, Month, Day, Day_of week

Target Variables Next_Day Close, Next 30 _Day Close

Market Features are direct measures of market activity. They include the opening, high,
low, and closing prices of the S&P 500 index on a given trading day, the number of shares
traded (Volume), the closing prices of Philadelphia Gold and Silver Index (XAU), exchange
rates (USD/GBP and CNY/USD), and US crude oil prices.

Technical Indicators are derived from market features and are used extensively in tech-
nical analysis to predict future price movements. They include measures of volatility, mo-
mentum indicators such as the Relative Strength Index (RSI) and the Stochastic Oscillator,
trend-following indicators like the Moving Average Convergence Divergence (MACD) and
Simple Moving Averages (SMA), and volatility bands like the Bollinger Bands.

Macro Economic Indicators provide a broader context of the overall economic conditions.
These include the Federal Funds Effective Rate, which is the interest rate at which depos-
itory institutions trade federal funds with each other overnight, the gross domestic product
(GDP) of the US, which is a broad measure of economic activity, the unemployment rate,
which is a measure of labor market health, and the Consumer Price Index for All Urban
Consumers, a measure of price changes in consumer goods and services, both with and
without food and energy.

Date Data are instrumental in capturing temporal patterns, seasonal trends, and cyclical
behaviors, thereby enhancing the model’s predictive accuracy. Additionally, they facilitate
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advanced feature engineering and time-series analysis, allowing for better understanding
of data progression.

Target Variables are the features that the model aims to predict. In this dataset, these are
the closing price of the S&P 500 index on the next trading day (Next_Day_Close) and the
closing price 30 days ahead (Next_30 Day Close).

4.3.2.4 Index visualization

Visualizing the data is a vital step in understanding patterns and trends present in the
dataset. The data for this study spans three decades, from 1993 to 2023, capturing a
wide range of market conditions and economic cycles.

Figures 4.2, 4.3, 4.4, and 4.5, illustrate snippets of the four different scenarios considered
in this study: predicting the next day’s closing price using only market features, predicting
the closing price 30 days ahead using only market features, predicting the next day’s
closing price using multiple features, and predicting the closing price 30 days ahead using
multiple features. Each scenario presents its unique challenges and insights, contributing
to a comprehensive understanding of the predictability of the S&P 500 index.

Open High Low Close Next Day Close
Date

1993-06-01 45023001099 45563000483 450.23001099  453.52998657 45385000610
1993-06-02 45382998657 454 52999878 452 67999268  453.85000610 452 48999023
1993-06-03 45383999634 45385000610  451.11999512 452 48999023 45005999756
1993-06-04 452 42999268 452 42999268 44892001343 450.059959756 44769000244
19930607 45007000732 45075000000 44732000732 44769000244 444 70999146
20230523 M76.79980469 418568017578 414254003906 414558007812 411524023438
20230524 413295996094 4132 95996094  4103.97996047 411524023438 4151 27978516
20230525 45570996094 416574023438 412972996047 4151.27978516 420545019531
20230526 45616015625 421287011719 415616015625 4205450159531 420552001953
20230530 422670996094 423110009766 419218017578 420552001953  4179.33007312

7554 rows = § columns

Figure 4.2: S&P 500 Next Day’s Closing Price Using Only Market Features

Figure 4.6 presents the direction of the closing price of the S&P 500 index from 1993 to
2023. Over this period, the index shows a general upward trend, reflecting the growth
of the market and the economy. However, the path is not linear and is punctuated with
periods of volatility and downturns, which underscores the complexity and dynamic nature
of the stock market.

65

S. Strompolas



From Prediction to Profit: Evaluating S&P 500 Forecasting Models Using Machine Learning

Date
1993-06-01
1993-06-02
1993-06-03
1993-06-04
1993-06-07

20230412
2023-04-13
20230414
20230417
2023-04-13

Open High
45023001095  455.63000488
45382998657 45452999878
453.83999634  453.85000610
452 42999268 45242999263
450.07000732  450.75000000

4121.72021484 413437011719

4100.04003908
4140.10986328
413716992188
416425976562

4150.25976562
4163.18994141
4151.72021434
4169.47998047

Low

45023001099
452 67999268
451.11999512
443.92001343
447.32000732

4086.93954141
4099.39990234
411320019531
412318017578
4140.35986328

Close MNext_30 Day Close

453 82998657
45385000610
452 48999023
450.05999756
44769000244

4051.94995117
4145.22021484
4137.64013672
4151.31982422
4154 87011719

450 07998657
449 22000122
445 75000000
446.02999878
447 30959756

411524023438
4151.27978516
420545019531
4205.52001953
4179.83007812

7525 rows = 5 columns

Figure 4.3: S&P 500 Closing Price 30 Days Ahead Using Only Market Features

Open High
Date

. 450.23001099 45563000488
T, 45382998657 4545299967
o 45383999634 45385000610
o 45242999268 45242999268
o 450.07000732  450.75000000
2925 417679980469 418568017578
2925 4132.95996094 413295996094
. 415570996094 416574023438
B 415616015625 421287011719
2023 422670996094 4231.10009766

7554 rows = 34 columns

Low

450.23001099

452 67999268

451.11999512

44892001343

44732000732

4142 54003908

4103.97998047

4129.72998047

4156.16015625

4192 18017578

Close

453.82998657

453.85000610

45243999023

450.05939756

44769000244

414558007812

4115.24023438

415127978516

4205.45019531

4205.52001953

Year Month Day Day_of_week

1993 6 1 1
1993 6 2 2
1993 B 3 3
1993 6 4 4
1993 6 7 0
2023 5 23 1
2023 5 24 2
2023 5 25 D
2023 5 26 4
2023 5 30 1

volume Vo]atii;;:;
229690000  0.01143362
295560000  0.01143362
285570000  0.01143362
226440000  0.01143362
236920000  0.01143362
4155320000  0.02183779
3739160000  0.02271376
4147760000  0.02445115
3715460000  0.02726502
4228510000  0.02730751

Figure 4.4: S&P 500 Next Day’s Closing Price Using Multiple Features

S. Strompolas

Volatili:
sl

0.03011:
0.03011:
0.03011:
0.03011:

0.03011:

0.04537(
0.04580:
0.04468!
0.046451

0.04637:
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Date

1993-
06-01

1993-
06-02

1993-
06-03

1993-
06-04

1993-
06-07

2023-
0412

2023-
0413

2023-
04-14

2023-
0417

2023-
04-18

Open

450.23001099

45382998657

45383999634

452.42999268

450.07000732

4121.72021484

4100.04003906

4140.10986328

4137.16992188

4164.25976562

7525 rows = 34 columns

High

455.63000488

45452999578

453.85000610

452.42999268

450.75000000

413437011719

4150.25976562

4163.18994141

4151.72021484

4169.47998047

Low

450.23001099

452 67999268

451.11999512

443.92001343

447.32000732

4086.93994141

4059.39990234

4113.20019531

4123.18017578

4140.35986328

Close

453.82998657

453.85000610

452 45999023

450.05999756

44769000244

4091.94995117

4146.22021484

4137 64013672

4151.31982422

4154 87011719

Year Month Day Day_of_week

1993 6 1 1
1993 6 2 2
1993 6 3 3
1993 6 4 4
1993 6 7 0
2023 4 12 2
2023 4 13 3
2023 4 14 4
2023 4 17 0
2023 4 18 1

Volume

229690000

295560000

285570000

226440000

236920000

3633120000

3596590000

3575690000

3611180000

3536640000

Volatility-
1@day

0.01143362

0.01143362

0.01143362

0.01143362

0.01143362

0.02203501

0.02149877

0.02178261

0.01715570

0.01689806

Figure 4.5: S&P 500 Closing Price 30 Days Ahead Using Multiple Features

Historical closing price of S&P 500 (United States)

Volatilit
3ed

0.030114

0.030114

0.030114

0.030114°

0.030114

0.055152!

0.056126

0.055901
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4.3.3 Preprocessing
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Figure 4.6: S&P 500 Direction
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Data preprocessing involved several steps to ensure the data is suitable for building pre-
dictive models.
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4.3.3.1 Handling missing data

The data covers a period from 1993 to the end of 2023. One of the unique challenges of
financial data is the occurrence of missing data due to weekends and holidays when the
stock markets are closed. Care was taken to handle these missing values in a manner
that preserves the integrity of the data and prevents future leakage.

A check is performed to identify any missing values (NaNs) in the data. This is done
for each column in the dataset. After identifying the number of missing values in each
column, a two-step process is used to fill these missing values. The primary method used
is forward filling, where each missing value is replaced with the preceding value. This
method is chosen to avoid leakage of future data. However, if any missing values remain
after forward filling, backward filling is used as a secondary method to fill these missing
values. This is particularly useful for filling missing values at the start of the dataset, where
no preceding values are available.

Notably, the data is not uniformly daily. Some features, such as the Federal Funds Effect-
ive Rate and macroeconomic indicators like GDP, Unemployment Rate, and Consumer
Price Index, are available at a monthly or quarterly frequency. For these features, the data
is joined to the main dataset on the index, effectively propagating the last known value to
fill the gaps until a new value is available. This approach of forward filling is reasonable
when dealing with macroeconomic indicators that change relatively slowly.

Initially, an approach was considered to make the whole dataset business days by filling
holidays. However, this approach was abandoned due to the degradation in performance
it caused. Filling the holidays led to an over-representation of non-operational days, which
introduced noise and distorted the trends and patterns in the data.

4.3.3.2 Creating target variables

The target variables, the closing price of the S&P 500 index on the next trading day and 30
days ahead, were created by shifting the closing price, into a new column. Itis important to
note that the 30-day ahead predictions refer to 30 market days, not calendar days. Market
days are business days excluding holidays, thus reflecting the actual operating days of
the stock market. This aligns with the reality of stock market operations, enhancing the
practical relevance of the predictions.

4.3.3.3 Data split

Splitting data into training, validation, and test sets is a crucial part of the data prepro-
cessing stage in machine learning workflows. This is necessary to properly train and
evaluate the performance of the model. The training set is used to train the model, the
validation set is used to fine-tune the model parameters and select the best model, and
the test set is used to provide an unbiased evaluation of the final model fit.

In this research, the data is split chronologically, with the first 80% used for training and
the remaining 20% used for testing. The split ensures that the models are trained on past
data and tested on future data, mimicking a real-world scenario where the goal is to predict
future stock prices based on past data.

To visualize the data split (Figure 4.7), line plots are created for each dataset, where the
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x-axis represents time and the y-axis represents the closing price. The training data is
plotted in one color, and the testing data is plotted in another color.

Scenario: price_history_1_day_horizon_df Scenario: price_history_30_day_horizon_df
5000 5000
— train_df — train_df
— val_df — val_df
— test_df — test_df

4000 A 4000 A

w
=]
S
=3
w
=1
o
=3

Closing Price
Closing Price

2000 A 2000 A

1000 4 1000 4

T T T T T T T T T T T T T T T T
1992 1996 2000 2004 2008 2012 2016 2020 2024 1992 1996 2000 2004 2008 2012 2016 2020 2024
Date Date

Scenario: multiple_features_1_day_horizon_df Scenario: multiple_features_30_day_horizon_df

5000 5000
—— train_df —— train_df

— val_df — val_df
— test_df — test_df

4000 A 4000 A

w
8
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15}

3000 4

Closing Price
Closing Price

2000 2000

1000 1000

T T T T T u T T T T T T T T T T
1992 1996 2000 2004 2008 2012 2016 2020 2024 1992 1996 2000 2004 2008 2012 2016 2020 2024
Date Date

Figure 4.7: Data Split Plots

The four scenarios that were considered, each has three distinct datasets: training, val-
idation, and testing. Each scenario and corresponding dataset is summarized in Table
4.7. The 'Price history predicting 1-day ahead closing prices’ and ’Price history predict-
ing 30-days ahead closing prices’ scenarios use only market data with five features. The
"Multiple features predicting 1-day ahead closing prices’ and 'Multiple features predicting
30-days ahead closing prices’ scenarios include multiple features amounting to 34 in total.
The date range of the data varies between datasets due to the different prediction hori-
zons. The training datasets contain the bulk of the data, ranging from 1993 to 2017. The
validation and test datasets cover more recent years, from 2017 to 2023, ensuring the
models are evaluated on unseen, out-of-sample data. This separation of data is crucial
for assessing the predictive performance of the models.

4.3.3.4 Feature correlation

Feature correlation is another important aspect of preprocessing. It involves determining
the relationship between different features in the dataset. Features that are highly correl-
ated can lead to redundancy in the model, which might reduce the model’s performance.
Feature correlation is performed on the training set, to ensure objectivity and no future
leakage.

The correlation of each feature with the target variable, and each other is calculated. The
correlation values range between -1 and +1, where a value close to +1 indicates a strong
positive correlation, a value close to -1 indicates a strong negative correlation, and a value
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Table 4.7: Dataset Information for Each Scenario

Scenario

Dataset

Shape

First Index

Last Index

Price history predicting
1-day ahead closing
prices

train_df

1993-06-01

2017-05-26

val_df

2017-05-30

2020-05-28

test_df

2020-05-29

2023-05-30

Price history predicting
30-days ahead closing
prices

train_df

1993-06-01

2017-04-25

val_df

2017-04-26

2020-04-21

test_df

2020-04-22

2023-04-18

Multiple features
predicting 1-day ahead
closing prices

train_df

1993-06-01

2017-05-26

val_df

2017-05-30

2020-05-28

test_df

2020-05-29

2023-05-30

Multiple features
predicting 30-days ahead
closing prices

train_df

1993-06-01

2017-04-25

val_df

2017-04-26

2020-04-21

test_df

2020-04-22

2023-04-18

around 0 suggests no correlation. This analysis is visualized using a correlation matrix
heatmap. Each cell in the heatmap represents the correlation coefficient between two
features, and the color of each cell reflects the magnitude of this coefficient.

Correlation heatmaps can help identify multicollinearity, which is when two or more fea-
tures are highly correlated. Multicollinearity can pose a problem in some models, as it can
make the model’s estimates unstable and harder to interpret. Features that have strong
correlation (either positive or negative) with the target variable could be good predictors
for the model. On Figures 4.8 and 4.9, one of the 4 correlation heatmaps is presented as
an example.
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Figure 4.8: Correlation Matrix Heatmap (Part 1)

Next, a Random Forest Regressor is trained on the training data, and feature importance
is extracted from the model. This gives an insight into how much each feature contributes
to the model’s predictive power. To select the most important features, a threshold is set,
and any features with importance over the threshold are shown.
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Figure 4.9: Correlation Matrix Heatmap (Part 2)

Although feature correlation analysis revealed high collinearity among some variables and
negligible correlation between others and the target variable, it was decided to retain all the
features within the dataset. This decision was made after model experimentation, which
indicated that models trained on selected feature subsets, did not significantly improve
predictive performance over models trained on the entire feature set. In fact, some results
even showed worse performance. As a result, in the interest of maintaining the richness
of the data, even features perceived as 'neutral’ or 'low importance’ or 'very related’ were
included, under the consideration that they might reveal relationships in the data, and
contribute to the model.

4.3.3.5 Denoising

A key stage of the preprocessing workflow includes denoising the dataset, which aims to
reduce noise within the data while maintaining the primary trend. This technique is ap-
plied across all features within each dataset, using the wavelet transform as the denoising
method. Wavelet transform, a powerful mathematical function, divides the data into dis-
tinct frequency components and analyzes each component with resolution suitable to its
scale. This decomposition allows us to inspect individual frequency subbands in isolation.

The crucial parameters directing the degree of denoising include the threshold value, the
wavelet type, and the decomposition level. The threshold value identifies which coeffi-
cients constitute noise, while the wavelet type can capture various features in the data.
Furthermore, the decomposition level can be adjusted to control the amount of denois-
ing. The denoising threshold, selected based on the universal threshold formula, helps to
determine which coefficients should be treated as noise, assuming white Gaussian noise.

Different wavelets such as Daubechies 2 (db2), Daubechies 8 (db8), and Haar (’haar’) can
be used depending on the nature of the data. Each of these functions captures different
features in the data. After experimenting with various wavelet functions and decomposition
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levels, the Haar wavelet with a decomposition level of 7 was selected, as it provided the
best balance between denoising and preserving the original signal’s structure.

While denoising the data, the primary focus is on the training dataset, manipulating various
parameters and examining the effect on the validation set. The process was applied first
to a single target column, and the results were reviewed before proceeding to denoise all
the dataset columns that made sense denoising (without Date, month, year, etc.). Better
performance was noted when denoising all these dataset columns. The Figure 4.10 shows
snippets of the original dataset versus the denoised dataset of one scenario, and Figure
4.11 shows the difference between original and denoised dataset’s target column.

4.3.3.6 Feature scaling

Feature scaling is an important step in many machine learning algorithms. It ensures that
all features have a similar scale, which can help the algorithm converge more quickly and
improve performance. In this study, three types of feature scaling were applied into the
training set and experimented with: Standard Scaler, MinMax Normalizer, and no scaling.

« Standard Scaler standardizes features by removing the mean and scaling to unit
variance.

* MinMax Normalizer scales and translates each feature individually such that it is in
the given range on the training set, typically between zero and one.

* No scaling means the raw data was used without any modification to the scale.

Through experimentation, it was found that the Standard Scaler worked best with this data.
This could be because many algorithms assume that all features are centered around
zero and have approximately the same variance. When features have different ranges,
the ones with larger ranges may dominate the ones with smaller ranges. Standard Scaler
helps to prevent this by ensuring all features have the same scale.

4.4 Modeling and evaluation

In this chapter, the modeling process is presented, where three different methodologies
are employed: Statistical (ARIMA), Machine Learning (SVR), and Deep Learning (LSTM).
These models are applied to the four types of data, each characterized by distinct fore-
casting horizons (1 or 30) and sets of features (price history or multiple).

441 Statistical modeling (ARIMA)

The first method that is used for the prediction model is the ARIMA model, an acronym that
stands for AutoRegressive Integrated Moving Average. ARIMA is a forecasting technique
that projects the future values of a series, based on its own historical patterns.

In this implementation, the ARIMA model is configured with the parameters (p, d, q). These
parameters are defined as follows:
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train_df

Date
1993-06-01
1993-06-02
1993-06-03
1993-06-04

1993-08-07

2017-05-22
2017-05-23
2017-05-24
2017-05-25

2017-05-26

open

450.23001099
453.82998657
453.83999634
452.42999268

450.07000732

2367.20996094
2397.04003906
240140991211
2409.54003906

2414.50000000

6043 rows = 5 columns

High

435.63000458
454 52999874
453.53000610
452.429959268

450.75000000

2395.45996094
2400.55009764
2405.55007312
2413.70996094

2416.67993164

Lo

430.23001099

4352.67999268

431.11989512

445.92001343

447 32000732

2386.91992183

2393.879585281

2397 98999023

2403.01000977

241219995117

Close

453.52998657

453.85000G10

452.45999023

450.05999756

447 89000244

239402001953

23938 419592183

2404 35989253

2415070065356

2415820065356

Next Day_Close

45385000610
452 45999023
45005999756
447 g2000244

444 70999146

2395 41992185
2404 38959255
241507006336
2415820063836

241290991211

Date

1993-06-01

1993-06-02

1993-06-03

1993-06-04

1993-06-07

2017-05-22

2017-05-23

2017-05-24

2017-05-25

2017-05-26

451.72137393

451.72137393

451.72137393

451.72137393

451.72137393

238915224942

236915224942

2398.09350430

2398.08350430

2398.09350430

6043 rows = 5 columns

» p: The autoregressive part of the model, that allows the incorporation of the effect

452.63540568

452.63540568

452.63540568

452.63540568

452.63540568

2394.95533420

2394.95533420

2406.02942023

2406.02942023

2406.02942023

4350.235627410

450.235627410

4350.235627410

450.235627410

4350.235627410

2353.31120983

2363.81120953

2397.331259838

2397.33125953

2397.331259838

Close

452.00245815

452.00245815

452.00245815

452.00245815

452.00245815

238830045597

2383830045597

2401 41408429

2401 41408429

2401 41408429

Figure 4.10: Denoised Dataset Example

Next_Day_Close

43211001990
43211001990
43211001990
43211001990

43211001990

2389.94956487
238994956487
2403.03126369
2403.03126369

2403.03126369

of past values into the model, and is the number of lag observations included in the
model (lag order).

» d: The integrated part of the model, that includes the number of times that the raw
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Difference between raw and denoised Next_Day_Close price of S&P 500

—— Difference between raw and denoised S&P 500 closing prices
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Figure 4.11: Difference Between Raw and Denoised Dataset

observations are differenced (degree of differencing).

* q: The moving average part of the model, that gives the size of the moving average
window (order of moving average).

4.4.1.1 Optimal parameter selection with auto ARIMA

Before employing the ARIMA model, the ’auto_arima’ function from the 'pmdarima’ library
was used to automatically determine the optimal parameters that yield the best perform-
ance for the model. The function uses a stepwise approach to search multiple combin-
ations of p, d, and q values and selects the best model that has the lowest Akaike In-
formation Criterion AIC, which is an estimator of prediction error and used to compare the
quality of statistical models. This is a crucial step, as the performance of the ARIMA model
is highly dependent on the selection of these parameters.

here was experimentation with various hyperparameters, keeping a close eye on the val-
idation errors to guide the decision-making process. Figure 5.2 shows an example from
the auto ARIMA process of the Price history with a 1-day horizon scenario, and provides
the optimal parameters for the ARIMA model. The (2,1,2) are the (p, d, q) parameters of
the ARIMA model.

Figure 4.13 provides the summary of auto ARIMA results for the Price history with a 1-day
horizon scenario and detailed information about the model. Notably, the 'coef column
in the table gives the coefficients of the ARIMA model, and the 'P>|z|" column gives the
p-values associated with these coefficients, which can be used to test the hypothesis that
the coefficients are different from zero. Additionally, several tests are performed on the
residuals of the model, including the Ljung-Box test for autocorrelation (independence of
residuals), the Jarque-Bera test for normality, and a test for heteroskedasticity (constant
variance). These tests provide further validation of the model’s performance and assump-
tions.

S. Strompolas 74



From Prediction to Profit: Evaluating S&P 500 Forecasting Models Using Machine Learning

Performing stepwise search to minimize aic

ARIMA{®,1,2)(8,8,2)[@] intercept i AIC=-31517,487, Time=8.55 sec
ARIMA{1,1,2)(@,8,2)[@] intercept ¢ AIC=-31515,748, Time=8.74 sec
ARIMA(®,1,1)(@,8,8)[@] intercept : AIC=-31515.725, Time=1.18 sec
ARIMA{®,1,2)(8,8,8}[8] © AIC=-3156%.343, Time=@.12 sec
ARIMA(1,1,1)(@,8,2)[@] intercept : AIC=-31544,315, Time=5.41 sec
ARIMA{2,1,1)(@8,8,2)[@] intercept i AIC=-3153@,268, Time=2,32 sec
ARIMA{1,1,2)(@,8,2)[@] intercept ¢ AIC=-31534,328, Time=32,18 sec
ARIMA(®,1,2)}(@,8,2)[8] intercept ¢ AIC=-31522.867, Time=2.82 sec
ARIMA(2,1,8)}(@,8,2)[8] intercept : AIC=-31524.419, Time=1.33 sec
ARIMA(2,1,2)(@,8,8)[@] intercept : AIC=-31547.337, Time=32.78 sec
ARIMA{2,1,2)(8,8,8}[8] : AIC=-31545,281, Time=1,22 sec

Best model: ARIMA(Z,
Total fit time: 22.38

Figure 4.12: Results of Auto ARIMA

SARIMAX Results

Dep. Variable: ¥  No. Observations: 5243

Model: SARIMAX(Z, 1, 2) Log Likelihood 157759.568
pate: Man, 17 Jul 2823  AIC -31547.337
Time: la:2gi14 EIC -31587.298
Sample: g HQIC -31522. 268
EE43
Covariance Type opg
coef std err z [2.825 8.375]
intercept a.ee82 7.86e-85 2.23e 2.91e-85 o.ee8
ar.L1 8,448% 8,139 3.228 2.177 8.722
ar.L2 8,2858 a,144 1.977 2.882 8.567
ma.L1 8.4578 a,142 -3.228 2.735 -8.17%
ma.L2 B.2262 @.145 -1.558 2.511 @.858
sigmaz B8.2282 1.662-26 198,291 2.00@ a.2e8
Ljung-Box (L1} (Q): @.42  Jargue-Bera (JB): 127465.71
Prob{gQ): @.52 Prob{JB): .88
Heteroskedasticity (H): 1.83  skew: -8.21
Prob{4} (twoc-sided): @.88  Kurtesis: 25.58

Figure 4.13: Summary Auto ARIMA Table

4.41.2 Auto ARIMA diagnostic plots

The auto ARIMA model also provides a set of diagnostic plots to assess the quality of the
fit and the assumptions made by the model. Figure 4.14 shows the four diagnostic plots
generated by the auto ARIMA model, for the Price history with a 1-day horizon scenario.

» Standardized Residuals Over Time: The top left plot in Figure 4.14 shows the
residuals over time. In an ideal scenario, the residuals should be randomly scattered
around the centerline. A specific pattern, like linear or cyclic behavior, suggests that
the model can still be improved.

* Histogram Plus Estimated Density: The top right plot in Figure 4.14 provides a
histogram of the residuals with an overlaid kernel density plot. An approximately
normal distribution is a sign of a good fit.

* Normal Q-Q Plot: The bottom left plot in Figure 4.14 is a quantile-quantile plot of the
standardized residuals. The dots should align with the red line if the residuals are
normally distributed. If the dots are not aligned, then the residuals are not normally
distributed, indicating that the model may not be a good fit.

» Correlogram (ACF Plot): The bottom right plot in Figure 4.14 is an autocorrelation
plot. Ideally, for a well-specified model, the residuals should not be autocorrelated

S. Strompolas 75



From Prediction to Profit: Evaluating S&P 500 Forecasting Models Using Machine Learning

Standardized residual Histogram plus estimated density
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Figure 4.14: Auto ARIMA Plots

and the autocorrelation factors should be within the blue shaded region, meaning
they are not statistically significant.

4.41.3 ARIMA model implementation

The ARIMA model implementation was carried out using the ’pmdarima’ library in Python.
This library offers a solid and efficient implementation of the ARIMA model, making it ideal
for this use case.

This implementation covers four scenarios, each using different types of data based on
forecasting horizons and sets of features:

* Price history with a 1-day horizon

* Price history with a 30-day horizon

Multiple features with a 1-day horizon

Multiple features with a 30-day horizon

In each scenario, the (p,d,q) parameters are gathered from the auto ARIMA results of the
training set, then the model is trained on the training dataset, the performance is evaluated
on the validation dataset and then tested on the test dataset.

4.4.1.4 Model performance evaluation

Validation errros: The model’s performance is evaluated using several metrics includ-
ing Mean Absolute Error (MAE), Mean Squared Error (MSE), Root Mean Squared Error
(RMSE), Mean Absolute Percentage Error (MAPE), and R? Score. These metrics provide

S. Strompolas 76



From Prediction to Profit: Evaluating S&P 500 Forecasting Models Using Machine Learning

a comprehensive view of the model’s performance, and are analyzed in the previous back-
ground chapters. The Table 4.8 below summarizes the validation errors for the different
scenarios.

Table 4.8: ARIMA Validation Errors for Different Scenarios

Scenario MAE MSE RMSE MAPE R? Score
Price history | 29.19 1792.84 42.34 1.04 0.963
with a 1-day
horizon
Price history | 337.74 156886.33 396.09 11.60 -2.24
with a 30-
day horizon
Multiple 39.17 3528.42 59.40 1.40 0.928
features
with a 1-day
horizon
Multiple fea- | 175.80 47861.42 218.77 6.07 0.013
tures with a
30-day hori-
zon

Several observations can be made from these results. First, itis evident that increasing the
forecast horizon from 1 day to 30 days results in larger errors. This is expected as longer-
term predictions are generally more uncertain. Second, using multiple features instead of
just price history appears to decrease the errors for the 30-day horizon but increase them
for the 1-day horizon. This could be because the additional features contain information
that is useful for longer-term predictions but add noise to the shorter-term predictions. Itis
worth noting the negative R? score for the price history with a 30-day horizon scenario. A
negative R? can occur when the chosen model does not follow the trend of the data, so it
fits worse than a horizontal line. This suggests that the ARIMA model may not be suitable
for this scenario, and other models should be considered.

Actual vs predicted visualization: Additionally each scenario’s actual vs predicted
plots for the validation sets were plotted. Below on Figure 4.15 and 4.16, are figures
of Price history with a 1-day horizon scenario, and Multiple features with a 1-day horizon
scenario, indicating that ARIMA approaches the actual prices in some cases.

Residuals: Furthermore, the residuals (the differences between actual and predicted
values) are examined for each scenario, to see if there’s any noticeable pattern. If the
model is a good fit, the residuals should appear randomly scattered around zero. A pattern
in the residuals, particularly with respect to time, is an indication that the model could be
improved. Residuals Figures 4.17 and 4.18 below are figures of Price history with a 1-
day horizon scenario, and Multiple features with a 1-day horizon scenario, and indicate
that there are no such patterns, although the models fail to capture really high downwards
motion.

Through this extensive examination of the ARIMA model’s performance, a deep under-
standing of its strengths and weaknesses in predicting the S&P 500 index can be gained.
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4.4.2 Machine learning (SVR)

The Machine learning approach implemented for the task of stock price prediction in this
project utilizes Support Vector Regression (SVR), a component of the Scikit-learn library.
Scikit-learn is a widely-used Python library that provides a range of supervised and unsu-
pervised learning algorithms.

The SVR model is a version of Support Vector Machines (SVMs), an established class of
machine learning algorithms primarily used for classification tasks. Unlike classical SVMs,
SVR is designed to predict continuous variables.

In essence, SVR operates by mapping the input data into a high-dimensional feature space
using a kernel function. Then it seeks to find a hyperplane in this space that best fits the
data. The best fit is characterized by a small number of training samples, called support
vectors, which lie on or nearest to the hyperplane and contribute to defining its position
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and orientation. The choice of a ’linear’ kernel in these scenarios was made, and im-
plies that the separation in the high-dimensional space is linear. This linearity provides
interpretability benefits, as the model’s predictions are a linear function of the features.

4.4.21 SVR model implementation

After the preprocessing step that was performed universally, the SVR model is trained.
The ’linear’ kernel is used, indicating that the transformation of the data into the high-
dimensional space is linear. It is important to note that the training process is conducted
exclusively on the training set, thereby adhering to the fundamental practice of not using
the validation and test sets in the model building process.

For comparison purposes, a Linear Regression model was also trained on the same data.
However, the SVR model with the linear kernel consistently outperformed the Linear Re-
gression model, especially for scenarios involving multiple features.

This implementation covers the four scenarios, each using different types of data based
on forecasting horizons and sets of features. In each scenario, the SVR model is inde-
pendently trained and evaluated:

* Price history with a 1-day horizon

* Price history with a 30-day horizon

Multiple features with a 1-day horizon

Multiple features with a 30-day horizon

4.4.2.2 Model performance evaluation

Validation errors: Following the training phase, the model’s predictive performance is
assessed. Predictions are made on the validation dataset, and prediction errors are cal-
culated. The errors are assessed using various metrics, including Mean Absolute Error
(MAE), Mean Squared Error (MSE), Root Mean Squared Error (RMSE), Mean Absolute
Percentage Error (MAPE), and R* Score. The Table 4.9 below summarizes the validation
errors for the different scenarios.

In the scenario with price history and a 1-day horizon, the model performed the best with
an R? score of 0.973, indicating that this model could explain approximately 97.3% of the
variance in the target variable. This model also had the lowest MAE, MSE, RMSE, and
MAPE, suggesting that it had the smallest prediction errors among the four scenarios.

In contrast, the model trained with price history and a 30-day horizon had the highest error
measures and the lowest R? score, suggesting that this model’s predictions were less
accurate. This could be due to the increased complexity and uncertainty when predicting
30 days into the future based solely on past prices.

The models trained with multiple features had improved performance over the 30-day
horizon price history model, with the 1-day horizon model achieving an R? score of 0.956
and the 30-day horizon model achieving an R? score of 0.333. This demonstrates, that
incorporating additional features into the models can enhance their predictive accuracy,
particularly when forecasting over longer horizons.
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Table 4.9: SVR Validation Errors for Different Scenarios

Scenario MAE MSE RMSE MAPE R? Score
Price history | 22.07 1320.20 36.33 0.80 0.973
with a 1-day
horizon
Price history | 120.61 37648.33 194.03 4.38 0.224
with a 30-
day horizon
Multiple 30.26 2145.05 46.31 1.10 0.956
features
with a 1-day
horizon
Multiple fea- | 124.56 32324.87 179.79 4.45 0.333
tures with a
30-day hori-
zon

Overall, the validation errors suggest that the SVR models can provide relatively accur-
ate predictions for stock prices, particularly when multiple features are used and when
forecasting over shorter horizons.

Learning curves: A learning curve plot is an essential part of the evaluation process.
The learning curve illustrates how the model’s performance evolves as it is trained on an
increasing amount of data of the training set size, both for the training and the validation
sets. The curves plot the model’s performance on both the training data and the validation
data for different training set sizes. Learning curves can be very useful in diagnosing
whether the model is overfitting or underfitting.

Overfitting occurs when the model performs well on the training data but poorly on the
validation data. This suggests the model is too complex and is capturing the noise and
outliers in the training data along with the underlying pattern. In the learning curves, over-
fitting is indicated by a substantial gap between the training and validation error curves.

Underfitting occurs when the model performs poorly on both the training and validation
data. This suggests the model is too simple to capture the underlying structure of the
data. In the learning curves, underfitting is indicated by both the training and validation
error curves plateauing at a high error level.

In the context of the four scenarios examined on Figures 4.19, 4.20, 4.21, and 4.22,
the generated learning curves demonstrate satisfactory performance of the SVR model.
There is a convergence of the training and validation error curves as more data is used for
training, suggesting that the model is not overfitting. Moreover, the errors do not plateau
at a high level, which would be indicative of underfitting. The model appears to be of the
appropriate complexity to capture the underlying patterns in the data across all scenarios.

Actual vs predicted visualization: For a visual comparison of the model’s perform-
ance, the actual vs predicted stock prices for the validation set are plotted. This visual-
ization enables a clear understanding of the model’s predictive capabilities. Moreover, it
allows for the identification of any periods where the model’s predictions deviate signific-
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antly from the actual values. Below on Figures 4.23, 4.24, the plots for the 2 scenarios
that predict the Next Day ahead, show exactly what the errors suggested, that models are
relatively accurate, especially when multiple features.

aaaaa

Figure 4.23: SVR Actual vs Predicted Price Figure 4.24: SVR Actual vs Predicted
History with a 1-day Horizon Multiple Features with a 1-day Horizon

Residuals: Finally, the residuals, which are the differences between the actual and pre-
dicted values, are plotted for the validation dataset. Analyzing the residuals can reveal
any patterns that the model failed to capture from the data, which can provide insights
into possible areas of model improvement. Figures 4.25, 4.26, 4.27, and 4.28, show the
different residuals for the different scenarios, validating the results and the conclusions
gathered from the errors.

S. Strompolas 81



From Prediction to Profit: Evaluating S&P 500 Forecasting Models Using Machine Learning

Figure 4.25: SVR Residuals Price History Figure 4.26: SVR Residuals Multiple

with a 1-day Horizon Features with a 1-day Horizon
Figure 4.27: SVR Residuals Price History Figure 4.28: SVR Residuals Multiple
with a 30-day Horizon Features with a 30-day Horizon

4.4.3 Deep learning (LSTM)

Long Short-Term Memory (LSTM) is a type of recurrent neural network (RNN) architecture,
that has proven to be particularly successful in modeling sequential data due to its ability
to capture long-term dependencies in data. A RNN is a class of artificial neural networks
where connections between nodes form a directed graph along a temporal sequence.
This allows it to exhibit temporal dynamic behavior.

In the implementation of LSTM in this study, the Keras library, a user-friendly neural net-
work library written in Python, was used. Keras was developed with a focus on enabling
fast experimentation. Keras runs on top of TensorFlow, an end-to-end open-source plat-
form for machine learning.

4.4.3.1 LSTM implementation

The architecture of the implemented LSTM model consists of three layers: an LSTM layer,
a Dropout layer, and a Dense layer.

The first layer is the LSTM layer, which is the main component of the model. The LSTM
layer takes in a sequence of input features and processes them through the LSTM units.
The number of LSTM units is a hyperparameter and refers to the dimensionality of the out-
put space. The activation_function parameter is used to determine the activation function
for these LSTM units.

The second layer is the Dropout layer, which is used to prevent overfitting during the
training process. During training, some number of layer outputs are randomly ignored or
"dropped out”. The dropout_rate parameter determines the fraction of the input units to
drop.

The final layer is a Dense layer, which is a neural network layer that is connected deeply,
which means each neuron in the Dense layer is connected to every neuron in its previous
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layer. In this case, the Dense layer has one unit and is used to output the prediction of the
LSTM model.

4.4.3.2 Time window sequences

The LSTM model uses sequences to make its predictions. A sequence is a set of data
where the order of the data points matters. In time series forecasting, sequences are used
to provide a history of data points to the model, which it uses to make a prediction about
the future.

The time window lookback sequence determines how many previous time steps to use
as input variables to predict the next time period. This is specified by the time_window
parameter and is also considered a hyperparameter that can be tuned.

The create_sequences function takes in a DataFrame, a target column, and a time win-
dow. It creates sequences of features (X) and the corresponding target values (y) based
on the specified time window. These sequences are used to train the LSTM model.

In the context of this study, a sequence is a set of consecutive data points taken from the
original time series, and the target is a data point that comes after the sequence in the
time series. The model is trained to predict the target given a sequence.

It's important to note that using a time window lookback sequence transforms the shape
of the dataset. For each time step in the time series, a sequence of previous time steps
is provided to the model. This means that the input to the model is a three-dimensional
array with dimensions [samples, time steps, features].

The creation of sequences adds an additional dimension to the data, enabling the model
to learn from the temporal ordering of data points. This is particularly useful in time series
forecasting, where the temporal structure of the data contains valuable information for
making future predictions.

4.4.3.3 Model training

The training of the LSTM model is done using the fit function provided by Keras. The model
is trained on a set of input-output pairs, denoted as X_train and y_train, respectively. The
number of iterations over the entire dataset is determined by the epochs parameter, and
the number of samples per gradient update is determined by the batch_size parameter.

An early stopping callback is used during training to prevent overfitting. Early stopping is
a method that allows you to specify an arbitrary large number of training epochs and stop
training once the model performance stops improving on a hold out validation dataset.
In this case, training will stop when the validation loss hasn’t improved for 5 epochs, as
indicated by the patience parameter. The validation loss is the value that will be monitored
during training.

The validation dataset is used to provide data, that will be used to evaluate the loss and
any model metrics at the end of each epoch. The model will not be trained on this data.
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4.4.3.4 Hyperparameters

In the context of machine learning, hyperparameters are parameters whose values are set
prior to the learning process. They guide the learning process and are critical to the per-
formance of the models. For the LSTM model used in this study, several hyperparameters
were considered, including the number of LSTM units, dropout rate, optimizer, learning
rate, activation function, loss function, batch size, and the length of the time window look-
back sequence.

The LSTM units are the dimensionality of the output space of the LSTM layer. The dropout
rate is the fraction of the input units to drop, which helps to prevent overfitting. The optim-
izer is the algorithm used to change the attributes of the neural network such as weights
and learning rate to reduce the losses. The learning rate determines the speed at which
the model learns. The activation function decides whether a neuron should be activated
or not by calculating the weighted sum and further adding bias with it. The loss function or
cost function is a method to calculate the amount of loss the model suffered while predict-
ing the output. The batch size is the total number of training examples present in a single
batch, and the time window is the number of previous time steps to use as input variables
to predict the next time period.

In order to ensure the reproducibility of the experiments and maintain consistency in the
comparisons across different parameters, a seed was set for all hash-based operations
in Python, Numpy (used in Scikit-learn), and TensorFlow (used in Keras). All three were
set with the same seed value of 42. This means that any differences in the results of the
model can be attributed to the changes in hyperparameters, rather than to randomness.

Hyperparameter tuning was performed using a combination of grid search and perform-
ance evaluation metrics. Grid search is a method that performs hyperparameter tuning
in a systematic way, which involves training a model for every combination of hyperpara-
meters and retaining the best performing model.

A model was trained for each combination of these hyperparameters. The performance of
each model was evaluated based on the root mean squared error (RMSE) on the validation
set. The model with the lowest RMSE was considered the best model.

It's worth noting that hyperparameters were tuned separately for each of the four scenarios
considered in this study:

* Price history with a 1-day horizon

* Price history with a 30-day horizon

* Multiple features with a 1-day horizon

» Multiple features with a 30-day horizon
The best set of hyperparameters was different for each scenario, reflecting the unique

characteristics of each scenario’s data. The results of the hyperparameter tuning for each
scenario are summarized in Table 4.10.

Overall, this process of hyperparameter tuning allowed for the optimization of the LSTM
model’s performance on the specific tasks of this study, leading to more accurate and
reliable predictions.
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Table 4.10: Optimal Hyperparameters for Each Scenario

Hyper para- | Price history | Price history | Multiple fea- | Multiple fea-

meters (1-day  hori- | (30-day hori- | tures (1-day | tures (30-day
zon) zon) horizon) horizon)

Number of | 16 4 16 64

LSTM units

Learning rate 0.001 0.001 0.001 0.001

Dropout rate 0.0 0.3 0.0 0.0

Optimizer Adam Adam Adam Adam

Activation func- | ReLU RelLU RelLU RelLU

tion

Loss function MSE MSE MSE MSE

Batch size 16 64 16 64

Max number of | 100 100 100 100

epochs  (with

early stop)

Time-window 5 5 5 5

4.4.3.5 Model performance evaluation

Validation errors: Evaluating the performance of a model is a critical aspect of any
machine learning project. For this study, several metrics were used. These included
Mean Absolute Error (MAE), Mean Squared Error (MSE), and Root Mean Squared Error
(RMSE). The following Table 4.11 summarizes the validation errors for the four LSTM
scenarios.

Table 4.11: LSTM Validation Errors for Different Scenarios

Scenario MAE MSE RMSE MAPE R? Score
Price his- | 42.6919 4608.5012 67.8859 1.0925 0.9722
tory  with
1-day hori-
zon

Price his- | 215.8195 93955.4751 306.5216 5.4113 0.4232
tory  with
30-day
horizon
Multiple 79.4616 13501.1662 116.1945 1.9700 0.9185
features
with 1-day
horizon
Multiple 207.6510 103822.5183 322.2150 5.2252 0.3626
features
with 30-
day hori-
zon

The LSTM model was trained and validated using different scenarios and the validation
errors were calculated for each. The MAE, MSE, RMSE, and MAPE are error metrics
which ideally should be minimized, while the R? Score (also known as the coefficient of
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determination) is a statistical measure that represents the proportion of the variance for a
dependent variable that’s explained by an independent variable or variables in a regres-
sion model, and ideally should be maximized, with the best possible score being 1.0.

From the results, itis observed that the model performs best when trained with price history
with a 1-day horizon, having the lowest MAE, MSE, RMSE, and MAPE, and the highest
R? Score. This suggests that the model is able to capture the short-term dependencies in
the price history quite well. On the other hand, the model performs less optimally with a
30-day horizon and multiple features. This could be attributed to the fact that the 30-day
horizon introduces a greater degree of complexity and uncertainty into the model, as it has
to learn and predict over a longer period. Similarly, the addition of multiple features could
increase the complexity of the model, making it harder for the model to identify and learn
the important features. Additionally, even when the model is well-fitted, the validation error
does not seem to reach the values of the training ones.

Learning curves: Learning curves were used to visualize the model’s learning process.
These curves plot the performance of the model on both the training and validation data-
sets over a specified number of epochs. By examining the learning curves, one can gain
insight into whether the model is underfitting, overfitting, or well-fitted to the training data.
Figures 4.29, 4.30, 4.31, and 4.32, that show the learning curves for the different scen-
arios show that the model is better fitted when predicting the next day, while the 30 days
ahead doesn’t perform that well. Additionally they show that a lot of noise is added with
the addition of the extra features.

Model loss Model loss

40

Figure 4.29: LSTM Learning Curve Price Figure 4.30: LSTM Learning Curve Multiple
History with a 1-day Horizon Features with a 1-day Horizon

Model loss Model loss

—_—
Figure 4.31: LSTM Learning Curve Price Figure 4.32: LSTM Learning Curve Multiple
History with a 30-day Horizon Features with a 30-day Horizon

Actual vs predicted visualization: A crucial part of the evaluation was the comparison
of the model’s predicted values against the actual values. This was visualized through
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plots, which allowed for an intuitive understanding of how well the model was performing.
Below on Figures 4.33, 4.34, are the plots for the 2 scenarios that predict the Next Day
ahead, and show that the predictions are pretty accurate for these scenarios, with some
noise for the multiple features case.

Figure 4.33: LSTM Actual vs Predicted Price
History with a 1-day Horizon

Figure 4.34: LSTM Actual vs Predicted
Multiple Features with a 1-day Horizon

Residuals: Residuals, the differences between the observed and predicted values of
the dependent variable, were also examined. Plots of the validation set residuals were
created to ensure that they were randomly distributed around zero, indicating that the
model was appropriate for the data. Figures 4.35, 4.36, 4.37, and 4.38, show the different
residuals for the different scenarios, validating the results and the conclusions gathered
from the errors.

Figure 4.35: LSTM Residuals Price History
with a 1-day Horizon

Figure 4.37: LSTM Residuals Price History
with a 30-day Horizon

Figure 4.36: LSTM Residuals Multiple
Features with a 1-day Horizon

Figure 4.38: LSTM Residuals Multiple
Features with a 30-day Horizon

With all these methodologies and metrics, the LSTM models were implemented, evalu-
ated, and refined to provide reliable predictions for the given problem.
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4.5 Trading simulation

The trading simulation evaluates the predictive models using different trading strategies.
The primary concept is that after the market closes each day, a decision is made, whether
to buy or sell stocks on the next day’s opening.

451 Data used

The data used in the simulation was prepared in a way that ensures consistency and
fairness. To begin with, a starting budget of $50,000 was set for all scenarios. After
calculating the common date range for all the models’ test dataset, the simulation ran for
all common market days (723), over a date range from June 4, 2020, to April 18, 2023. This
date range was selected to be common across all scenarios to allow for equal evaluation.

The data used for the simulation included predictions, real data, and dates for each model
and scenario. The data was stored in a dictionary structure, with keys representing differ-
ent models (ARIMA, Machine Learning, and Deep Learning) and sub-keys representing
different scenarios (price history with a 1-day horizon, price history with a 30-day horizon,
multiple features with a 1-day horizon, and multiple features with a 30-day horizon). For
each scenario, the dictionary stores the predicted values (y_pred), the real values (y_real),
and the corresponding dates (y_dates).

In addition to the prediction data, the opening and closing prices of the stocks were also
extracted from the original test dataframe for each day within the simulation date range.
These prices were used throughout the different trading strategies.

Although two of the scenarios used predictions with a 30-day horizon, these scenarios
were handled in the same way as the other scenarios during the simulation. This decision
was made to ensure equality across all scenarios. It should be noted that, in a real-world
application, the strategies involving a 30-day horizon could be used differently, potentially
taking more advantage of the longer-term predictions. However, for the purpose of this
simulation, the decisions for these two scenarios were made based on long-term expect-
ations, allowing us to assess their performance within the same framework as the 1-day
horizon scenarios.

Having the same starting budget and date range across all scenarios, and the use of
prediction, real data, and dates for each model and scenario ensures that the trading sim-
ulation is conducted on a level playing field, with each strategy having access to the same
information and starting conditions. This allows for a fair comparison of the performance
of each strategy.

4.5.2 Trading strategies

The core of the trading simulation lies in the various strategies employed to determine
when to buy or sell stocks. Each strategy is based on a unique logic or set of rules that
leverages the information available to it, including predictions from the models. It's import-
ant to note that these strategies are simulated in a simplified market environment and do
not account for many complexities of real-world trading such as transaction costs, market
liquidity, or the impact of trades on the market.

It is also essential to note that, in all strategies, all shares are sold on the last day of the
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simulation period. This approach allows for a consistent and equitable comparison of the
final budget and balance across all strategies.

4.5.2.1 Simple strategy

The first strategy is the simplest and does not consider any predictions. In this strategy,
all available budget is spent to buy as many shares as possible on the first day of the
simulation period at the opening price. All shares are then sold on the last day at the
opening price. The strategy is purely dependent on the overall market trend during the
simulation period [83].

4.5.2.2 Trend following strategy

The second strategy is based on the idea of momentum, where the direction of the stock
market trend over the past day guides the investment decision for the next day [83]. If
the closing price today is higher than that of yesterday, it is anticipated that the upward
trend will continue, and so the strategy buys at the opening price of the next day, as many
shares as the available budget allows. On the other hand, if the closing price today is
lower than yesterday’s, indicating a downward trend, the strategy sells all shares at the
next day’s opening price, expecting the downward trend to continue.

4.5.2.3 Predictive strategy

The third strategy takes into account the predictions of the models. When the model
predicts that the closing price of the next day will be higher than the current day’s closing
price, the strategy invests all available budget in buying shares at the next day’s opening
price. Conversely, if the prediction is that the next day’s closing price will be lower than the
current day’s closing price, the strategy sells all shares at the next day’s opening price.
This approach includes scenarios involving predictions over a 30-day horizon, where the
investment decision is based on the anticipated closing price 30 days from the current
day, as predicted now.

4.5.2.4 Proposed strategy

The fourth strategy, an advanced iteration of the Predictive Strategy, introduces a more
measured approach to buying and selling decisions. Using the forecasted closing price
for the next day, it informs the decision to either buy or sell. If the predicted closing price
is higher than the current day’s closing price, the strategy signals a ’buy’. Conversely, if
the predicted closing price is lower, it signals a ’sell’.

However, unlike the Predictive Strategy, this strategy does not utilize the entire budget to
buy shares nor does it react immediately to the ’buy’ or 'sell’ signal. Instead, it observes
the price trend from the previous day to the current day. If a 'buy’ signal was given and
the current day’s opening price is higher than the previous day’s closing price, indicating
a continued upward trend, it purchases a single share, thereby preserving the budget for
future opportunities. Conversely, if a ’sell’ signal was given and the current day’s opening
price is lower than the previous day’s closing price, indicating a downward trend, it sells
all shares in anticipation of further decline.
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By incorporating these additional rules, this strategy aims to take advantage of both the
predictive power of the model and the observed market trends, while also managing the
risk associated with market volatility.

4.5.2.5 Summary of the strategies

After describing each trading strategy in detail, it is helpful to summarize the key character-
istics of each in a table for quick reference and comparison. Table 4.12 below provides a
high-level description of each strategy, highlighting the unique aspects of each approach.

Table 4.12: High-Level Description of Each Trading Strategy

Strategy High-Level Description

Simple Invests all available budget on the first day
and sells all shares on the last day.

Trend-Following Buys shares when there’s an upward trend
and sells when there’s a downward trend.

Predictive Uses model’s prediction to make buy/sell

decisions. Invests all available budget
when buying shares.

Proposed Advanced version of Predictive Strategy.
Buys only one share at a time and uses
model’s prediction in combination with ob-
served trends.

As shown in Table 4.12, the strategies range from a simple buy-and-hold approach to a
more sophisticated strategies that use model predictions and trends. While the simple
strategy is straightforward, the trend-following, predictive, and proposed strategies intro-
duce different levels of complexity and potential for increased returns.

The results of these strategies are kept in a dictionary, which is then converted to a Data-
Frame for visualization. Additionally, these strategies are designed to understand how the
predictions from the models can be utilized in a trading context. It's important to remem-
ber that these are simplified simulations, and real-world applications would likely involve
more complex strategies and risk management techniques. Nevertheless, they provide a
valuable starting point in assessing the potential usefulness of the prediction models in a
trading scenario.

4.5.3 Running the Simulation

In this final part of the trading strategies evaluation, the different strategies are executed
using the models’ predictions and the historical stock data. Each strategy’s operation
yields a series of buy and sell decisions, which are then used to simulate trading activities
over the selected trading period.

With an initial budget of $50,000, the trading simulations are performed for each model
and scenario. This process involves applying each of the four trading strategies: 'Simple’,
"Trend’, 'Predictions’, and 'Proposed’. The 'Simple’ and 'Trend’ strategies are applied
directly to the historical stock data, while the 'Predictions’ and 'Proposed’ strategies are
applied to the predictions provided by each model.
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The outcome of each simulation is measured in terms of the final budget, the number of
transactions executed, and the total profit or loss. The latter is calculated as the difference
between the final budget and the initial budget. The results of all trading simulations are
compiled into a single Pandas DataFrame, for further analysis and visualization.

By evaluating the performance of these different strategies, one can effectively assess
how predictive models inform trading decisions. The results of these simulations will be
presented in the next section.
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5. RESULTS

This chapter presents the results of the project, summarizing the performance evaluation
of each model and scenario as well as the outcome of the trading simulations. The results
are analyzed in three sections. The first section focuses on the performance of each model
under different scenarios. The second section discusses the outcomes of the trading
simulations using the different strategies. The final section draws conclusions based on
these results and provides some final thoughts.

5.1 Model and scenario performance evaluation

The first step in the results analysis is to evaluate, on the test datasets, the performance
of each model (ARIMA, SVR, and LSTM) under the four different scenarios: ’Price History
- 1 day horizon’, 'Price History - 30 days horizon’, 'Multiple Features - 1 day horizon’, and
‘Multiple Features - 30 days horizon'.

The evaluation is based on the metrics Mean Absolute Error (MAE), Mean Squared Error
(MSE), Root Mean Squared Error (RMSE), Mean Absolute Percentage Error (MAPE), and
R-squared (R2 Score). The lower the MAE, MSE, RMSE, and MAPE values, the better the
model’'s performance. Conversely, the closer the R2 Score is to 1, the better the model’s
performance.

Various plots were also generated to visually compare the performance of the models.
Bar plots were created for each metric, with separate plots for each model and scenario.
These plots provide a graphical representation of the summary tables, making it easier to
discern patterns and trends in the models’ performance.

5.1.1 Summary table

The models’ predictions were first aligned to a common date range to ensure fair compar-
ison. Subsequently, the evaluation metrics were calculated for each model and scenario,
and the results were compiled into a summary table. The summary Table 5.1 below,
provides a comprehensive overview of the performance of each model under each scen-
ario. Figure 5.1 shows a visual representation of the RMSE error of that table.

In the "Price History 1 day horizon” scenario, the Support Vector Regression (SVR) model
performed slightly better than the LSTM, achieving the best, and lowest errors (MAE, MSE,
RMSE, MAPE) and the highest R2 score.

In contrast, in the "Price History 30 days horizon” scenario, the Long Short-Term Memory
(LSTM) model performed the best, despite having a negative R2 score, which indicates
that the model’s predictions are worse than those of a horizontal line.

For the "Multiple Features 1 day horizon” scenario, the SVR model again performed the
best. However, for the "Multiple Features - 30 days horizon” scenario, the LSTM model
performed the best, despite having a lower R2 score than in the 1-day horizon scenario.

These results suggest that the SVR model performs well in scenarios with a shorter pre-
diction horizon and multiple features, while the LSTM model performs better in scenarios
with a longer prediction horizon. Where the SVR is better, the LSTM is really close behind
it, but when LSTM is better the SVR is far behind, making the LSTM the better choice.
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Table 5.1: Summary of the Model Performance for Each Scenario

Scenario Model | MAE MSE RMSE MAPE | R2
Score
Price History | ARIMA | 77.984 7854.865 88.628 1.920 0.954
1 day SVR 36.715 2338.604 48.359 0.926 0.986
horizon LSTM | 39.120 2627.917 51.263 0.989 0.984
Price History | ARIMA | 1521.977 | 2439094.611 1561.760 | 37.084 | -
30 days 16.763
horizon SVR 176.633 51120.298 226.098 4.416 0.628
LSTM | 158.047 39061.785 197.641 3.907 0.716
Multiple ARIMA | 123.269 20353.850 142.667 2.968 0.880
Features 1 SVR 50.374 4682.677 68.430 1.256 0.972
day horizon LSTM | 83.289 10328.038 101.627 2.095 0.939
Multiple ARIMA | 866.235 814737.227 902.628 21.037 | -4.933
Features 30 | SVR 370.978 177377.220 421.162 9.066 | -0.292
days horizon | LSTM | 187.499 52696.168 229.557 4.563 0.616
1600 1 Model
1400 4 N ARIMA
LSTM
1200 1 Em SVR
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Figure 5.1: RMSE Model Performance for Each Scenario

However, it's worth noting that, the R2 scores for the 30-day horizon scenarios indicate
that the predictions of all the models were poor, indicating how difficult it is to predict the
long term value of the index.

5.1.2 Individual tables

The summary table can be further divided into individual tables for each model and scen-
ario, providing a more detailed perspective of the model’s performance. These tables
highlight the strengths and weaknesses of each model in different scenarios, offering in-
sights into the model’s robustness and versatility.
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5.1.21

ARIMA model performance metrics:

Per model tables

Table 5.2 provides the performance metrics for

the ARIMA model across all scenarios. We can observe from the table that the ARIMA
model performs considerably well on the 1-day horizon scenarios but performs poorly on
the 30-day horizon scenarios. Figure 5.2 shows a visual representation of the RMSE error

of that table.

Table 5.2: ARIMA Model Performance Metrics

Scenario

MAE

MSE

RMSE

MAPE

R2 Score

Price His-
tory - 1 day
horizon

77.984

7854.865

88.628

1.920

0.954

Price His-
tory - 30
days hori-
zon

1521.977

2439094.611

1561.760

37.084

-16.763

Multiple
Features

- 1 day
horizon

123.269

20353.850

142.667

2.968

0.880

Multiple
Features

- 30 days
horizon

866.235

814737.227

902.628

21.037

-4.933

1600 -
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1000 A

800 4

RMSE
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400 ~

200+

SVR model performance metrics:

Figure 5.2: ARIMA Model RMSE

Table 5.3 provides the performance metrics for the

SVR model across all scenarios. The SVR model shows good performance for the 1-day
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horizon scenarios, but it does not perform as well on the 30-day horizon scenarios. Figure
5.3 shows a visual representation of the RMSE error of that table.

Table 5.3: SVR Model Performance Metrics

Scenario MAE MSE RMSE MAPE R2 Score
Price His- | 36.715 2338.604 48.359 0.926 0.986
tory - 1 day
horizon
Price His- | 176.633 51120.298 226.098 4.416 0.628
tory - 30
days hori-
zon
Multiple 50.374 4682.677 68.430 1.256 0.972
Features - 1
day horizon
Multiple 370.978 177377.220 | 421.162 9.066 -0.292
Features

- 30 days
horizon

400 -
350
300

W 250 1

2 200 -
150 -
100 -

50 A

Figure 5.3: SVR Model RMSE

LSTM model performance metrics: Table 5.4 provides the performance metrics for the
LSTM model across all scenarios. The LSTM model’s performance is consistent across
the 1-day and 30-day horizon scenarios with relatively small errors. Figure 5.4 shows a
visual representation of the RMSE error of that table.
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Table 5.4: LSTM Model Performance Metrics

Scenario MAE MSE RMSE MAPE R2 Score

Price His- | 39.120 2627.917 51.263 0.989 0.984
tory - 1 day
horizon

Price His- | 158.047 39061.785 197.641 3.907 0.716
tory - 30
days hori-
zon

Multiple 83.289 10328.038 101.627 2.095 0.939
Features - 1
day horizon

Multiple 187.499 52696.168 229.557 4.563 0.616
Features
- 30 days
horizon

200

150 4

RMSE

100 4

50

Figure 5.4: LSTM Model RMSE

5.1.2.2 Per scenario tables

Performance metrics for the ’Price History - 1 day horizon’ scenario: Table 5.5
provides the performance metrics for all models in the 'Price History - 1 day horizon’ scen-
ario. The SVR and LSTM models perform similarly well in this scenario, outperforming the
ARIMA model. Figure 5.5 shows a visual representation of the RMSE error of that table.

Performance metrics for the 'Price History - 30 day horizon’ scenario: Table 5.6
provides the performance metrics for all models in the 'Price History - 30 days horizon’
scenario. The LSTM model has the best performance in this scenario based on all metrics.
Figure 5.6 shows a visual representation of the RMSE error of that table.
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Table 5.5: Performance Metrics for 'Price History - 1 day Horizon’ Scenario

Model MAE MSE RMSE MAPE R2 Score
ARIMA 77.984 7854.865 88.628 1.920 0.954
SVR 36.715 2338.604 48.359 0.926 0.986
LSTM 39.120 2627.917 51.263 0.989 0.984

80+

60 4

RMSE

40 4

20 A

\'as 2
& a3

Figure 5.5: Price History - 1 day Horizon RMSE

Table 5.6: Performance Metrics for ’Price History - 30 days Horizon’ Scenario

Model MAE MSE RMSE MAPE R2 Score
ARIMA 1521.977 2439094.611 1561.760 37.084 -16.763
SVR 176.633 51120.298 226.098 4.416 0.628
LSTM 158.047 39061.785 197.641 3.907 0.716

Performance metrics for the ’'Multiple Features - 1 day horizon’ scenario: Table 5.7
provides the performance metrics for all models in the ’Multiple Features - 1 day horizon’
scenario. All models perform well in this scenario, with the SVR model performing the
best based on most metrics. Figure 5.7 shows a visual representation of the RMSE error
of that table.

Table 5.7: Performance Metrics for ’Multiple Features - 1 day Horizon’ Scenario

Model MAE MSE RMSE MAPE R2 Score
ARIMA 123.269 20353.850 | 142.667 2.968 0.880
SVR 50.374 4682.677 68.430 1.256 0.972
LSTM 83.289 10328.038 | 101.627 2.095 0.939

Performance metrics for the ’'Multiple Features - 30 day horizon’ scenario: Table 5.8
provides the performance metrics for all models in the 'Multiple Features - 30 days horizon’
scenario. In this scenario, the LSTM model outperforms the other models according to the
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Figure 5.7: Multiple Features - 1 day Horizon RMSE

o

provided metrics. Figure 5.8 shows a visual representation of the RMSE error of that table.

Table 5.8: Performance Metrics for 'Multiple Features - 30 days Horizon’ Scenario

Model MAE MSE RMSE MAPE R2 Score
ARIMA 866.235 814737.227 | 902.628 21.037 -4.933
SVR 370.978 177377.220 | 421.162 9.066 -0.292
LSTM 187.499 52696.168 229.557 4.563 0.616
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Figure 5.8: Multiple Features - 30 day Horizon RMSE

5.1.3 Grouped summary table

The evaluation metrics were also organized into a grouped summary table. This table
offers another perspective on the models’ performance by grouping the results based
on the horizon of the prediction (1-day and 30-day) and the model used. This makes it
easier to compare how well each model performed over different forecasting horizons,
and understand which model excelled in which scenario.

Table 5.9 results are quite varied across the different models and scenarios. In the 1-day
scenario group, the Machine Learning Model (SVR) appears to perform the best based on
most metrics, with the Deep Learning Model (LSTM) also showing strong performance. In
the 30-day scenario group, however, the performance of all models appears to degrade,
likely due to the increased complexity and uncertainty associated with longer-term pre-
dictions. Here, the Deep Learning Model (LSTM) seems to have the best performance,
particularly in the 30-day Price History scenario.

This table 5.9, provides a comprehensive summary of the performance of the three mod-
els across different scenarios, highlighting the variation in performance depending on the
characteristics of the data and the prediction horizon. Figure 5.9 shows a visual repres-
entation of the RMSE error of that table.
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Table 5.9: Summary of Model Performance Grouped by Scenario Group and Scenario

Model Scenario | Scenario MAE MSE RMSE MAPE | R2

Group Score
ARIMA 1-day 1-day Price | 77.98 7854.86 88.63 1.92 0.95
Model History

1-day  Mul- | 123.27 20353.85 142.67 2.97 0.88
tiple Features
30-day 30-day Price | 1521.98 | 2439094.61 | 1561.76 | 37.08 | -16.76
History
30-day Mul- | 866.23 814737.23 902.63 21.04 | -4.93
tiple Features

Machine | 1-day 1-day Price | 36.72 2338.60 48.36 0.93 0.99
Learn- History
ing
Model
1-day  Mul- | 50.37 4682.68 68.43 1.26 0.97

tiple Features
30-day 30-day Price | 176.63 51120.30 226.10 442 0.63
History
30-day Mul- | 370.98 177377.22 421.16 9.07 -0.29
tiple Features

Deep 1-day 1-day Price | 39.12 2627.92 51.26 0.99 0.98
Learn- History

ing

Model

1-day Mul- | 83.29 10328.04 101.63 2.09 0.94
tiple Features
30-day 30-day Price | 158.05 39061.79 197.64 3.91 0.72
History
30-day Mul- | 187.50 52696.17 229.56 4.56 0.62
tiple Features

5.2 Trading simulation results

This section presents the results of the trading simulations. The trading strategies were
based on predictions made by different models (ARIMA, SVR, LSTM), and their perform-
ances were evaluated based on the final balance and the total number of transactions
made during the simulation period.

5.2.0.1 Table of trading results

The simulation results are grouped based on the approach, model, features, and predic-
tion horizon used in the strategy. This allows us to compare the performance of different
types of strategies and identify patterns in the results. In Table 5.10 there is a summary
of the simulation results, and includes the following information:

» Total Market Days: the total number of days the market was open during the sim-
ulation period.

+ Total Transactions: the total number of transactions (buying or selling) performed
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Figure 5.9: RMSE Performance Grouped by Scenario Group and Scenario

by the strategy.

Initial Budget ($): the initial budget at the start of the simulation.

Final Budget ($): the final budget at the end of the simulation.

Balance ($): the final balance (final budget - initial budget).

Balance (%): the final balance expressed as a percentage of the initial budget.

Table 5.10 that represents the trading results data.
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Table 5.10: Trading Simulation Results

Total Market Days Total Transactions Initial Budget (%) Final Budget ($) Balance (%) Balance (%)

Approach  Model Features Horizon
Predictions ARIMA Muitiple Features 1 723 16 50000 5472263 472263 9.45
30 723 0 50000 50000.00 0.00 0.00
Price History 1 723 0 50000 50000.00 0.00 0.00
30 723 0 50000 50000.00 0.00 0.00
LSTM Multiple Features 1 723 79 50000 11327.24 -38672.76 -17.35
30 723 61 50000 732063 -42679.37 -85.36
Price History 1 723 170 50000 68909.54 18909.54 37.82
30 723 65 50000 9944 95 -40055.01 -80.11
SVR  Multiple Features 1 723 64 50000 69971.44 19971.44 39.94
30 723 0 50000 50000.00 0.00 0.00
Price History 1 723 354 50000 58616.14 8616.14 17.23
30 723 262 50000 50197.92 197.92 0.40
Proposed ARIMA Multiple Features 1 723 15 50000 50659.87 659.87 132
30 723 0 50000 50000.00 0.00 0.00
Price History 1 723 0 50000 50000.00 0.00 0.00
30 723 0 50000 50000.00 0.00 0.00
LSTM Multiple Features 1 723 179 50000 7265265 2265265 4531
30 723 154 50000 7828761 28287 61 56.58
Price History 1 723 246 50000 69312 52 19312.52 38.63
30 723 139 50000 T7673.27 27673.27 5535
SVR  Multiple Features 1 723 106 50000 64515.86 14515.86 29.03
30 723 0 50000 50000.00 0.00 0.00
Price History 1 723 273 50000 5257715 2577.15 5.15
30 723 316 50000 53026.88 3026.88 6.05
Simple NaN NaN NaN 723 2 50000 66843.20 16843.20 33.69
Trend NaN NaN NaN 723 240 50000 56684.94 6684.94 13.37

5.2.0.2 Visualization of trading results

A scatter plot of the balance percentage versus the total number of transactions provides
another perspective on the performance of the strategies. In this plot, each point repres-
ents a different strategy, with the position along the x-axis indicating the balance percent-
age and the position along the y-axis indicating the total number of transactions. Figure
5.10 shows the scatter plot.

This plot allows us to visualize the trade-off between the profitability of a strategy (as
measured by the balance percentage) and the activity level of the strategy (as measured
by the number of transactions). Strategies that are located towards the right of the plot
were able to achieve a high balance, indicating that they were able to make profitable
predictions. On the other hand, strategies that are located towards the left of the plot
made some wrong transactions, which may have resulted in high costs.

5.2.0.3 Breakdown of trading results

The trading simulation was performed on the S&P 500 index and the Table 5.10 presents
the results of the trading simulation for different prediction strategies. Each strategy is
characterized by the prediction approach (Predictions or Proposed), the model used (AR-
IMA, LSTM, or SVR), the type of features used (Price History or Multiple Features), and
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Balance vs Total Transactions for each strategy
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Figure 5.10: Trading Simulation Results Scatter Plot

the prediction horizon (1-day or 30-day).

The ’Balance ($) column indicates the final balance of each trading strategy after the
simulation, with the initial budget set at $50,000. A positive balance indicates a gain, while
a negative balance indicates a loss. A balance of zero suggests that the final budget is
equal to the initial budget, meaning that the trading strategy did not gain or lose any money.

'Simple’ strategy managed to achieve a balance of 33.69%, indicating a profitable result
based on the overall upward market trend during the simulation period. "Trend’ strategy
achieved a balance of 13.37%, indicating its effectiveness in capturing short-term market
trends. ’Predictive’ and 'Proposed’ had more complex results depending on each model,
the features, and the horizon.

The most profitable strategies (those with the highest Balance (%)) are those using the
LSTM model with the proposed approach for a 30-day horizon, both for price history and
multiple features. These strategies managed to achieve a positive balance, with 56.58%
and 55.35% respectively, indicating that they were able to make profitable trades based
on the predictions made by the models.

The least profitable strategies are those using LSTM model with the prediction approach
for a 30-day horizon, both for price history and multiple features. These strategies res-
ulted in a negative balance, with -80.11% and -85.36% respectively, indicating that the
predictions made by the models did not result in profitable trades.

The ARIMA model, regardless of the approach and features, resulted in either a small
profit or no profit at all for the 30-day horizon. This suggests that the ARIMA model may
not be suitable for making long-term predictions in this market.

The SVR model, on the other hand, was generally more profitable when used with the pro-
posed approach and multiple features for a 1-day horizon, achieving a balance of 29.03%.
However, it was less profitable when used with the price history for a 1-day horizon, achiev-
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ing a balance of 5.15%.

In conclusion, the LSTM model with the proposed approach seems to be the most prom-
ising strategy for trading in this market, particularly for a 30-day horizon. However, the
choice of features also plays a crucial role, with multiple features generally leading to
more profitable trades than price history alone. The Simple and Trend approaches also
show potential, despite their simplicity.

In the preceding sections, the performance of various prediction models based on metrics
such as MAE, MSE, RMSE, MAPE, and R2 score was presented. These metrics measure
the accuracy of the models’ predictions against the actual values, which is vital for under-
standing the models’ performance. However, when it comes to stock market trading, the
real-world application of these predictions often relies more on the accurate prediction of
price trends rather than the exact future value.

A model with higher error metrics can still lead to successful trading if it correctly pre-
dicts the price direction consistently. Conversely, a model with lower error metrics may
not necessarily result in profitable trades if it fails to accurately predict the trend of price
changes. Therefore, in this section, the focus shifted from prediction accuracy to the prof-
itability of trading strategies based on these predictions. The resulting balance after the
trading period is a more direct reflection of the practical effectiveness of these strategies
in the stock market. However, it's worth noting that the strategies discussed here do not
take into account transaction costs or tax implications.
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6. CONCLUSION

This chapter concludes the bachelor thesis by summarizing the main findings, discussing
their implications, and suggesting directions for future research.

6.1 Summary of work

This thesis embarked on the journey to explore and analyze various prediction models
and trading strategies for stock market data, specifically the S&P 500 index. The objective
was to assess the performance of traditional statistical methods, machine learning, and
deep learning models in predicting future stock prices, and their application in formulating
profitable trading strategies.

Three models were primarily focused on: ARIMA as the traditional statistical model, Sup-
port Vector Regression (SVR) as the machine learning model, and LSTM as the deep
learning model. For each model, predictions were made based on two types of fea-
ture sets: price history and multiple features, and two types of prediction horizons: 1-day
and 30-day. Four different trading strategies were designed and simulated, including the
Simple strategy, Trend following strategy, Predictive strategy, and a Proposed strategy
incorporating both predictions and observed market trends.

6.2 Main findings

The investigation into the performance of various prediction models on stock market data
brought forth some intriguing findings. The prediction models’ performance was evaluated
using a variety of error metrics including MAE, MSE, RMSE, MAPE, and the R2 score.
A key observation was that the Support Vector Regression (SVR) model performed the
best (slightly better than LSTM) in scenarios with a shorter prediction horizon (1 day),
whereas the Long Short-Term Memory (LSTM) model excelled in scenarios with a longer
prediction horizon (30 days). This is despite the fact that the R2 scores for the 30-day
horizon scenarios were less than satisfactory, underlining the difficulty of predicting long-
term stock market trends.

Despite the differences in prediction accuracy, when it came to the trading simulation,
the focus shifted from the exact prediction to the overall trend of the price. A model with
higher error metrics could still lead to successful trading if it consistently predicted the
price direction correctly.

In terms of trading strategies, the 'Simple’ and "Trend’ strategies, which did not rely on any
predictive models, yielded a balance of 33.69% and 13.37% respectively. This highlights
the potential profitability of basic market trends and overall market direction. Among the
model-based strategies, the LSTM model paired with the 'Proposed’ approach proved the
most profitable, particularly for a 30-day horizon. On the other hand, the least profitable
strategies were those that used the LSTM model with the ’Predictive’ approach for a 30-
day horizon. The ARIMA model, regardless of the approach and features, led to either a
small profit or no profit at all, indicating its limitations. The SVR model was in the middle
profit-wise, between the other two model implementation.
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6.3 Implications

These findings imply that deep learning models, specifically LSTM, coupled with a careful
selection of features and a well-thought-out trading strategy, can potentially yield profit-
able trades in the stock market. However, the performance of these strategies is highly
dependent on market volatility and trend. Therefore, while these models and strategies
can guide investment decisions, they should be used in conjunction with other market
indicators and personal risk assessments. Moreover the choice of model and strategy
should be tailored to the specific market conditions and investment goals. It is very im-
portant, to understand market trends and incorporate them into trading strategies. Even
the simplest strategies that leverage basic market trends can lead to profits. However, it is
worth noting that even the most sophisticated models and strategies cannot fully eliminate
the risk associated with stock market investments.

6.4 Future work

Future research can extend this work in several directions. For one, it could be interest-
ing to experiment with other indices or even individual company stocks. This would help
assess whether the findings of this thesis generalize to other stock markets or are specific
to the S&P 500 index.

Further, the development and exploration of more complex models and trading strategies
could provide additional insights. This includes the use of more advanced machine learn-
ing and deep learning models, the inclusion of more diverse and sophisticated features,
and the use of Natural Language Processing (NLP) to incorporate news or social media
sentiment into the prediction models.

Another interesting direction could be the exploration of portfolio management. Instead
of focusing on a single index, future studies could explore how the models and strategies
perform when applied to a portfolio of stocks. This would also provide an opportunity to
investigate strategies for portfolio optimization and risk management.

Lastly, considerations like transaction costs and tax implications, which were not taken
into account in this thesis, could be incorporated into the trading simulations for a more
comprehensive and realistic evaluation of the strategies’ performance.

Overall, the findings of this thesis provide a promising starting point for future research in
the field of stock market prediction and trading strategy design.
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ABBREVIATIONS - ACRONYMS

AE Autoencoders

Al Artificial Intelligence

ANN Artificial Neural Networks

API Application Programming Interface

AR AutoRegressive

ARIMA AutoRegressive Integrated Moving Average
CNN Convolutional Neural Networks

CPI Consumer Price Index

DAX Deutscher Aktienindex

DL Deep Learning

DNN Deep Neural Network

DRL Deep Reinforcement Learning

EMH Efficient Market Hypothesis

FRED Federal Reserve Economic Data

FOREX Foreign Exchange Market

FP False Positives

FN False Negatives

FFNN FeedForward Neural Network

GAN Generative Adversarial Networks

GARCH Generalized Autoregressive Conditional Heteroskedasticity
GDP Gross Domestic Product

GRU Gated Recurrent Unit

ICA Independent Component Analysis

LSTM Long Short-Term Memory

LR Linear Regression

MA Moving Average

MACD Moving Average Convergence Divergence
MAE Mean Absolute Error

MAPE Mean Absolute Percentage Error
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MLP Multilayer Perceptron

ML Machine Learning

MSE Mean Squared Error

NLP Natural Language Processing
PCA Principal Component Analysis
ROC Receiver Operating Characteristic
RF Random Forest

RL Reinforcement Learning

RNN Recurrent Neural Networks
RSI Relative Strength Index

RWH Random Walk Hypothesis
RBM Restricted Boltzmann Machine
RMSE Root Mean Squared Error
SGD Stochastic Gradient Descent
S&P 500 Standard and Poor’s 500
SMA Simple Moving Average

SVM Support Vector Machine

SVR Support Vector Regressor

TN True Negatives

TP True Positives
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