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ΠΕΡΙΛΗΨΗ 

Η πέμπτη γενιά (5G) των ασύρματων και κινητών επικοινωνιών αναμένεται να έχει 

εκτεταμένο αντίκτυπο σε τομείς πέρα από αυτόν της τεχνολογίας πληροφοριών και 

επικοινωνιών (Information and Communications Technology - ICT). Το 5G 

ευθυγραμμίζεται με την 4η βιομηχανική εξέλιξη (4th industrial evolution), θολώνοντας τα 

όρια μεταξύ της φυσικής, της ψηφιακής και της βιολογικής σφαίρας. Σχεδιάστηκε για να 

προσφέρει δυνατότητες πολλαπλών υπηρεσιών και χρηστών, εκπληρώνοντας ταυτόχρονα 

πολλαπλές απαιτήσεις και επιχειρηματικά οικοσυστήματα. Ωστόσο, ορισμένες υπηρεσίες, 

όπως η επαυξημένη πραγματικότητα (Augmented Reality -AR), το εργοστάσιο του 

μέλλοντος (Factory of the Future) κ.λπ. θέτουν προκλήσεις για την ανάπτυξη μιας ενιαίας 

5G υποδομής με βάση την ενεργειακή και οικονομική αποδοτικότητα. Σε αυτή τη 

κατεύθυνση, η παρούσα διδακτορική διατριβή υιοθετεί την ιδέα μιας καθολικής 

πλατφόρμας 5G που ενσωματώνει μια πληθώρα τεχνολογιών δικτύωσης (ασύρματες και 

ενσύρματες), και στοχεύει στην ανάπτυξη μαθηματικών εργαλείων, αλγορίθμων και 

πρωτοκόλλων για την ενεργειακή και λειτουργική βελτιστοποίηση αυτής της υποδομής και 

των υπηρεσιών που παρέχει. Αυτή η υποδομή διασυνδέει υπολογιστικούς, 

αποθηκευτικούς και δικτυακούς πόρους μέσω του προγραμματιζόμενου υλισμικού 

(hardware-HW) και της λογισμικοποίησης του δικτύου (network softwarisation). Με αυτό 

τον τρόπο, επιτρέπει την παροχή οποιασδήποτε υπηρεσίας με την ευέλικτη και 

αποτελεσματική μίξη και αντιστοίχιση πόρων δικτύου, υπολογισμού και αποθήκευσης. 

Αρχικά, η μελέτη επικεντρώνεται στις προκλήσεις των δικτύων ραδιοπρόσβασης επόμενης 

γενιάς (NG-RAN), τα οποία αποτελούνται από πολλαπλές τεχνολογίες δικτύου για τη 

διασύνδεση ενός ευρέος φάσματος συσκευών με υπολογιστικούς και αποθηκευτικούς 

πόρους. Η ανάπτυξη μικρών κυψελών (small cells) είναι ζωτικής σημασίας για τη βελτίωση 

της φασματικής απόδοσης και της ρυθμαπόδοσης και μπορεί να επιτευχθεί είτε μέσω 

παραδοσιακών κατανεμημένων δικτύων ραδιοπρόσβασης (D-RAN) είτε μέσω δικτύων 

ραδιοπρόσβασης νέφους (C-RAN). Ενώ το C-RAN προσφέρει μεγάλα οφέλη όσο αφορά 

την επεξεργασία σήματος και τον συντονισμό σε σχέση με τα D-RAN, απαιτεί υψηλό εύρος 

ζώνης μετάδοσης και επιβάλλει σοβαρούς περιορισμούς καθυστέρησης στο δίκτυο 

μεταφοράς. Για την αντιμετώπιση αυτών των ζητημάτων, προτείνεται μια νέα 

αρχιτεκτονική «αποσύνθεσης των πόρων». Σύμφωνα με αυτήν, οι λειτουργιές βασικής 

επεξεργασίας σήματος (BBU functions) μπορούν να διαχωριστούν και να εκτελεστούν είτε 

στην ίδια θέση με τη κεραία (RU), είτε απομακρυσμένα σε κάποια μονάδα επεξεργασίας 

που βρίσκεται κοντά (DU) ή μακριά (CU) από την κεραία. Αυτή η έννοια της 

«αποσύνθεσης των πόρων» επιτρέπει την πρόσβαση σε κοινόχρηστους πόρους που 

παρέχονται από κέντρα δεδομένων μικρής ή μεγάλης κλίμακας, χωρίς να απαιτείται 

ιδιοκτησία των πόρων. Ωστόσο, η προσέγγιση αυτή απαιτεί την ανάπτυξη νέων πλαισίων 

βελτιστοποίησης για τη βελτίωση της αποδοτικότητας και της ευελιξίας των υποδομών 5G, 

ώστε να διαχειρίζονται αποτελεσματικά τους διαχωρισμένους πόρους. Καθοριστικό ρόλο 

σε αυτό αποτελεί η αρχιτεκτονική της Δικτύωσης Καθορισμένης από Λογισμικό (SDN), η 

οποία στοχεύει να επιτρέψει την προγραμματιζόμενη και δυναμική διαχείριση των πόρων 

του δικτύου μέσω κεντρικού ελέγχου. Έχοντας υπόψιν τα παραπάνω, στο πρώτο μέρος 

της διατριβής αναπτύσσεται ένα πλαίσιο βελτιστοποίησης που προσδιορίζει το βέλτιστο 

λειτουργικό διαχωρισμό μεταξύ των λειτουργιών βασικής επεξεργασίας σήματος, σε 

συνδυασμό με τη βέλτιστη τοποθέτηση του SDN ελεγκτή, λαμβάνοντας επίσης υπόψη τη 

σταθερότητα του συνολικού συστήματος και τη μείωση των συνολικών λειτουργικών 
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δαπανών. Η ανάλυση επεκτείνεται περαιτέρω με προηγμένα σχήματα βελτιστοποίησης, 

με σκοπό την προσέγγιση ενός πιο ρεαλιστικού περιβάλλοντος 5G, όπου η ραγδαία αύξηση 

της κίνησης συνεπάγεται την ανάγκη για μεγαλύτερες δυνατότητες κλιμάκωσης για τη 

διαχείριση των χωρικών και χρονικών μεταβολών της, καθώς και τερματικών με 

διαφορετικές απαιτήσεις ποιότητας. 

Στη συνέχεια μελετούνται τα δίκτυα πυρήνα του 5G. Στα δίκτυα πυρήνα 5G κάθε 

λειτουργία είναι λογισμικοποιημένη (softwarized) και απομονωμένη, επιτρέποντας την 

ανάπτυξη της σε υλικό γενικής χρήσης. Επίσης εισάγεται ένας νέος διαχωρισμό μεταξύ 

των λειτουργιών του επιπέδου ελέγχου και του επιπέδου δεδομένων (Control and User 

Plane Seperation – CUPS) με βάση την SDN αρχιτεκτονική. Με τον τρόπο αυτό 

διαχωρίζεται η δικτυακή κίνηση μεταξύ των διαφορετικών 5G οντοτήτων (επίπεδο 

ελέγχου) και η δικτυακή κίνηση των χρηστών (επίπεδο χρήστη). Κρίσιμο ρόλο στο 

χειρισμό σημαντικού μέρους του επιπέδου χρήστη στα συστήματα 5G διαδραματίζει η 

οντότητα «λειτουργία επιπέδου χρήστη» (User Plane Function – UPF). Το UPF είναι 

υπεύθυνο για την προώθηση της πραγματικής κίνησης χρηστών με πολύ αυστηρές 

απαιτήσεις απόδοσης. Ανάλογα με τον τύπο της απαιτούμενης υπηρεσίας και την 

αρχιτεκτονική του δικτύου ραδιοπρόσβασης, οι κόμβοι UPF μπορούν να βρίσκονται είτε 

πιο κοντά είτε πιο μακριά από αυτό, ανακατευθύνοντας την κυκλοφορία σε διακομιστές 

κοντά στην άκρη του δικτύου για μείωση του χρόνου καθυστέρησης ή σε κεντρικές 

εγκαταστάσεις. Ως εκ τούτου, προκύπτει το ερώτημα της επιλογής των βέλτιστων 

στοιχείων UPF, καθώς η επιλογή ενός μη διαθέσιμου υπολογιστικού πόρου UPF μπορεί να 

οδηγήσει σε μπλοκάρισμα και καθυστερήσεις της υπηρεσίας. Για την αντιμετώπιση αυτού 

του ζητήματος, προτείνουμε ένα μοντέλο ειδικά σχεδιασμένο για δυναμική επιλογή 

βέλτιστων στοιχείων UPF με στόχο την ελαχιστοποίηση της συνολικής καθυστέρησης της 

υπηρεσίας. Αναπτύσσουμε συναρτήσεις κόστους για το μοντέλο χρησιμοποιώντας 

εργαστηριακές μετρήσεις που ελήφθησαν από μια πλατφόρμα 5G ανοιχτού κώδικα που 

φιλοξενείται σε περιβάλλον νέφους οπτικού κέντρου δεδομένων. Με το προτεινόμενο 

μοντέλο, μπορούμε να επιλέξουμε δυναμικά το καταλληλότερο στοιχείο UPF για τη χρήση 

υπολογιστικών πόρων, μειώνοντας τη καθυστέρηση εξυπηρέτησης.  

Επεκτείνοντας την έννοια αποσύνθεσης των δικτυακών πόρων, η ανάλυση εστιάζει στα 

συστήματα 6G, τα οποία αναμένεται να υποστηρίξουν ένα ευρύ φάσμα υπηρεσιών μέσω 

μιας κοινής υποδομής που διευκολύνεται από τον τεμαχισμό δικτύου (network slicing). Τα 

συστήματα 6G προβλέπεται να λειτουργούν με αποκεντρωμένο τρόπο, που επιτρέπει στις 

εφαρμογές να παρεμβαίνουν άμεσα στις διαδικασίες ελέγχου για την πιο αποτελεσματική 

διασφάλιση της ποιότητας εμπειρίας (Quality of Experience – QoE) των τελικών χρηστών. 

Αυτό πραγματοποιείται μέσω της χρήσης της οντότητας «λειτουργία εφαρμογής» 

(Application Function – AF), η οποία διαχειρίζεται την εφαρμογή που εκτελείται στο 

τερματικό χρήστη (User Equipment – UE) και στο διακομιστή (Application Server - AS) 

που υποστηρίζει την υπηρεσία. Το AF διαδραματίζει κρίσιμο ρόλο στην παροχή 

υπηρεσιών υψηλού QoE, καθώς ενημερώνεται από την εφαρμογή και μπορεί να 

επηρεάσει τις αποφάσεις δρομολόγησης της κυκλοφορίας. Ωστόσο, η ανεξέλεγκτη 

λειτουργία του AF μπορεί να οδηγήσει σε αστάθεια στο σύστημα. Για την αντιμετώπιση 

αυτού του ζητήματος σχεδιάζουμε, εφαρμόζουμε και αξιολογούμε θεωρητικά και 

πειραματικά ένα πλήρως κατανεμημένο πλαίσιο λήψης αποφάσεων για την εκχώρηση 

ροών (flow assignment) στα συστήματα 6G. Το πλαίσιο αυτό αποδεικνύεται ότι, υπό 

συγκεκριμένες συνθήκες,  συγκλίνει σε ένα σταθερό σημείο που παρέχει τη βέλτιστη 

ισορροπία μεταξύ QoE και αποδοτικότητας κόστους. Οι συναρτήσεις κόστους που 

χρησιμοποιούνται ενσωματώνουν τόσο το κόστος δικτύου όσο και το υπολογιστικό 

κόστος, τα οποία προκύπτουν ρεαλιστικά μέσω μιας λεπτομερούς διαδικασίας που 

διεξάγεται σε μια λειτουργική 5G πλατφόρμα. Αυτή η διαδικασία επιτρέπει τη 
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μοντελοποίηση της απόδοσης του συστήματος και των απαιτήσεων σε διαφορετικά 

σενάρια λειτουργίας, τα οποία μπορούν να βοηθήσουν στη βελτιστοποιημένη διαχείριση 

του κύκλου ζωής των παρεχόμενων υπηρεσιών. 

Τέλος, η μελέτη επικεντρώνεται στην πραγματική ανάπτυξη μιας υποδομής 5G που 

υποστηρίζει τον τεμαχισμό του δικτύου κατά παραγγελία από πολλαπλούς χρήστες. Ο 

τεμαχισμός του δικτύου επιτρέπει τον διαχωρισμό της φυσικής υποδομής δικτύου σε 

πολλαπλές λογικές υποδομές που μπορούν να υποστηρίξουν διαφορετικές κατηγορίες 

υπηρεσιών. Ένα τμήμα δικτύου (slice) έχει τους δικούς του αποκλειστικούς πόρους από το 

δίκτυο πρόσβασης, μεταφοράς, και πυρήνα, καθώς και στοιχεία από διάφορους τομείς 

κάτω από τους ίδιους ή διαφορετικούς διαχειριστές. Η κοινή χρήση της υποκείμενης 

φυσικής υποδομής από τα τμήματα δικτύου περιλαμβάνει την ανάπτυξη κατάλληλων 

διεπαφών που μπορούν να χρησιμοποιηθούν για την σύνδεση των διαφορετικών 

δικτυακών στοιχείων, καθώς και τη δημιουργία κατάλληλων περιγραφών (descriptors) για 

την εικονοποίηση των 5G λειτουργιών (Εικονικές Δικτυακές Λειτουργίες 5G - 5G Virtual 

Network Functions – VNFs). Η συλλογή και ο κατάλληλος συνδυασμός πολλαπλών VNF 

δίνει μια 5G υπηρεσία δικτύου (Network Service - NS) από άκρη σε άκρη (End to End - 

E2E). Μέσω μιας πλατφόρμας διαχείρισης και ενορχήστρωσης (Management and 

Orchestration Platform - MANO), μπορούμε να συνδυάσουμε αυτές τις υπηρεσίες δικτύου 

για να δημιουργήσουμε και να διαχειριστούμε ένα 5G τμήμα δικτύου. Για να επιτευχθεί 

αυτό, στη μελέτη αυτή χρησιμοποιείται ένας ενορχηστρωτής που ονομάζεται Open Source 

MANO (OSM), ο οποίος είναι συμβατός με το πρότυπο της Εικονικοποίησης Λειτουργιών 

Δικτύου (NFV). Αναπτύσσονται descriptors τόσο για τις λειτουργίες του επιπέδου ελέγχου 

του 5G, όσο και για το επίπεδο χρήστη. Συνδυάζοντας αυτούς τους descriptors, 

επιτυγχάνεται η δυναμική υλοποίηση πολλαπλών τμημάτων δικτύου πάνω σε μια 5G 

πλατφόρμα που υποστηρίζει πολλαπλούς χρήστες και φιλοξενείται σε μια υποδομή 

κέντρου δεδομένων. Χρησιμοποιώντας τα δημιουργημένα VNF, μπορούμε να 

εκτελέσουμε το δίκτυο πυρήνα με το πάτημα ενός κουμπιού και να παρέχουμε πολλαπλά 

τμήματα δικτύου με διαφορετικά χαρακτηριστικά.  

KEYWORDS 

Δίκτυα 5ης γενιάς (5G), Δικτύωση Καθορισμένη από Λογισμικό (SDN), 

Εικονικοποίηση Λειτουργιών Δικτύου (NFV), Ενορχήστρωση Δικτύου, Τεμαχισμός 

Δικτύου, Επεξεργασία στην Άκρη του Δικτύου, Δίκτυο Μεταφοράς 5G, 

Κατανεμημένη Διαχείριση Πόρων, Δίκτυο Πυρήνα 5G, Λειτουργία Επιπέδου 

Χρήστη (UPF), Ποιότητας Υπηρεσίας (QoS).  



 

vi 

 

ABSTRACT 

The fifth generation (5G) of wireless and mobile communications is expected to have a far-

reaching impact on society and businesses beyond the information and communications 

technology (ICT) sector. 5G is aligned with the 4th industrial evolution, blurring the lines 

between the physical, digital, and biological spheres. A common design is necessary to 

accommodate all service types based on energy and cost efficiency. To address this, this 

PhD thesis adopts the idea of a universal 5G platform that integrates a variety of 

networking technologies (wireless and wired), and aims to develop mathematical tools, 

algorithms and protocols for the energy and operational optimization of this infrastructure 

and the services it provides. This infrastructure interconnects computing, storage and 

network components that are placed at different locations, using the concepts of 

programmable hardware (hardware-HW) and network software (network softwarisation). 

In this way, it enables the provision of any service by flexibly and efficiently mixing and 

matching network, computing and storage resources. 

The thesis targeted four distinct contributions. All proposed contributions are 

implemented and investigated experimentally in a 5G open-source lab testbed. The first 

contribution focused on optimal function and resource allocation adopting the innovative 

5G RAN architecture, that splits flexibly the baseband processing function chain between 

Remote, Distributed and Central Units. This enables access to shared resources provided 

by micro or large-scale remote data centers, without requiring resource ownership. To 

support this architecture, networks adopt the Software Defined Networking (SDN) 

approach, where the control plane is decoupled from the data plane and the associated 

network devices and is centralized in a software-based controller. In this context, the goal 

of the proposed approach was to develop effective optimization techniques that identify 

the optimal functional split, along with the optimal location and size of the SDN 

controllers. The second contribution concentrated on solving the User Plane Function 

(UPF) selection problem in 5G core networks. According to the SDN paradigm 5G core 

control plane functions manage the network, while UPFs are responsible for handling 

users’ data. Depending on the 5G RAN deployment option and the nature of the service, 

UPF nodes can be placed closer to the network edge, directing traffic to the Multi-access 

Edge Computing (MEC) servers hence reducing latency, or be placed deeper into the 

network directing traffic to central cloud facilities. In this context, a framework that selects 

the optimal UPF nodes to handle user’s traffic minimizing total service delay has been 

proposed. The third contribution pertained to service provisioning in upcoming 

telecommunication systems. 6G systems require novel architectural Quality of Experience 

(QoE) models and resource allocation strategies that can differentiate between data 

streams originating from the same or multiple User Equipment (UEs), respond to changes 

in the underlying physical infrastructure, and scale with the number of connected devices. 

Currently, centralized management and network orchestration (MANO) platforms provide 

this functionality, but they suffer scalability issues. Therefore, future systems are 

anticipated to operate in a distributed manner, allowing applications to directly intervene 

in relevant control processes to ensure the required QoE. The proposed approach focused 

on developing a flow assignment model that supports applications running on UEs. The 

final contribution of this thesis focused on the deployment of a 5G infrastructure that 

supports multi-tenant network slicing on demand. Sharing of the underlying physical 

infrastructure was achieved through the development of suitable interfaces for integrating 

different network components and the creation of appropriate descriptors for virtual 5G 

network functions (VNFs). By collecting and combining multiple VNFs, an end-to-end 5G 
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Network Service (NS) can be obtained. Using a MANO platform, these NSs can be 

combined to instantiate and manage a 5G network slice. 

KEYWORDS 

5G, Software Defined Networking, Network Function Virtualization, 

Orchestration, Slicing, Edge Computing, 5G Transport Network, Distributed 

Resource Management, 5G Core, User Plane Function, QoS. 
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1.1. Motivation and Problem Statement 

It is anticipated that the fifth generation (5G) of wireless and mobile communications 

will have a significant impact on society and business that will go far beyond the 

information and communications technology (ICT) sector. 5G will offer much higher 

average data rates than prior cellular generations, enabling improved mobile broadband 

services. Although mobile broadband services are already widely used, 5G is anticipated 

to enable the next level of human and machine connectivity and interaction, for example 

through the widespread use of virtual or augmented reality, free-viewpoint video, and 

telepresence [1]. 

5G is in line with the 4th industrial evolution [2], that is a fusion of technologies, blurring 

the lines between the physical, digital, and biological spheres. Ubiquitous mobile 

coverage will facilitate the advancement of a variety of business sectors outside the ICT 

domain, that are referred to as vertical sectors [3]. 5G characteristics will have a great 

impact on the automotive field and transportation in general, by offering advanced 

forms of collaborative driving, protection mechanism for road users, increased 

efficiency in railroad transportation and many other developments. Furthermore, 

mining and construction sectors can leverage the automation that 5G provides for the 

remote control of vehicles or machines in dangerous or inaccessible areas. 5G can 

revolutionize health care through the possibility of wirelessly enabled smart 

pharmaceuticals or remote surgery with haptic feedback. Even the agricultural sector 

can benefit from 5G, by employing big data analytics and the Internet of Things (IoT) 

for tracking, monitoring, automating and analyzing its operations, leading to 

improvements on products’ quality and quantity while reducing the overall waste and 

production cost. In general, the whole quality of living can be optimized through the so-
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called 5G smart-cities that give emphasis to better energy, transportation, environment 

and waste management. Figure 1. 1 shows the overall envisaged 5G system [4]. 

A distinguishing feature of 5G, compared to past generations of wireless 

communications, is the great diversity of technology drivers and use cases that are 

highlighted [5]. More specifically, prior generations have always been defined by a 

single monolithic system architecture that most of the times have been targeting a single 

requirement and a single business ecosystem, such as mobile broadband in the case of 

Long-Term Evolution (LTE). However, addressing this limitation, 5G was designed to 

offer multi-service and multi-tenancy capabilities. Taking that into consideration, 5G 

systems are not just the next evolution phase of 4G networks with new spectrum bands, 

higher spectral efficiencies, and higher peak throughput, but target to support a large 

variety of new services and business models. In this direction, the following main 

categories of 5G services have been defined [1] [6]: 

• Enhanced mobile broadband (eMBB) is a term used to describe enhanced 
access to data, services, and multi-media content with better user experience 

and performance. This service type, is human-centric and can be thought of 

as an evolution of the services currently offered by 4G networks. The main 

goal is to offer seamless radio coverage practically anywhere and anytime 

with noticeably improved user data rates. It comprises of Use Cases (UCs) 

with a wide range of requirements, such as hotspot UCs with a high user 

density, very high traffic capacity, and low user mobility, to wide area 

coverage cases with medium to high user mobility. 

 

Figure 1. 1: Overall 5G Vision [4] 
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• UCs with strict criteria for features like mobility (up to 100 km/h), latency 

(as low as 1 ms), reliability and availability (higher than 99.999% or "five 

nines"), belong to the category of 5G Ultra-Reliable and Low-Latency 

Communications (URLLC). These services are predicted to play a significant 

role to sectors beyond the ICT. Wireless management of production and 

manufacturing processes in the industrial sector (Industry 4.0), remote 

medical operation, automation in a smart grid, safety in transportation, are 

typical examples of such services.  

• Massive machine-type communications (mMTC) are services that are 
characterized by the transmission of non-delay-sensitive data by a very large 

number of connected devices, usually at a very low rates. The main issue with 

these services is that devices must typically be inexpensive and have a very 

extended battery life. Agricultural applications, smart metering, and 

logistics applications (such as those that involve the tracking of tagged 

objects) are some prominent examples of this service type. In agricultural 

applications, for example, small, inexpensive, and low-power sensors are 

dispersed over large areas to measure ground humidity, fertility, etc. 

However, concerns have emerged on the limitations of present vertical services and the 

requirements of future ones, in order to achieve total automation and digitization of 

vertical industries. Many 5G-envisioned services cannot readily be mapped to one of the 

three basic service types outlined above, since they relate to more than one service types. 

A typical example is augmented reality, a service that overlays information on the real 

world for the purposes of education/safety/training/gaming, which demands high 

values of throughput while maintaining low values for latency (10s and 100s of Gbps 

per communication link). Furthermore, the new use cases emerging from the Factory of 

the Future concept [7], where items in a factory environment will be connected 

wirelessly, cannot identify as one of the aforementioned service types, because they 

expect that both energy consumption and latency levels (as low as 250 μs) are 

maintained at a minimum level. 

These types of services pose the main challenges for the deployment of a unified 5G 

system. Developing a 5G network by taking into account each service type, or even 

individual UCs, separately, would lead to very different 5G system designs and 

architectures. However, based on energy and cost efficiency considerations, only a 

common design that accepts all service types is seen as a viable solution [8]. In this 

context, the concept of network slicing is in the center of attention in 5G systems. It 

basically divides the physical network infrastructure into multiple independent logical 

ones, each designed to support a certain class of service, by interconnecting a subset of 

the radio access, transport, and core network parts. To do this, 5G utilizes the concepts 

of Network Function Virtualization (NFV) [10] and Software Defined Networking 

(SDN) [11]. NFV enables the migration from the notion of network elements to Network 

Functions (NFs). Multiple network operations can be hosted as virtual machines (VMs) 

on general purpose servers, with the benefit of faster service delivery and cost reduction. 

This facilitates independence between technologies, offering increased granularity in 

how resources are committed and provided, without the requirement of owning and 

installing specific hardware (HW) or software (SW) [9]. SDN, on the other hand, refers 

to a network architectural approach, where the control and forwarding layer functions 

of the network are decoupled. In this architecture the network is controlled through a 

logically centralized entity, the controller, which controls a number of forwarding 

devices. Networks become programmable and manageable, while resource allocation, 
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scalability in distributed data centers, and device virtualization that is necessary for 

efficient resource sharing are facilitated. However, due to the communication 

requirements between the controller and the physical devices, great attention must be 

paid at the location and size of the controller, in order to minimize the total end-to-end 

(E2E) latency. 

The concepts of NFV and SDN are adopted by the 5G-core architecture. Each 5G core 

function is softwarized and isolated, thus being able to be deployed over general purpose 

hardware. At the same time these functions are separated to Control and User Plane 

functions (CUPS), according to the SDN paradigm. The 5G-core Control Plane (CP) 

functions are accountable for decision-making and managing the network. The 5G-core 

User Plane (UP) consists of the User Plane Function (UPF) entity, which is responsible 

for the actual transmission of the data and the connectivity of the 5G network with the 

external IP network. The number and location of the UPFs may vary and depends on 

the 5G system implementation.  

5G revolutionizes the way radio access networks (RAN) operate. 5G RAN (5G New 

Radio-5G NR or Next Generation RAN- NG-RAN) integrates multiple network 

technologies (wired and wireless), in order to interconnect a wide variety of end devices 

with computing and storage resources. The wireless access solutions that 5G networks 

will offer are expected to support a heterogeneous set of integrated interfaces and 

coexist with 2-4G technologies. For improved spectral efficiency and throughput, cells 

with limited coverage, also known as small cells, can be deployed either by adopting the 

traditional model of Distributed Radio Access Networks (D-RAN), where digital 

processing units, referred to as Baseband Units (BBUs), and antennas are co-located, or 

the more recently proposed concept of Cloud Radio Access Networks (C-RAN). In C-

RAN, Remote Units (RUs) are connected to the Central Unit (CU), where the centralized 

BBU is located, through high-bandwidth links known as fronthaul (FH)[12]. The 

centralization of processing and coordination offered by C-RAN makes it well suited to 

address the increased operational and investment costs, as well as the limited scalability 

and flexibility of D-RAN. However, C-RAN requires enormous transmission bandwidth 

and imposes severe transport network delays constraints [12][13]. To address these 

challenges, the introduction of processing equipment in Distributed Units (DUs), that 

are closer to the edge of the access network seems to be a promising solution.  

To this end, the concept of "disaggregation of resources", that is the idea of 

disconnecting network components and placing them at district and in some cases 

remote locations, is expected to play a key role. A new architecture is proposed that 

splits the baseband functional processing chain between the CU and the DUs, which are 

located closer to the RUs. FH connects the RUs with the DUs, while the links that 

connect the DUs with the CUs are referred as midhaul (MH). The choice of optimal split 

can be made based on factors such as transmission network and service characteristics, 

with significant benefits in terms of resources and energy efficiency [14]. Flexible splits 

can be provided by programmable digital HW used to support BBUs. The shared 

resources offered by this architectural model are provided by either micro data centers 

(Multi-access Edge Computing-MEC) or large-scale remote data centers (DCs), without 

the need for resource ownership. This alternative approach to access networks 

introduces the need to develop new optimization frameworks for the design and 

operation of 5G infrastructures with improved performance in efficiency, flexibility and 

density. 

To ensure that the features of the proposed architecture are properly exploited and offer 

the requested scalability and efficiency, it is important to develop tools that will enable 
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the optimization of infrastructure design and operation. In this direction, in this thesis 

different parts of the 5G infrastructure will be examined and optimized through the 

adoption of new, scalable, stochastic, multi-objective optimization (MOP) algorithms 

that are based on different mathematical approaches. The overall architecture of the 

proposed infrastructure and its technical objectives are aligned with the performance 

parameters as described by the European Union Public-Private Partnership (5G 

PPP)[15]. 

1.2. Thesis Focus and Contributions 

This PhD thesis, adopts the concept of a new generation universal 5G platform which 

integrates a multitude of networking technologies (wireless and wired) that are jointly 

optimized. This infrastructure will interconnect "disaggregated" compute/storage and 

network components and adopt the concepts of programmable HW and network 

softwarisation. It will enable the provision of any service by flexibly and efficiently 

mixing and matching network, computing and storage resources. The aim of this thesis 

is the development of mathematical tools, algorithms and protocols for the optimization 

of the infrastructure and the services it provides. To this end, a thorough study and 

application of important concepts of 5G networks, such as NFV, SDN and installation, 

operation and maintenance of a network cloud was performed. In the following we 

discuss the overall contributions of this thesis.    

The first contribution of this thesis focuses on the new architectural approach of RAN 

flexible functional splits. In order to support this novel architecture seamlessly, the 

traditional networks need to be transformed into open and dynamic infrastructures that 

can effectively manage the disaggregated resources. To this end, the SDN architecture 

was examined, which aim at the programmable and dynamic management of network 

resources through centralized control. The interest was focused on determining delays 

associated with the control related communication (signaling) required by this 

architecture. The development of effective optimization technics that identify the 

optimal functional split along with the optimal location and size of the SDN controllers, 

taking into consideration the overall system’s stability was one of the main goals of this 

analysis. An outcome of this work can be found in [16]. The analysis was extended with 

advanced optimization schemes, in the interest of approaching a more realistic 5G 

environment, where the rapid increase in traffic implies the need for greater scaling 

capabilities to manage its spatial and temporal variations, as well as terminals with 

different quality requirements, and presented in [17].  

The second contribution of this thesis focuses on the UPF selection problem of 5G-core 

networks. Based on the 5G-RAN deployment option and the type of service that needs 

to be provided, UPF nodes can be placed closer or further away from the 5G-RAN. 

Through this approach, UPF elements placed close to the network edge can redirect 

traffic to the MEC servers reducing latency, whereas UPF nodes placed deeper into the 

network can send traffic to central cloud facilities.  In this thesis, the problem of optimal 

UPF selection in a 5G network, with the objective of minimizing the total service delay 

was examined. In this direction, in collaboration with colleagues, a 5G infrastructure 

was implemented in the laboratory using open-source tools. Parts of this work can be 

found at [18] and [19]. 

The third contribution concentrates on the service provisioning in future 

telecommunication systems. The analysis covered aspects of 5G- and 6G-systems 

supporting a variety of services through a common infrastructure that is effectively 
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shared through network slicing. The proposed approach involved new architectural 

Quality of Experience (QoE) models and resource allocation schemes that are capable 

of a) differentiating Data Streams originating from the same or multiple user equipment 

(UEs), b) reacting to changes of the underlying physical infrastructure, and c) scaling 

with the number of connected devices. Currently, this functionality is provided by 

centralized management and network orchestration platforms that suffer scalability 

issues. Therefore, future systems are expected to operate in a distributed manner 

allowing applications to directly intervene in the relevant control processes to guarantee 

the required QoE. The proposed approach focused on developing a flow assignment 

model that supports applications running on UEs. The work was published in [20].  

The last contribution of this thesis concentrates on the actual deployment of a 5G 

infrastructure that supports on-demand multi-tenant network slicing. A network slice 

is formed utilizing dedicated access, transport, core and edge network resources as well 

as cross-domain components from various domains under the same or different 

administrations. Sharing of the underlying physical infrastructure is achieved using the 

concepts of hardware programmability and NFV. This involves the development of 

appropriate interfaces that can be used to integrate the different network components, 

as well as the creation of appropriate descriptors for the virtual 5G NFs (VNFs). The 

collection and appropriate combination of multiple VNFs gives an E2E 5G Network 

Service (NS). Through a Management and Orchestration (MANO) platform, we can 

combine these NSs in order to instantiate and manage a 5G network slice. All of our 

contributions are implemented and investigated experimentally in our 5G open-source 

lab testbed. Parts of this work were presented in the 5G-COMPLETE project [21]. 

1.3. Thesis Outline 

This thesis is organized as follows:  

Chapter 2 describes the overall 5G System Architecture. First, the overall 5G functional 

architecture is introduced. We proceed with analyzing the radio, transport and core 

network parts of the infrastructure. The innovative concept of slicing in 5G systems is 

then presented, followed by a description of the Quality of Service (QoS) architectural 

scheme, that is currently seen at the heart of 5G. Finally, the chapter concludes with a 

discussion about the Management and Network Orchestration of 5G systems. 

Chapter 3 focuses on the selection of the optimal functional split in 5G-RAN. It proposes 

a hybrid centralized/distributed 5G network management solution that focuses on the 

optimization of FH flows. This problem is analytically solved adopting a novel 

mathematical model that allows RUs to dynamically adjust their FH split options with 

the objective to minimize their total operational expenditures. In this environment, the 

controller placement problem is also investigated, as this decision has a direct impact 

on the stability of the whole system. The stability of the proposed scheme depends on 

network latency, thus a metric for sizing the SDN transport network is proposed. 

Finally, the model was extended in order to approximate real-life scenarios where 

multiple RUs interact.     

Chapter 4 concentrates on the UPF selection problem in 5G networks. UPF nodes have 

to be designed to support challenging 5G services with very tight performance 

requirements. According to the type of service that needs to be implemented, the 

number of UPF elements in the network varies. In this environment, the selection of the 

appropriate UPF to carry the traffic is of vital importance. To address this problem, we 
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propose a novel scheme that allows dynamic selection of the optimal UPF elements. The 

problem is formulated considering a specific optical node implementation and using 

accurate modeling of the delays introduced when this programmable optical node is 

adopted to act as UPF. Realistic cost functions for the model have been calculated using 

lab measurements derived from an open source 5G platform hosted in an optical 

datacenter cloud environment.  

Chapter 5 proposes the introduction of network analytics functionalities in 5G systems, 

and studies how the users in a converged 5G network can be optimally served, based on 

their service QoS requirements. To address this problem, we propose a novel scheme 

that allows the UEs to dynamically select their service strategy, in order to optimize their 

service experience without uncontrollably exploiting the existing resources. For the 

evaluation of our solution, we considered an optical transport network and a UPF 

solution adopting a programmable optical node implementation. Real lab 

measurements derived from an open source 5G platform hosted in an optical datacenter 

cloud environment were used. 

Chapter 6 presents the implementation of the 5G network slicing concept. The proposed 

solution concentrates on automating the deployment of a sophisticated 5G multi-

operator network supporting E2E provisioning of multiple slices. For this purpose, we 

used Open Source MANO (OSM), an NFV-MANO compliant orchestrator and created 

network descriptors for the core and the user plane of a 5G network. Combining those 

descriptors, we successfully deployed dynamic 5G network slices on top of a softwarized 

multi-operator 5G platform hosted in a containerized data centre infrastructure. 

Chapter 7 concludes the thesis and highlights the possible future works. 
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2.1. Chapter Introduction 

In order to meet the performance requirements of future services, which go far beyond 

the capabilities of the current 4G technologies, new approaches need to be implemented 

in the 5G and beyond network architectures. The current 4G network service 

provisioning model, which is based on abstract and rigid network requirements for 

generic user classes is inadequate to cope with the already observed and upcoming 

explosive growth of mobile Internet traffic. Thus, 5G and beyond networks are moving 

away from the traditional network element-driven architecture to service-driven 

approaches that allow to satisfy more flexible and sophisticated requirements on a per 

service basis, as determined by the various stakeholders, applications, and services. 

From a technological standpoint, 5G and beyond networks evolve towards softwarised, 

distributed, multi-domain and technology ecosystems so that they can satisfy the strict 

objectives linked to services and performance. From a commercial standpoint, in-depth 

public discussions involving established and new parties have led to the introduction of 
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a variety of vertical applications, industries, and stakeholders that will be offered or 

enabled by 5G. Their description and the way they interact and fit in the 5G architecture 

are available in the literature ([1] - [7]). Except from the main vertical applications 

(m/eMTC, URLLC, eMBB) that will benefit from this architecture, 5G is being 

developed with the intention of enabling a wide range of future uses beyond those that 

are currently fully understood. 

Supporting these services entails more than merely reducing latency or increasing 

bandwidth for specific users; [8]. To that end, 3rd Generation Partnership Project 

(3GPP) has established the crucial network service-related Key Performance Indicators 

(KPIs) and target values that must be met by 5G equipment and network deployments 

([9]  - [14]). Apparently, these goals won't be achieved immediately, but that's to be 

expected considering that building a new mobile network is a long-term process. At the 

same time, as new use cases emerge, these KPIs will continuously evolve to new target 

values in order to meet the requirements. Figure 2. 1 illustrates the most important 

KPIs, by dividing the 5G evolution in phases, namely the today’s 5G NR [16],[17], the 

short (SEVO), medium (MEVO) and long (LEVO)-term evolution period [18],[19]. 

Overall, the KPIs for 5G networks reflect the evolution and growth of the technology 

over time, with each stage bringing new challenges and opportunities for improving 

network performance and expanding connectivity.  In the SEVO, the focus is on faster 

data rates, low latency, and spectrum efficiency. MEVO focuses on supporting mission-

critical applications, mMTC, and energy efficiency. In the LEVO, the aim is on achieving 

ubiquitous connectivity, and developing Artificial Intelligence (AI) and Machine 

Learning (ML) capabilities. The SEVO KPIs are important for delivering eMBB 

applications, while the MEVO KPIs are crucial for supporting IoT applications. The 

LEVO KPIs are essential for creating a fully connected world where everything is 

connected to the internet. Table 2. 1[15] depicts the specific target values for each KPI 

throughout the four 5G evolution periods.  

The rest of this chapter is structured as follows. First an overview of the overall 5G 

functional architecture is presented. Then an extensive representation of the main 

components of the architecture, that is the radio, core and transport network of 5G is 

described. The innovative principles of 5G slicing are then presented, followed by an 

 

 
 

Figure 2. 1: KPIs Targets for 5G and beyond [15][18][19] 
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introduction to 5G QoS architecture, that is currently seen at the heart of the 5G.  

Finally, the Management and Network Orchestration is discussed.  

2.2. Network Architecture 

2.2.1. Overall Functional Architecture 

The overall E2E architecture of the 5G vision is shown in Figure 2. 2. 5G networks 

feature a diverse physical deployment that includes a variety of frequency bands, cell 

sizes and processing sites [20]. Given the overall ‘softwarization’ and ‘virtualization’ 

principles of the 5G vision, the core and access network functions are separated. The 

new logical point-to-point interface between the RAN and the Core Network (CN) will 

provide control and user plane separation. In order to be independent from the 

potential RAN deployment variants, it will need to be open and future-proof. The 

intention is for the new interface to support access-agnostic CN functionalities and 

permit autonomous development of the core and access networks.  

To support the processing requirements of the various 5G services, the network 

architecture described above needs to offer access to compute and storage resources. 

The concepts of SDN and NFV open the road for the physical deployment of processing 

sites that will be used to support various network functions and services in accordance 

with the orchestrating services [21]. Those sites are divided into classes, depending on 

their distance in relation with the access network, and their computational capabilities 

[22]: 

 

• Centralized Data Center (Central Cloud- CC): This class of resources includes 

high-performance servers and storage systems that are located in a centralized 

Table 2. 1: 

KPIS AND TARGETS FOR 5G AND BEYOND TERMS [15][18][19] 

KPI 5G 5G-SEVO 5G-MEVO 5G-LEVO 

Spectrum <56 GHz <250 GHz <500 GHz <1000 GHz 

Bandwidth <0.5 GHz <2.5 GHz <5 GHz <10 GHz 

Peak Data Rate DL > 20Gbps, 
UL>10Gbps 

DL > 100Gbps, 
UL>50Gbps 

DL > 200Gbps, 
UL>100Gbps 

DL > 400Gbps, 
UL>200Gbps 

User Data Rate DL > 100Mbps, 
UL>50Mbps 

DL > 500Mbps, 
UL>250Mbps 

DL > 1Gbps, 
UL>0.5Gbps 

DL > 2 Gbps, UL>1 
Gbps 

Peak Spectral 
Efficiency 

DL > 30bps/Hz, 
UL>15bps/Hz 

DL > 40bps/Hz, 
UL>20bps/Hz 

DL > 50bps/Hz, 
UL>25bps/Hz 

DL > 60bps/Hz, 
UL>30bps/Hz 

Density >1 Device/sqm >1.3 Device/sqm >1.7 Device/sqm >2 Device/sqm 

Area Traffic 
Capacity 

>10 Mbps/sqm >50 Mbps/sqm >100 Mbps/sqm >200 Mbps/sqm 

Reliability URLLC >5 nines >6 nines >8 nines >9 nines 

U-Plane Latency URLLC < 1 ms < 0.5 ms < 0.2 ms < 0.1 ms 

C-Plane Latency <20 ms <10 ms <4 ms <2 ms 

Network Energy 
Efficiency 

Qualitative >30% gain >70% gain >100% gain 

Terminal Energy 
Efficiency 

Qualitative >30% gain >70% gain >100% gain 

Mobility <500 Km/h <500 Km/h <500 Km/h <1000 Km/h 

Positioning 
Accuracy 

NA( <1m) <30cm <10cm <1cm 
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data center. These resources are used to support core network functions such as 

authentication, billing, and network management. 

• MEC [23]: Edge computing resources include smaller data centers that are 

located near the network edge, closer to end-users, and devices. Its proximity to 

the access network may be able to reduce latency and jitter [24]. Depending on 

their proximity to the end-users, these resources can be used to support services 

that require low latency, such as augmented and virtual reality (AR/VR) 

applications, or even applications that require real-time data processing, such as 

autonomous vehicles, and industrial automation. MEC can also be used to 

support RAN functions, by hosting virtualized BBUs (vBBUs), decoupling them 

from the RUs. FH links connect the edge cloud with the RUs and require low 

latency and high-capacity attributes [15][25][26]. The FH connection speed is 

usually between 1 and 10 Gbps per antenna in order to meet the strict timing 

requirements of baseband processing. Specifically, since the delay for 

centralizing radio access protocol layers should be between 100 and 200s or less, 

a dedicated point-to-point connection between the edge cloud the and antenna 

sites, not greater than a few 10s of kilometers, should be employed as FH. It is 

important to multiplex (i.e., wave or time division multiplex) a number of these 

connections into a single fiber in order to increase efficiency. Ethernet switching 

needs to be studied further, because it adds more latency and delay jitter.  

The antenna site can also accommodate the installation of dedicated Base Stations 

(BSs), which can be macro or small cells [27]. Macrocells are large, high-power cellular 

BSs that are used to provide wide-area coverage to a large number of users and are the 

backbone of the cellular network. On the other hand, small cells are low-power, short-

range cellular BSs that are used to extend coverage and improve network capacity. 5G 

networks rely on a dense network of small cells to provide high-speed, low-latency 

connectivity to end-users. One of the primary benefits of small cells is that they can be 

deployed in areas where traditional macrocellular networks are unable to provide 

adequate coverage, such as indoor locations or densely populated urban areas. By 

 

Figure 2. 2: E2E 5G System Architecture [15] 
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providing additional network capacity, small cells can help reduce network congestion 

and improve overall network performance. They also offer lower latency, which is 

essential for supporting real-time applications such as gaming and AR/VR. Small cells 

are typically lower in power consumption than traditional macrocells, which can help 

network operators reduce their energy costs and improve network efficiency. However, 

deploying a dense network of small cells can be expensive, as it requires a significant 

investment in infrastructure and equipment. Small cells also require ongoing 

maintenance to ensure that they are operating at optimal levels, which can be time-

consuming and costly. Additionally, small cells operate on the same frequency bands as 

traditional macrocells, which can lead to interference and reduced network 

performance if they are not properly designed and deployed. Finding suitable locations 

to deploy small cells can also be challenging, as it requires access to public and private 

property and permission from local authorities. Despite these challenges, as 5G 

networks continue to evolve, small cells are expected to become even more important 

and essential for providing high-quality connectivity to the end-users. 

Both macrocells and small cells in 5G networks are connected to the backbone network 

through a combination of wired and wireless backhaul (BH) technologies. The amount 

of user plane traffic traveling through a BS determines partly the required data rate of 

the BH link, while the acceptable latency is imposed by the requested radio 

functionality. Macrocells are typically connected to the backbone network through fiber 

optic cables, which provide high-speed, low-latency connectivity. These cables are 

typically buried underground or mounted on utility poles and are connected to the 

cellular BS via a wireless link. In small cell networks, the BH can be provided by a variety 

of technologies depending on the location and deployment scenario. For example, small 

cells deployed in outdoor environments may be connected to the core network through 

fiber optic cables, microwave or mmWave links, while small cells deployed in indoor 

environments may be connected to the core network through wired Ethernet or Wi-Fi 

links. In some cases, small cells may also be connected to other small cells in a mesh 

network configuration, where each small cell acts as a node in the network and can 

communicate with other nodes to provide connectivity to end-users. Such base stations 

typically use optical fibers for their BH.  

Due to the diversity of the location and the capabilities of the processing sites, 5G Base 

Stations, namely the next-generation Node Bs (gNBs), are composed of three logical 

units: the CU, the DU and the RU. These units can be physically separated and placed 

at different network locations [28]. While their colocation offers backward compatibility 

with the LTE Enhanced Packet Core (EPC), the disaggregated architecture offers more 

advantages like the separation of the CP and UP, thus allowing further optimization for 

the location of different RAN entities. 

Due to the disaggregated nature of gNBs, the transport network must be able to offer 

operational services in addition to BH services with the aid of FH/MH links [29]. FH 

links offer connectivity services between densely distributed RUs and regional data 

centers hosting CUs with extremely strict synchronization and latency requirements. A 

shared network infrastructure to jointly support BH and FH (and MH when necessary) 

functions is crucial, in order to maximize sharing benefits, offer enhanced efficiency in 

resource utilization and provide cost, scalability, and sustainability benefits. In such a 

converged transport network, latency still needs to be addressed as a primary criterion. 

To support this, the 5G architecture incorporates a variety of cutting-edge wireless and 
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wired access and transport network technologies [26]. The implementation of a high-

capacity, flexible optical transport network combined with mmWave links serves as a 

promising solution. Although deploying mmWave links is less expensive than building 

optical fibers, the achievable capacity of mmWave links is in general lower. They are 

therefore only appropriate for backhauling sites with a small number of cells and 

modest data rates at the air interface, i.e., single small cells. Demanding capacity and 

flexibility requirements for traffic aggregation and transport can be supported by hybrid 

approaches including passive optical networks (PONs) offering enhanced capacity 

through wavelength division multiplexing (WDM) and dynamic, spectrally elastic, and 

frame-based optical network solutions [30]. Figure 2. 3 provides an example of one 

such optical network, proposed by the 5G PPP project 5G-COMPLETE [15]. It is a multi-

technology transport network that can handle FH and BH traffic using wired and 

wireless technologies with capacities ranging from 1Gbps to 100Gbps. Low-cost nodes 

can be installed near RUs to offer connectivity to radio transmission points and collect 

and aggregate traffic from various cell sites to a central location. The architecture 

addresses different cell sizes and can use higher capacity nodes to aggregate traffic from 

hub sites to edge sites. In the transport infrastructure different options for the 

integration of RU, DU, and CU entities exist, depending on the split options that is being 

adopted, the scale of the network and the latency requirements of mobile services. The 

mobile core entities can be located closer to the end user for low-latency services, while 

less latency-sensitive services can be handled at the core site. In terms of granularity, 

capacity, and flexibility, this transport network will be able to accommodate the high 

transport needs of 5G environments. mmWave technology, which operates in the sub-

6 GHz and 60 GHz bands, will provide high mobility in diverse environments through 

dynamic beamforming and programmable beam steering techniques, while also 

enabling high bandwidth connection for both non-line-of-sight (NLOS) and line-of-

sight (LOS) scenarios. 

 

Figure 2. 3: Converged transport network. It includes both FH and BH transport nodes 

(FTN/BTN) capable of handling a range of connectivity options using wired and wireless 

technologies with capacities from 1Gbps to 100Gbps. [15] 
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A key feature offered by 5G as already discussed is decoupling the control and user plane 

functionalities. This is enabled through two fundamental 5G concepts, namely the 

architectural microservices [24] and the network function decomposition. The concepts 

refer to the service-based architecture (SBA) approach where an application consists of 

small independent services that communicate through well-defined Application 

Programming Interfaces (APIs). This architecture allows for each service to scale or 

update without disrupting other services in the application. 5G Microservices enable the 

design of logical architectures customized according to the performance and functional 

requirements of each use case [25]. The basic idea is to split the traditionally monolithic 

NFs, which frequently correspond to physical network elements in previous cellular 

systems, into basic modules or NFs defined with adequate granularity. The 

modularization of the 5G network functions separates the NFs that relate to the access 

network (AN) with those of the CN. This decreases the dependency of the 5G core on 

the access (and vice versa), and provides new ways of connectivity other than cellular 

radio [26]. Furthermore, it separates the CP from the UP functions. This would enable 

the definition of various logical architectures through the interconnection of various 

subsets of CP and UP NFs. Along with the flexibility in network deployment and 

operation, CUPS provides efficient and cost-effective traffic management. The UP is 

responsible for the transfer of the user data and comprises the end-to-end path between 

the UE, the RAN, the UPF and the Data Network (DN). The UPF is responsible for the 

actual transmission of the data. It also performs packet inspection and routing, as well 

as UP QoS handling. The CP, on the other hand, comprises of multiple NFs that are 

communicating through the SBA and is accountable for decision-making and managing 

the network. It interacts with the NG-RAN through two 5G-core functions, namely the 

Access and Mobility Management Function (AMF), and Session Management Function 

(SMF). AMF is responsible for the user subscription and authentication as well as for 

the security and mobility management. SMF is in charge of calculating the appropriate 

routes and communicating its policies to the UP elements. QoS management is also 

under the control of the SMF. NG-RAN, on its part, is responsible for routing the CP 

and UP data, managing the radio resources (RRM) and the QoS Flows, creating new 

network slices, and setting up the UE connection. The communication of the UP 

elements with the CP elements is achieved through point-to–point interfaces [31].  

The key differentiation between 5G and 4G lies in its QoS architecture, which is built on 

Protocol Data Unit (PDU) sessions. This allows for the creation of several ‘QoS flows’ 

between the UEs and the destination DN via the 5G system's UPF. The PDU session 

comprises a group of end-to-end packet flows, referred to as Service Data Flows (SDFs), 

specific to the application [32]. The initial step towards establishing the PDU session is 

to register the UE with the 5G core AMF. Then, the AMF verifies if the UE request 

matches the user's subscription by contacting the SMF, which manages PDU sessions. 

The SMF seeks assistance from two other 5G-core network functionalities, the Unified 

Data Manager (UDM) and the Policy Control Function (PCF), to perform this task 

[15][33]. While the UDM provides information on the user subscription and 

authentication, the PCF supplies policy rules for QoS Flows and flow-based charging to 

the SMF. Once the user subscription is authenticated, the SMF determines the 

appropriate user plane path to support the requested service and shares necessary 

information, such as PDU Session ID and QoS characteristics, with the UPFs. In the 

final step, the AMF notifies the RAN and the UE with the QoS information retrieved 

from the SMF [7]. In the final step, the AMF notifies the RAN and the UE about the QoS 

information obtained from the SMF. Once all entities involved are aware of the QoS-

related details, the PDU session is established for both Uplink (UL) and Downlink (DL) 

data. 
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2.2.2. NG-RAN 

The introduction of multiple processing sites in 5G opens the road for different RAN 

deployments. RAN in 5G systems is redesigned to support various functional splits 

along two dimensions (Figure 2. 4): A “vertical split” referring to CUPS, and a 

“horizontal” split of functions between processing sites depending on their time 

requirements. This architecture enables a more flexible mapping of NFs to physical 

network entities, depending on the use case and deployment constraints [34].  

The vertical split opens the road for the employment of SDN in the RAN [35]. It 

uncouples the CP and UP operation, making possible for them to be scaled and 

optimized independently. Each function can be upgraded separately, without requiring 

the modification of other NFs. Furthermore, the standardization of a global interface 

for the CP will allow a consistent control over network entities and NFs from different 

vendors. Despite the benefits of CUPS, there are some concerns that should be taken 

into consideration. Whenever a new feature is introduced, the CP/UP interface must be 

newly standardized, and that can cause significant delays in the delivery of these new 

features. Apart from this, the most important impediment of the vertical split is the tight 

interconnection of CP and UP functions, especially in the lower protocol stack layers. 

For example, a BH connection between CP and UP is optimal for the proper 

employment of the Media Access Control (MAC) scheduler.  

On the other hand, horizontal split refers to the split of computational resources 

required for baseband processing from the BSs (the RUs) and their placement at a co-

location facility (DU or CU), according to the service requirements, thus minimizing the 

energy footprint and maximizing efficiency [26][29]. The connection between the RUs 

and the DUs/CUs is performed through FH links. In the case where the DUs and the CU 

are located in different sites, their connection is performed through MH links. The 
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Figure 2. 4: Functional split between NG-RAN and 5G-CORE. 5G supports two 

dimensional splits: a CP/UP (functional-vertical) split and a CU/DU (geographical-

horizontal) split. [22]  
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architecture of Flexible Functional Splits (FFSs) of RAN functions can offer centralized 

resource management and multi-cell processing, leading to significant performance and 

cost gains. The location of the NFs is based on the time requirements of the service, for 

example the whole protocol stack can be placed at the edge for time-sensitive 

applications, whereas for delay-tolerant applications a set of the processing functions 

can be allocated at the central cloud. This way the RAN processing can be customized 

according to different deployment characteristics, like local processing power of the 

infrastructure, BH or FH characteristics etc. In general, the DU mainly hosts some or 

all of the lower layer-2 protocols and physical layer processing such as Lower Radio Link 

Control (RLC), MAC, and Physical (PHY), while the CU functions include non-real-time 

upper layer processing (Upper RLC), Packet Data Convergence Protocol (PDCP), and 

Service Data Adaptation Protocol (SDAP)- a new protocol that is introduced for the QoS 

Flow management between the UE and the RAN - as well as core network functions that 

have been moved to the edge of the network in order to enable MEC services. 

Additionally, in an effort to minimize the transport capacity and latency requirements 

between RU and DU(s), some of the PHY processing can be moved to the RUs. In order 

to enable connectivity in the proposed architecture, new logical interfaces are 

introduced for the gNB and specifically F1 has been defined to support connectivity 

between CUs and DUs [15]. 

Figure 2. 5 shows the main horizontal splits that have been proposed by the 5G research 

area [36]. Each functional split has its own characteristics in terms of acceptable data 

rate and latency. In general, the greater the number of NFs that are placed close to the 

radio, the lower the latency and data requirements for the related interfaces. However, 

this causes reduced centralization benefits. Functional splits can be different for the UL 

and DL. Depending on the position in the processing chain where the split happens, 

there are six options for high-layers splits, that are splits above the physical layer, and 

3 options for splits within the physical layer. In terms of simplicity for the description 

we will consider the existence of only remote and central units (DUs are collocated with 

the CUs). Options 1 and 2, shown in Figure 2. 5, are already utilized in LTE systems. 

Option 3 distinguishes the processing between asynchronous and synchronous 

functionalities, by placing the entire RLC functionality in the CU, apart from the 

 

Figure 2. 5: Horizontal splits options for the 5G RAN. [34][36] 
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aggregation functionality. Split option 3 is mostly pursued, because it offers the highest 

centralization gains and enables improved flow control. Options 5 and 6 locate some or 

all of the MAC processing in the CU. These splits are less favored by the 3GPP, because 

they require sub‐frame‐level timing interactions between CU and RU, and FH delay 

would affect timing and scheduling of Hybrid Automatic Repeat Request (HARQ). Split 

7 has three alterations, according to where the split within the physical layer happens. 

Option 7-1 performs the Inverse Fast Fourier Transform (iFFT) and cyclic prefix 

insertion/removal at the RU, and Quadrature Signals (IQ) in frequency domain are 

exchanged over the interface. In this way only samples related to occupied sub‐carriers 

need to be exchanged, instead of time domain samples reflecting the whole system 

bandwidth. Also, less quantization bits per symbol may be needed when quantizing in 

frequency domain. In the UL, some Physical Random Access Channel (PRACH) 

processing may also be performed at the RU. Options 7-2 and 7-23 perform the same 

functions with option 7.1 at the RU with the addition of the pre‐coding and digital 

beamforming. Thus, the FH requirements scale with the number of Multiple-Input 

Multiple-Output (MIMO) layers, and not with the number of antenna ports as in the 

case of options 7‐1 and 8. Options 7‐2 and 7‐2a differ in the extent of precoding 

happening locally or centrally, or the location where channel estimation is performed in 

the uplink etc. Option 7.3 is only considered for DL, and further reduces bandwidth 

requirements on the interface, as coded user data is exchanged before modulation. As a 

downside, such split would likely strongly increase the complexity of the local unit. 

Finally, option 8 is the fully centralized option, where all functions are performed at the 

central cloud. Although this split offers all the benefits of centralization, and a simple 

local unit deployment, the capacity requirements of the FH are significantly raised, in 

relation to other splits. 

The different RAN functional split render the distinction between traditional BH and 

FH more ambiguous. On one hand, higher layer split points, such as the separation of 

PDCP and RLC, have bandwidth and latency requirements that are more in line with 

conventional BH than FH. Even for such split points, it is obvious that effective methods 

for high-bit-rate transport and multiplexing will be needed due to the significant 

increase in the volume of traffic that needs to be aggregated. On the other hand, latency 

and jitter are becoming more of a critical limitation for the lower RAN layer split points. 

Thus, traditional dimensioning approaches for the transport infrastructure will no 

longer be applicable with 5G. A more relevant way to categorize the new FH 

requirements is the “loose” or “tight” latency requirements. The new 5G transport 

network will need to support these varying bandwidth needs and aggregation of RAN 

functional splits, which may demand that many, various split point interfaces be 

delivered over the same physical infrastructure. The heterogeneity of transport network 

equipment must also be addressed in order to reduce costs by integrating data, control, 

and management planes across all technologies as much as possible. A novel redesign 

of FH/BH network segment is necessary, since the capacity needed for next-generation 

radio interfaces, which use 100MHz channels and squeeze the bit-per-MHz ratio 

utilizing massive MIMO or even full-duplex radios, cannot be fulfilled simply by 

advancing existing technology.  

2.2.3. 5G-Core 

To perform network control functionalities the 5G architecture relies on a number of 

core NFs. These include [7][4][22]: 
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• Access and Mobility Management Function (AMF): The AMF is involved 

in most of the signaling call flows in a 5G network, and it supports encrypted 

signaling towards device, allowing them registration, authentication, and 

moving between cells. It interacts with Radio Network using a new protocol, 

namely the New Generation Application Protocol (NGAP), and with the devices 

with Non-Access Stratum (NAS) 5G Mobility Management (5GMM) messages.  

• Session Management Function (SMF): The SMF is on the one hand 

responsible for setting up the connectivity between the UE and the Data 

Networks, and on the other hand for managing the user plane functionality for 

that connectivity.  It manages the end device sessions such as establishment, 

modification and release of individual sessions, and allocation of IP addresses 

per session. The SMF is designed with the flexibility to support various types of 

end-user protocols, different options to ensure service continuity, as well as a 

flexible user plane architecture.  Additionally, it interacts with the PCF to 

retrieve policies for the PDU sessions which it then passes to the UPF, and it is 

responsible for collecting charging data. 

• User Plane Function (UPF): Its main task is to process and forward user 
data and its functionality is controlled from the SMF. It connects with external 

IP networks and acts as a stable anchor point for the devices toward external 

networks, hiding the mobility. This means that IP packets with a destination 

address belonging to a specific device is always routable from the Internet to the 

specific UPF that is serving this device even as the device is moving around in 

the network. Moreover, it performs different types of processing if the forwarded 

data. It also generates traffic usage reports for the SMF, which then includes 

them in charging reports to other NFs. The UPF can also apply packet 

inspection, to analyze the content of user data packets, which it can use either as 

input to policy decisions, or as a basis for traffic reporting. Additionally, it can 

redirect traffic or apply different data rate limitations. It also acts as buffer when 

a device is in idle state or unreachable from the network. It applies QoS marking 

of packets towards the radio network or to external networks. This can be used 

from the transport network to prioritize packets in case of congestion inside the 

network.  

• Unified Data Management Function (UDM): It executes functions 

requested from the AMF. It also generates the data used to authenticate 

attaching devices. Moreover, it authorizes access to specific users based on 

subscription data, for example, applying different access rules for roaming 

subscribers and home subscribers. The UDM also keeps track of which instance 

is serving which device, in case of more than one AMF and SMF existing in the 

network. 

• Unified Data Repository (UDR):  It is basically a database that stores 
various types of data such as, subscription data and data defining various types 

of network or user policies. The data stored in the UDR are commonly offered 

as services to other NFs, namely, UDM, PCF and NEF. 

• Authentication Server Function (AUSF): It has a limited but important 

functionality which is to provide the service of authenticating a specific device, 

in that process utilizing the authentication credentials created by the UDM. 

Moreover, it generates cryptographical material to allow for secure updates of 

roaming information and other parameters in the device. 
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• Policy Control Function (PCF): The PCF is a key element in the 5G Core and 

it interacts with various NFs. It is in charge of providing policy control of 

functionality for the SMF, AMF, UE access selection and PDU session selection. 

It can also support Negotiation of future data transfers. In relation to the SMF, 

the PCF provides QoS and charging control for SDFs, as well as policy control 

and event reporting for the PDU sessions. In relation with the AMF, it offers 

access and mobility policy control, including management of service area 

restrictions and of the Rat Frequency Selection Priority (RFSP) index. Finally, 

the PCF interacts with the UE via the AMF to provide policy information such as 

discovery, session continuity mode selection, network slice selection and more.  

• Network Repository Function (NRF):  The NRF is a repository that keeps 
the profiles of all NFs available to the network. Each time a NF (Service 

Consumer) needs to receive some service from another NF (Service Provider), 

will simply have to look the NRF to find the most suitable NF. Newly deployed 

or changed NFs have to report their new profile information to the NRF.  Profile 

information updates can either be triggered by the NF itself or by another entity 

on behalf of the NF. NF profiles in the NRF include information such as the NF 

type, address, capacity etc. 

• Network Exposure Function (NEF): The NEF is responsible for the 
exposure of events and capabilities from the 5G System (5GS) to the applications 

and NFs of the operator’s network or a third-party network. Events such as the 

UE location, reachability, roaming status and loss of connectivity can be 

monitored by the NEF and then be made available to specific applications and 

NFs. Authorized applications by the network can use the NEF for specific 

requests, such as QoS and charging policies. 

• Application Function (AF): Applications that are considered trusted, either 

inside the operator’s network or outside of it, can communicate directly with the 

other Core Network Functions and influence some of their aspects, e.g. an 

application that runs on a MEC server may influence the traffic routing 

decisions. AFs can interact with the Core NFs either directly or via the NEF. 

• Network Slice Selection Function (NSSF): In 5GS, different networks can 

be virtually divided to isolated slices. For example each use case (eMBB, URLLC, 

mMTC) can be served by a different slice. The NSSF is aware of the existence of 

all network slices and the AMF(s) that are dedicated to each slice, and selects the 

set of slices and AMF(s) that should serve the UE. 

2.2.4. Interfaces 

5G Networks (5GNs) introduce new ways of interconnecting the involved network 

elements compared to the previous LTE EPC technology. Utilizing the notion of 

architectural microservices [37] and network function decomposition [38], the 

evolution of mobile communication systems towards 5G was specifically designed to 

provide a network architecture that allows for each service to scale or update without 

disrupting other services in the network.  

The SBA was adopted for the connection of the 5G core functions [39][40]. Through 

specifically designed Service Based Interfaces (SBIs), each core NF offers one or more 

services to other NFs in the network. These services are made available over NF 

interfaces that are connected to the common Service-Based Architecture. In practice 
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this means that Network Functions are accessible by other Network Functions over an 

API.  The defined communication method for 5G Core is the HTTP Representational 

State Transfer (REST) API. It is important to note that SBA is used for signaling 

functionality and not for the transfer of actual user data. The SBI concept is expected to 

make network capabilities easier to extend, compared to the traditional point-to-point 

architecture which relies on detailed and extensive protocol specification efforts.  

When two NFs interact over the 3GPP SBA, a role is assigned to each of them. The NF 

that requests a service has the role of a Service Consumer, while the NF offering the 

service is assigned the role of a Service Producer. Service Discovery, i.e. when a Service 

Consumer needs to locate a certain Service Producer, is realized by making use of the 

NRF. The NRF is, as it was mentioned, a repository where all available services of all 

NFs are registered and it is in charge of connecting the NFs in order for a service to be 

delivered. 

Interaction between the UP elements (UE-RAN-UPF-DN) as well as between some CP 

NFs (SMF, AMF) and the UP components, communication is achieved through their 

point-to-point interfaces. The most commonly used point-to point interfaces are 

[42][31][7]: 

• N1: Connects the UE with the AMF entity of the CN for NAS messages 

• N2: Used for the signaling between the RAN and the CN (AMF) through the 
NGAP protocol 

• N3: Used for data connectivity between the RAN and the UPF through a General 

Packet Radio Service Tunnelling Protocol (GTP) tunnel for the user plane (GTP-

U protocol) 

• N4:  Used for communication between the SMF and the UPF over the Packet 

Forward Control Packet (PFCP) protocol 

• N6: Interconnects the Anchor UPF with the external DN  

• N9: Interconnects different UPF entities across a given CN. 
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Figure 2. 6: 5G-CORE Service-Based and Point to Point architecture. 
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Figure 2. 6 shows the SBA architecture of the 5G core, as well as the point-to-point 

interfaces of the basic NFs of 5G core.  

2.3. Network slicing 

5G networks are expected to support a wide range of end-devices with various system 

needs and features, including tablets, smartwatches, massive IoT devices, mission-

critical IoT devices, and other gadgets. This will create a heterogeneity in terms of KPIs 

among different services, that cannot be fulfilled by current network infrastructures. To 

achieve the desired KPIs and criteria at technical and commercial levels, Beyond 5G 

(B5G) technological solutions will need to include not just sophisticated network 

technologies disaggregated at the hardware-software level, or at the control-data plane, 

but also architectural solutions and technologies that provide flexible deployments on a 

per use case basis. A possible solution would be the establishment of multiple physical 

networks, one for each service or business entity.  Therefore, services would be isolated, 

using their own resources and without the need for laborious hardware and network 

reconfigurations. It is obvious that this method cannot be used in real networks in a 

cost-effective way, hence a solution that enables effective resource sharing and multi-

tenancy infrastructure use is required. 

This diversity of services to be addressed by the operators along with the need for 

efficient resource utilization of the 5G infrastructure led to the idea of “network slicing”, 

which gives network operators the option to divide the physical network into various 

end-to-end virtualized networks [41][43]. Figure 2. 7 shows an overview of the network 
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Figure 2. 7: 5G Network slicing overview [15] 

 



 Distributed Resource Management in Centralized Telecommunication Infrastructures 

23 

 

slice concept. The radio access, transport, and core networks of each of the sliced 

networks are each specifically designed to support a certain class of device. There is no 

interference between the other slices, since the slices are provisioned with independent 

network resources. Mission-critical IoT services benefit greatly from network slicing, 

which also accomplishes dynamic network resource allocation for various traffic 

conditions. 

As it was mentioned, the main idea behind network slicing is the partition of traffic in 

multiple logical networks that are all executed on and share a common physical 

infrastructure [22]. Those logical networks are independent from each other and offer 

distinct Service Qualities, named Service Level Agreement (SLA). This way the 5G 

system can be optimized to match specific requirements of the different services or 

operators/tenants [44]. A variety of users can create their own (virtualized) network 

instance by using network resources and functions. This will enable the monetization of 

so-called vertical sectors.  With network slicing, tenants will be able to reconfigure the 

behavior of individual NFs and adapt the network topology according to their needs 

[45]. The end-to-end nature of network slicing in the context of 5G, as well as the 

requirement to express a service through a high-level description and to flexibly map it 

to the appropriate infrastructural elements and NFs, are perhaps the most significant 

factors that set 5G slicing apart from other types of slicing that have been considered in 

the past (such as cloud computing).[46] 

In the business realm, the introduction of network slicing evolves the SLAs and 

requirements from straightforward connectivity QoS guarantees (for retail or wholesale 

purposes) to complicated service descriptions, which may include or combine factors 

like [15]:   

Table 2. 2:  

INDICATIVE, FUTURE SLA STRUCTURE [15][47] 

SLA PARAMETERS DEFINITION 

TIME PERIOD The actual time over which the service is provided, incl. the start and end date (e.g. 
1/1/2020 - 30/4/2020) 

PERIODICITY The periodicity of the service offering; e.g. “Continuous”, “Every weekend”, 8:00am 
– 17:00pm, etc. 

LOCATION The location of the ANNs to be connected (where the end-users are expected to 
reside) (e.g. at a specific stadium area/ municipality/ building block(s)/campus/ 
hotspot (shopping mall, park, etc.), Nationwide, etc. 

CLOUD SERVICE 
RESOURCES 

The Cloud Service Resources in terms of vCPUs, Memory-RAM, Storage Space, etc. 

AVAILABILITY The time within a specific time-period in which the service is up and running, or 
inversely the max. time within a specific time-period in which the service is 
unavailable. 

RELIABILITY Frequency (number of times) of non-availability of the service per specific time 
period. 

MONTHLY 
AVAILABILITY 

The percentage (%) of time within a specific time-period in which the service is up 
and running. 

SCALING RULES The set of pre-defined rules based on which the service can be scaled up. 

OPERATIONAL 
RULES 

The set of pre-defined rules based on which specific operations are triggered, e.g. 
events’ warning, monitoring initiation, etc. 
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• Versatile Connectivity (Both data rate and latency, and in some cases jitter) QoS 

guarantees over multiple links.    

• Compute resource requests.   

• Specific reliability/ availability/ security thresholds.  

• Specific time constraints and allowances, even requested ad-hoc.  

• Scaling capabilities in terms of resources/ number of links etc.   

• Operational aspects and additional functionalities.  

Indicatively, Table 2. 2 [47] presents a few examples of how SLAs can evolve for vertical 

and network operator services in the 5G context. Even with the finest granularity, these 

requirements may not always be achieved by basic end-user classification. To 

accommodate the variety of vertical and network operator services, an overall slicing 

architecture would be required. Therefore, slicing at three distinguished layers is being 

proposed, namely the network layer slice, the infrastructure/resource layer slice, and 

the network management layer slice ([48], [49]). Each layer, must provide suitable 

interfaces, physical resources, and virtualization capabilities for the correct 

establishment of the end-to-end logical network. 

2.4. QoS Architecture 

As was previously established, 5G will need to simultaneously support a wide range of 

use cases. For this purpose, versatile and extremely granular E2E tools are required to 

handle and prioritize various traffic types, or even different packets that belong to the 

same traffic type. Previous cellular systems cannot cope with this challenge, since 

traditionally in LTE, the differentiation of mobile data happens at the radio barriers (left 

part of Figure 2. 8). All packets are handled equally inside a single bearer, which can be 

configured to reflect guaranteed or non-guaranteed bit rate traffic and is identified by a 

QoS class identifier (reflecting priority, tolerable latency, and packet loss rate). A one-

to-one mapping between radio bearers and Evolved Packet System (EPS) bearers is also 

present. Since in 5G a single wireless communication link may carry data related to very 

different services, for the separation of the traffic one should set up multiple individual 

radio bearers, thus rendering the system very inefficient. Additionally, packets within a 

PDU session cannot be treated differently by LTE. Therefore, it is widely agreed that 5G 

must offer a considerably more granular approach to QoS management, enabling more 

flexible and independent QoS handling in the CN and RAN, and in particular permitting 

a packet-specific traffic differentiation when necessary. 

The 3GPP-approved E2E QoS management architecture for 5G is based on the idea of 

QoS flows [42][22]. Each QoS flow has a unique ID (QFI), and is managed by the SMF 

entity of the CN. A key differentiation to previous systems is that a PDU session can 

contain multiple QoS flows. The routing of the packets inside a QoS flows is performed 

by the SMF. After the calculation of the appropriate route, the SMF informs the access 

networks in terms of a QoS profile, that contains information about the flow (e.g. 5G 

QoS Identifier -5QI, Allocation and Retention Policy -ARP, if it is guaranteed or not bit 

rate traffic etc.). The SMF also provides QoS rules to the UE, and SDF classification to 

the UPF, that is a template dictating the routing of the packets inside a QoS Flow [34]. 
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Specifically, the following processing happens for the DL and UL respectively. In order 

to assign specific data packets to the defined QoS flows in the DL, the UPF in the CN 

uses the SDF classification rules. Then, QoS flows can be arbitrarily assigned to various 

Data Radio Bearers (DRBs) in the access network, according to their QFI value and the 

QoS profile that is provided to the RAN. In contrast to the LTE approach, where there 

is a precise mapping of EPS bearers to radio bearers, in 5G systems this can be handled 

separately from the CN. With this new architecture design, there exist many 

optimization opportunities in both the assignment of flows to radio bearers and the 

assignment of packets to QoS flows. For example, urgent QoS flows could be assigned 

by the access network to lower carrier frequencies, with additional methods for greater 

reliability, such as multi-connectivity, while less critical QoS flows could use mmWave 

frequencies. In the UL, the UE classifies packets to QoS flows, according to the QoS rules 

that it received from the AMF. The QoS Flows are then mapped to available data radio 

barriers [32].  

A comparison between LTE and 5G QoS architecture is illustrated in Figure 2. 8. In the 

left the LTE’s “barrier oriented” approach is shown, with a strict one-to-one mapping 

between EPS bearers, EPS radio access bearers (ERAB), S1 and radio bearers. On the 

other hand, 5G uses a “flow-based” approach as depicted in the right of Figure 2. 8. The 

assignment of packets to flows is decoupled from the assignment of flows to DRBs. The 

former is a function performed by the CN, while the latter is carried out by the RAN. In 

this new architecture, the SDAP protocol is introduced on top of PDCP, for the QoS Flow 

management between the UE and the RAN [31]. In the downlink it maps a specific QoS 

Flow inside a PDU session to a suitable DRB. In the uplink it marks the packets with the 

appropriate QFI, in order to be treated appropriately by the core network. 
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Figure 2. 8: Evolution of the QoS architecture from 4G to 5G.[22] 
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2.5. Management And Network Orchestration 

It is extremely challenging to handle customized service creation and rapid delivery in 

very short periods, as it is envisaged in 5G networks, when networks are constructed in 

the traditional fashion. A core prerequisite for 5G systems has been the support of 

flexible and configurable network architectures, so that they can adapt to any use case 

and service requirements [50]. With the introduction of SDN [51] and NFV [52], 5G 

realizes network services by dynamically deploying functions and programming 

communication channels among them rather than re-architecting the network. In order 

to guarantee an effective utilization of the infrastructure while meeting the performance 

and functional requirements of heterogeneous services, the MANO plane is crucial [53]. 

Services will no longer be deployed, configured and management on a node-by-node 

basis, but in an integrated and coordinated way. This approach is related to the removal 

of individual device configuration in favor of a more robust management mechanism 

that can offer network-wide service design, configuration, deployment, and monitoring. 

Complex networking systems, resources, and services can be automated in their 

arrangement and coordination thanks to orchestration. Such a process requires implicit 

autonomic control over all systems, resources, and services as well as inherent 

intelligence. 

This network-wide orchestration has the primary benefit of providing a single point of 

integration and a centralized representation of the distributed network, regardless of 

the number of resources involved or the locations of those resources. Any manageable 

component with a set of features (capacity, connectivity etc.), which is related to a 

physical or virtual network (such as an optical or packet network), or to a data center 

(e.g., compute or storage) can be referred to as a resource. This opens up the potential 

for the implementation of advanced services across all network domains and offers 

significant prospects for achieving the required degree of automation and targeted KPIs. 

By automating the underpinning configuration and monitoring processes from the 

orchestration module, it is possible to reduce the inherent complexity of delivering and 

administering sophisticated and multi-featured services [54].  

To manage and configure every component of the entire network service 

simultaneously, higher-level abstractions and automated methods are required [55]. 

Abstraction enables representation of an entity in terms of chosen attributes, which are 

shared by similar resources and that are handled and controlled, while concealing or 

summarizing characteristics unrelated to the selection criteria. The administration of 

resources can be generalized and made simpler by the abstraction, removing the initial 

impediments caused by manufacturing differences, in particular the technology used to 

create them, or the resources’ physical realization. 

Taking into consideration 5G network slicing, there are two main levels of network 

orchestration [55]. The first one corresponds to the inter-slice orchestration that deals 

with the orchestration of resources to accommodate different network slices in the 

network. The second corresponds to the intra‐slice orchestration, that refers to the 

orchestration of resources within a network slice. Furthermore, different levels of 

orchestration are needed when delivering a service. Initially, the resources required to 

support a certain service should be correctly assigned and configured in accordance with 

the requirements of the service that will be supported. This is a task allocated to the 

resource orchestration level. It is not necessary for resource orchestrators to 

comprehend the service logic or the topology that establishes the relationship between 

the NFs that make up the service; instead, they solely deal with resource level 
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abstraction. The service logic as requested by the customer concerns the service level 

orchestration. It specifies the functions necessary to satisfy the customer request as well 

as the way in which these functions interact to offer the whole service. The NFs in the 

underlying infrastructure will be dynamically instantiated by the service orchestrator. 

2.6. Summary 

5G promises to provide higher data rates, lower latency, and better reliability compared 

to its predecessor, 4G. This chapter discusses various aspects of the overall 5G system 

architecture. First, the 5G functional architecture, that is designed to support a wide 

range of use cases and applications, from eMBB and mMTC to URLLC, was examined. 

The main components of this architecture were thoroughly investigated, namely NG-

RAN and the 5G-CORE. The NG-RAN is responsible for providing radio access to the 

end-users, while the 5G-CORE is responsible for providing 5G services connectivity and 

control. Following the examination of the 5G architectural components, we focused on 

a key concept of 5G, referred to as slicing. 5G slicing enables the network to be divided 

into multiple virtual networks, each with its own specific requirements and 

characteristics. This allows the network physical infrastructure to be segmented and 

each network segment to be independently customized in support of different use cases. 

To enable 5G slicing, the novel QoS mechanisms that were introduced in 5G systems 

were also analyzed. Finally, the chapter concludes with a discussion on 5G MANO that 

provides the ability to monitor and control network resources in order to ensure 

efficient operation of the 5G network. 
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3.1. Chapter Introduction 

The digital evolution observed in the modern world, renders existing technologies 

inefficient, since an increased number of devices needs to connect to the network, thus 

creating huge demands in terms of capacity and latency [1]. In view of this, 5G network 

technologies are aiming at a new open and flexible network paradigm that will satisfy 

the needs of various vertical operators (transport, media, automotive, manufacturing, 

healthcare etc.) in a cost and energy efficient manner [2], [3]. 

The huge increase of data traffic that is foreseen in the next years, introduces the need 

for higher network densification, a concept that is being implemented employing a large 

number of cells with limited coverage, also known as small cells. This way, network’s 

capacity can be increased, while the end-to end delay decreases [4]. However, this 

solution comes at the expense of increased Capital and Operational Expenditures 

(CAPEX and OPEX) as a large number of new BSs needs to be adopted and operated 

contributing also to the increase of the CO2 footprint of the infrastructure. 
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One way to overcome the aforementioned limitations is by decoupling the 

computational resources (the BBUs) from the BSs (the RUs) and place them in a co-

location facility (the CU), minimizing the footprint and maximizing efficiency. The RUs 

are connected with the CU through high bandwidth and low latency FH links. Through 

centralized signal processing and management, significant benefits are expected 

including improved planning of the shared wireless access network, reduced intercell 

interference between adjacent cells and increased spectral efficiency, better mobility 

management and faster handovers, quick and easy network upgrades. The centralized 

RAN architecture can be also combined with Cloud Computing, a concept known as 

Cloud-RAN/C-RAN) [5]. Despite the benefits of C-RAN, this architecture can be 

challenging for Mobile Network Operators (MNOs). This is mainly due to the need for 

high capacity transport links to support fronthaul services. Furthermore, moving away 

from optimized-RAN dedicated hardware to virtualized RAN functionalities can be 

costly inefficient in terms of installation, testing, integration, operation and 

maintenance [1]. 

The adoption of MEC along with C-RAN can make the above-mentioned investment 

much more efficient [6]. The placement of processing equipment closer to the edge of 

the access network is necessary for the realization of the envisioned 5G vertical 

services[7]. The vision of ubiquitous broadband access with high quality user experience 

for both mobile and stationary users (eMBB), in combination with mMTC, will 

immensely augment the amount of data volume. In addition, with the increased 

network traffic, the strict delay and capacity requirements of 5G URLLC, render 

necessary the processing of time sensitive applications, such as autonomous driving, 

remote robotic surgery and augmented reality etc., closer to the user [5], [8].  

The challenges and cost associated with the transport network requirements of C-RAN 

can be balanced by splitting the processing of 5G protocol stack functions between the 

CU and the RUs, using FFSs [1], [9]. As it was mentioned in the previous chapter, with 

FFS a subset of the RAN functions is performed remotely at the RU taking advantage of 

the processing capabilities of the MEC to which the RU is connected, and the remaining 

functions are executed at the CU. Hence, the FFS technique can be implemented 

adopting an architecture able to assign the BBU processing functions dynamically 

between MEC servers and large-scale DCs placed at the optical access and metro 

domains, respectively. Efficient management and orchestration of this architecture can 

be achieved applying novel network designs that are aligned with the SDN open 

reference architecture [10]. SDN separates the control and data planes and as such it 

migrates the switch control externally of the physical devices to a logical entity the 

controller. The controller is in charge of populating the forwarding table of the switches. 

The communication between the two entities is carried out through a secure channel. 

This centralized structure enables the controller to perform network management 

functions, while allowing easy modification of the network behavior through the 

centralized control layer. However, this type of architecture suffers increased end-to-

end latency due to the communication requirements between the controller and the 

physical devices, particularly when the scale of the underlying infrastructure increases. 

In addition, as the size of the infrastructure grows, the number of variables and 

parameters that should be considered by the SDN controller during calculation of the 

optimal routing policies (i.e. forwarding rules) increases exponentially.  This results in 

an increase of the flow set up time having a negative effect on the quality of the offered 

services. To address this problem two key solutions have been proposed. The first is 

associated with the identification of the optimal location and size of the SDN controllers 

so that the data-to-control plane latencies are kept below an acceptable level [11], [12]. 
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The second approach is associated with the development of hybrid traffic management 

policies according to which some of the decisions are taken centrally by the SDN 

controller, while some other are taken locally [13]. This approach reduces the number 

of variables that should be handled by the centralized SDN control providing the 

optimal share between performance (in terms of flow setup time) and overhead 

(controller synchronization and management). 

Taking into consideration this approach, in the present study we propose a hybrid 

centralized/distributed 5G network management solution that focuses on the 

optimization of FH flows. The proposed solution relies on the following key 

technologies, including  

1. the concept of FFS, according to which RUs are able to individually select their 

preferred split option policy, to unilaterally optimize their performance. In order 

to minimize control plane overheads, FFS decisions are taken at the RUs in a 

non-cooperative/self-optimizing manner.  

2. the employment of MEC resources in the form of specific purpose low processing 

power servers embedded in the wireless access network (also known as 

cloudlets). These resources are used to provide the necessary processing power 

for lower level physical functions and,  

3. an SDN controlled FH/BH transport network connecting the MEC domains with 

medium to large-scale DCs hosting general purpose servers placed at the optical 

access and metro domains. These SDN controllers are responsible to calculate 

the necessary forwarding rules and populate the associated forwarding tables at 

the network switches.  

The above, result in a hybrid control scheme according to which high level FH 

connectivity decisions are taken by the centralized controller, while local decisions 

associated with the optimal FFS are taken by the RUs in a non-cooperative manner. RUs 

periodically evaluate the selected FFS scheme and adopt a new policy if a better 

performing split option has been identified. This problem is analytically solved adopting 

a novel mathematical model based on Evolutionary Game Theory (EGT) that allows RUs 

to dynamically adjust their FH split options with the objective to minimize their total 

operational expenditures. In this environment, the controller placement problem is also 

investigated, as this decision has a direct impact on the stability of the whole system. 

The stability of the proposed scheme depends on network latency, thus a metric for 

sizing the SDN FH/BH network is proposed. Finally, Multi-Agent Reinforcement 

Learning (MARL) was used for approximating real-life scenarios where the pairwise 

interactions between the RUs do no longer hold.     

The rest of the chapter is organized as follows. After a brief overview of EGT and MARL 

in Section 3.2 the problem under consideration is analyzed in Section 3.3. Then, its 

application to the proposed network model is presented in Section 3.4, the controller 

placement problem is addressed and the optimal split option is identified in simple and 

more complexed schemes. Finally, conclusions are drawn in Section 3.5. 
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3.2. Theoretical Βackground 

3.2.1. Evolutionary Game Theory: Basic Concepts  

EGT studies the interactions of non-cooperative players that play repeatedly strategic 

games [14]. Contrary to classic Game Theory that examines the behavior of rational 

players, EGT focuses on how the strategies can "survive" through evolution and how 

they can help players who choose them to "strengthen" and better meet their needs.  

Evolutionary processes are described by three main components: the population, the 

game and a dynamic set of equations that is used to model the processes. The most 

common dynamics is called the Replicator Equation (RE) and can be expressed as: 

�̇�𝑖(𝑡) = 𝑥𝑖(𝑡) (𝐹𝑖(𝒙(𝑡)) − �̅�(𝒙(𝑡))) , 𝑖 ∈ 𝑆      (1) 

where 𝑆 is the set of strategies that are available to the population, 𝒙(𝑡) =

[ 𝑥1(𝑡)  𝑥2(𝑡)…  𝑥𝑖(𝑡)… ]  
𝑇 is the population state at time 𝑡 with 𝑥𝑖(𝑡) being the 

proportion of the population that uses strategy 𝑖 at time 𝑡. 𝐹𝑖(𝒙(𝑡)), �̅�(𝒙(𝑡)) are used to 

describe the expected payoff of strategy 𝑖 and the mean payoff, respectively [14]. 

According to this equation, the growth rate 
�̇�𝑖
𝑥𝑖⁄  of the strategies that are currently used 

is equal to the excess of the current payoff 𝐹𝑖(𝒙(𝑡)) over the average population’s payoff, 

�̅�(𝒙(𝑡)). This means that a selected strategy will either survive or eliminated in the long 

run depending on whether its payoff is better or worse than the average payoff of all 

strategies. 

The replicator equation can be been extended to multiple populations to cover scenarios 

where the interacting agents are drawn from different populations. In this case, each 

population is characterized by a state vector 𝒙𝒊 that depicts the distribution of the 

available pure strategies inside the population. At each interaction a player is drawn 

from each population to play the game. The multipopulation dynamics equation can be 

described as follows: 

�̇�𝑖ℎ(𝑡) = 𝑥𝑖ℎ(𝑡) (𝐹𝑖 (𝑒𝑖
ℎ, 𝒙−𝒊(𝑡)) − �̅�(𝒙(𝑡))) , 𝑖 ∈ 𝑁, ℎ ∈ 𝑆     (2) 

where 𝑁 is the number of populations, 𝑆 is the set of strategies that are available to the 

populations, 𝒙𝒊(𝑡) = [ 𝑥𝑖1(𝑡)  𝑥𝑖2(𝑡)…  𝑥𝑖ℎ(𝑡)… ]  
𝑇 is population’s 𝑖 state at time 𝑡 with 

𝑥𝑖ℎ(𝑡) representing the proportion of the population 𝑖 that uses strategy ℎ at time 𝑡, and 

𝐹𝑖 (𝑒𝑖
ℎ, 𝒙−𝒊(𝑡)) , �̅�(𝒙(𝑡)) is the expected payoff  of strategy 𝑖 and the mean payoff of all 

strategies, respectively [14]. 

In the above, the time duration of the interaction between individuals is assumed to be 

infinitesimal and the corresponding payoffs are awarded immediately. However, this 

assumption is not valid under realistic problem settings. Specifically, in communication 

networks, the impact of a selected action may be applied to the involved entities with 

delay due to network latency. Thus, it is more realistic to consider a system where the 

strategies evolve considering the fitness values perceived in a past moment. The 

adjusted RE when delay 𝜏 is introduced is given below [15],[16]:  

�̇�(𝑡) = 𝑥𝒊(𝑡) ∙ (𝑓𝑖(𝒙(𝑡 − 𝜏)) − ∑ 𝑥𝑗(𝑡) ∙ 𝑓𝑗(𝒙(𝑡 − 𝜏))𝑖∈𝑆 )  (3) 
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3.2.2. Dynamics of Multi-Agent Learning 

A Multi Agent System (MAS) can be seen as a loosely connected network of independent 

agents that can work together to solve problems that go beyond the scope, resources and 

capabilities of each individual agent. Many sophisticated problems of modern society 

can be approximated using MAS, such as urban and air traffic control, multi-robot 

coordination, distributed sensing, energy distribution and load balancing, finance and 

auditing [18]-[19]. 

MAS systems are decentralized. This means that there is no central control, and no 

agent has complete information about the system. Decision making in MAS is a 

collective process and the actions of other agents can interfere with one's action plan. 

Each agent makes decisions that are always relevant to him in the context of overall 

MAS coordination. The agents can act optimally only when they know the environment 

with which they interact. However, such a knowledge is often unattainable, because the 

environment changes according the joint action of all the agents (non-stationarity). 

Therefore, each agent is faced with a moving-target learning problem: the best policy 

changes as the other agents' policies change [20], [21]. Thus, learning in these systems 

is imperative. The agents must interact repeatedly with the environment in order to 

learn its dynamics. 

This kind of process is the main objective of MARL. It combines the technics used by 

classical Reinforcement Learning (ReLe), with the concepts used in game theory and 

economics. Classical ReL refers to systems with only one agent that tries to learn and 

optimize his strategy. However, due to the non-stationary nature of a MAS 

environment, ReL methods more than often fail to guarantee the conversion to optimal 

policy [22]. To confront this challenge, concepts from EGT are employed to describe 

learning in MAS. Just like MAS, EGT deals with dynamic and uncertain environments 

in which, agents with incomplete information try to optimize their behavior [19]. The 

combination of MAS with EGT enables the detailed analysis of the learning dynamics in 

MAS, thus facilitating the comparison and parameter tuning of different learning 

algorithms. 

3.2.3. Evolutionary Dynamics of Reinforcement 

Learning  

The first link between the two fields was established by Borgers and Sarin [23], who 

proved the convergence of a basic ReL algorithm - Cross Learning - to the most common 

population dynamics of EGT - the replicator equation - in the continuous time limit.  

In this model, a large number of agents is considered to play the same normal-form 

game repeatedly in discrete time. At each repetition each agent chooses a strategy from 

his strategy with some probability and receives a payoff for that strategy. Players' 

choices are described as random because they are affected by some unmodelled 

psychological factors [23]. The payoffs represent reinforcement experiences and in the 

Cross model are always positive. The higher the payoff of the selected strategy, the 

higher is the likelihood that the agent will select this strategy in the next repetition. In 

this way, the strategy probabilities of each agent adjust over time in response to 

experience [23].  

The strategy probabilities change as follows. When the 𝑖𝑡ℎ  agent plays the 𝑛𝑡ℎ repetition 

(stage) of the normal form game, he selects a strategy 𝑗 (according to his strategy 
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probability distribution) and receives a payoff 𝑈𝑗
𝑖; then he updates the probability 𝑃𝑗(𝑛 +

1) to select strategy 𝑗 at stage 𝑛 + 1 using the following set of equations: 

𝑃𝑗(𝑛 + 1) = 𝜃 ∙ 𝑈𝑗
𝑖 + (1 − 𝜃 ∙ 𝑈𝑗

𝑖) ∙ 𝑃𝑗(𝑛)                     (4) 

𝑃𝑗′(𝑛 + 1) = (1 − 𝜃 ∙ 𝑈𝑗
𝑖) ∙ 𝑃𝑗′(𝑛) 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑗′ ≠ 𝑗          (5) 

In (4)-(5), 𝜃 represents the time interval between the repetitions of the game. It is 

proved that if 𝜃 → 0, 𝑛𝜃 → 𝑡 the above equations yield to a continuous time system 

modeling the evolution of the probability 𝑝𝑖𝑗 an agent 𝑖 to select strategy 𝑗 that can be 

expressed by the multipopulation RE: 

�̇�𝑖𝑗(𝑡) = 𝑝𝑖𝑗(𝑡) (𝐹𝑖 (𝑒𝑖
𝑗
, 𝒑−𝒊(𝑡)) − �̅�(𝒑(𝑡)))                (6) 

This means that the Cross-learning model converges to the RE in the continuous time 

limit, each time interval sees “many” iterations of the game, and that the adjustments 

which players make between two iterations of the game are “very small”. In this case, a 

law of large numbers can be applied, and the (stochastic) learning process becomes in 

the limit deterministic [23]. Based on these results, researchers have made a connection 

between evolutionary models and various ReL algorithms [24], [25] , [26].  

3.3. Application to Wireless Networks in 5G 

We consider the 5G network topology shown in Figure 3. 1. In this scenario, the RUs 

are installed, managed and operated by coexisting MNOs. The RUs share a set of 

computational resources that are located both at the edge of the access network (in a 

MEC server) and at the metro/core network (in the Cloud). The interconnection 

between the MEC server and the central cloud servers is carried out by an SDN- 

controlled optical FH/BH transport network. In this environment, SDN controller is 

responsible to calculate the forwarding rules and install these rules in the network 

devices, interconnecting the RUs with the MEC and the centralized computational 

resources. These decisions are taken in a centralized manner.  

To reduce the computational complexity, functional split related decisions are taken 

locally at the RUs. These elements decide where to perform the processing of the low 

layer functions of the LTE protocol stack. Aligned with the enhanced Common Public 

Radio Interface (eCPRI) specification, a set 𝑆 = {1,2,3} containing three possible 

functional split options are considered [9]: 

1. Split E (split 1 for simplicity) in which MEC is responsible for the radio 

frequency (RF) processing of the received signals and the Cloud performs the 

entire baseband processing.  
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2. Split IU (split 2) in which MEC handles the per cell processing (RF processing, 

cyclic prefix elimination, frequency domain transformation (FFT) and resource 

demapping), while the remaining functions are performed at the Cloud 

(Equalization, IDFT, QAM, multi-antenna processing, Forward Error 

Correction (FEC), higher level operations (MAC, RLC, PDCP) and,  

3. Split D (split 3) where the entire lower layer function chain is performed at the 

MEC server, and the higher lever functions in the Cloud. One can conclude that 

as the split is placed lower in the 5G protocol stack, the required transport 

capacity increases [27].  

3.3.1. Problem formulation using EGT 

Each RU periodically selects one of the three possible functional splits with probability 

𝑥𝑖, i=1,..,3. The decisions are sent to the SDN controller, who is responsible for the 

application of the policies (i.e. set the appropriate rule forwarding policies at network 

switches in order establish the necessary connectivity between the RUs, the MEC 

devices and the central cloud facilities). We consider the scenario in which all the 

necessary resources are available. When the policies have been applied, the payoffs are 

calculated and the RUs are reviewing their split option strategy. Specifically, if a better 

(lower) payoff is observed, then the probability of an RU to select the specific split 

option increases (decreases). The new policies are sent to the controller and the same 

procedure is repeated. The time between each repetition is referred to as revision time. 

To address this scenario, EGT can provide a suitable optimization framework that can 

be used to support energy-aware FH service provisioning over a common infrastructure.  

Let 𝒙(𝑡) = [ 𝑥1(𝑡)  𝑥2(𝑡)  𝑥3(𝑡)]  
𝑇 be the state vector of the RU, where 𝑥𝑖(𝑡), 𝑖 ∈ 𝑆 refers 

to the RU’s probability of choosing split 𝑖. If the RU revise its strategy with a time rate 

𝑟𝑖(𝒙), the change of the proportion of the probabilities is described by the following 

dynamical equation: 

�̇�𝑖(𝑡) = ∑ 𝑥𝑗(𝑡)𝑟𝑗(𝒙(𝑡))𝑝𝑗
𝑖(𝒙(𝑡))𝑗∈𝑆 − ∑ 𝑥𝑖(𝑡)𝑟𝑖(𝒙(𝑡))𝑝𝑖

𝑗
(𝒙(𝑡))𝑗∈𝑆          (7) 
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Figure 3. 1:Network architecture. In the MEC, a decision about which functions should be 

processed locally is made for each RU. The remaining set of functions for each RU are transferred 

through a common network infrastructure with centralized control to a DC for further processing 
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where 𝑝𝑖
𝑗
(𝒙) is the rule of change in the probability of choosing split 𝑖 when the RU 

samples split 𝑗 and can be expressed as: 

𝑝𝑖
𝑗(𝒙(𝑡)) =  {

𝑥𝑗(𝑡)(𝑢(𝑗, 𝑡) − 𝑢(𝑖, 𝑡))  𝑗 ≠ 𝑖

1 − ∑ 𝑥𝑗(𝑡)(𝑢(𝑗, 𝑡) − 𝑢(𝑖, 𝑡))𝑗≠𝑖  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
,   𝑖, 𝑗 ∈ 𝑆       (8) 

with 𝑢(𝑖, 𝑡) denoting the payoff of split 𝑖 at time 𝑡. Substituting Eq. (8) to Eq. (7) and 

making the assumption that all review rates are constantly equal to one (𝑟𝑖(𝒙) ≡

1
𝑟𝑒𝑣𝑖𝑜𝑛

𝑡𝑖𝑚𝑒 𝑢𝑛𝑖𝑡
),  the following differential equation yields: 

�̇�𝑖(𝑡) =  𝑥𝑖(𝑡)[𝑢(𝑖, 𝑡) − ∑ 𝑥𝑗(𝑡)𝑢(𝑗, 𝑡𝑗∈𝑆 )]            (9) 

which satisfies the replicator dynamics model introduced in Eq. (1).  

 

The objective of each MNO is to minimize their own service power consumption 

requirements and, hence, the service operational costs. Thus, the payoff function per 

operator is formed by summing up the power consumption of the network and compute 

elements required to support FH services. Table 3. 1 summarizes the network and 

processing demands of each functional split.  

For this problem setting, the payoff of an RU belonging to an MNO that chooses split 

𝑖 against another RU operated by a different MNO who chooses split 𝑗 is described by 

the payoff matrix 𝑨, with elements: 

𝑎𝑖𝑗 = −(𝑃𝑃𝑅𝑂𝐶𝐸𝑆𝑆𝐼𝑁𝐺𝑖𝑗 + 𝑃𝑁𝐸𝑇𝑖𝑗) + 𝑏,    𝑖, 𝑗 ∈ 𝑆                   (10) 

where 𝑃𝑃𝑅𝑂𝐶𝐸𝑆𝑆𝐼𝑁𝐺  and 𝑃𝑁𝐸𝑇𝑖𝑗 refer to the total compute and network energy 

consumption respectively, when split 𝑖 competes with split 𝑗 and 𝑏 is a positive constant 

that guarantees the robustness of the system.  Technical parameters like the 

oversampling factor (𝑁𝑜), the sampling frequency (𝑓𝑠), the quantization bits per I/Q 

(𝑁𝑄), the number of receiving antennas (𝑁𝑅), the number of subcarriers used (𝑁𝑠𝑐),  the 

 

Table 3. 1 

NETWORK AND PROCESSING DEMANDS OF EACH FUNCTIONAL SPLIT 

Split 
𝑵𝒆𝒕𝒘𝒐𝒓𝒌  
𝑹𝒂𝒕𝒆 

𝑷𝒓𝒐𝒄𝒆𝒔𝒔𝒊𝒏𝒈 𝒇𝒖𝒏𝒄𝒕𝒊𝒐𝒏𝒔 
Local                             Remote 

1 (E) 
𝑅1 

(𝑁𝑜 ∙ 𝑓𝑠 ∙ 2 ∙ 𝑁𝑄 ∙ 𝑁𝑅) 
RF 

FFT, 

 RE Demapping, 

Rx Processing, 

DEC, MAC 

2 (IU) 
𝑅2 

(𝑁𝑠𝑐 ∙ 𝑇𝑠
−1 ∙ 2 ∙ 𝑁𝑄 ∙ 𝑁𝑅 ∙ 𝜂) 

RF, FFT, 

RE Demapping 

Rx Processing, 

DEC, MAC 

3 (D) 
𝑅3 

(𝑁𝑠𝑐 ∙ 𝑇𝑠
−1 ∙ 𝜂 ∙ 𝐸𝑠𝑝𝑒𝑐𝑡𝑟𝑎𝑙) 

RF, FFT, 

RE Demapping, 

Rx Processing, DEC 

MAC 
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percentage of used resource elements (𝜂), and the spectral efficiency (𝐸𝑠𝑝𝑒𝑐𝑡𝑟𝑎𝑙) affect 

the required capacity and the power consumption of each processing function [27], [28].  

Due to latencies lays that are introduced in the transport network, the payoff values are 

provided with some delay. It is evident, that this kind of procedure indicates that the 

strategies will evolve based on information related to a past moment. This will be 

reflected to the expected payoff of the strategies. This delay mainly composed of 

propagation, serialization, switching/routing and queuing delay across the network. 

Although propagation and switching/routing delays are constant, the rest are highly 

affected by the network traffic. Given that that network delays can be modeled as 

random variables following a specific probability density function (PDF) 𝑃(𝑡) [29], we 

expect that RUs will also receive the corresponding payoffs with delay 𝜏 following the 

same PDF. The expected payoff 𝑢 of an RU using strategy 𝑖 as well as the average payoff 

are determined by [30]:  

𝑢(𝑖, 𝑡) = ∫ 𝑃(𝜏)
∞

0
(𝑨𝒙(𝑡 − 𝜏))𝑖               (11) 

�̅� =  ∑ 𝑥𝑗(𝑡)𝑢(𝑗, 𝑡𝑗∈𝑆 )                               (12) 

 

Substituting Eq. (11)-(12) in Eq. (9) we get a nonlinear system of differential equations. 

Since this system cannot be easily solved by analytical methods it is important to 

examine its qualitive behavior without actually solving it. We concentrate on finding the 

stability of a solution exploiting the Lyapunov stability theorem. This method is based 

on the expansion of the right part of the dynamical system as a Taylor series about an 

equilibrium point 𝒙0. If the initial condition 𝒙(0) = 𝒙0 is close enough to 𝒙0, then 𝒙 will 

be a small perturbation for some time interval extending from zero. Thus, it is 

acceptable to neglect the higher-order terms, and approximate the nonlinear system by 

the linear system [16]: 

�̇�(𝑡) = 𝑱𝒐𝒙(𝑡) + 𝑱𝟏𝒙(𝑡 − 𝜏),            (13) 

where 𝑱𝑜 ∈ ℝ
2𝑥2 and 𝑱1 ∈ ℝ

2𝑥2 are respectively, the Jacobian matrix, and the delayed 

Jacobian matrix evaluated at equilibrium at 𝒙𝟎. 

The stability of the system requires that all roots of its characteristic equation have a 

negative real part. The characteristic equation can be expressed as: 

det(𝑰𝜆 − 𝑱𝜊 − 𝑱1𝑄) = 0 ⇒ 

𝜆2 + 𝐷𝜆 + 𝐸𝜆𝑄 + 𝐹𝑄2 + 𝐺𝑄 + 𝐻 = 0           (14) 

where 𝜆𝜖ℂ, 𝜤 is the 𝑁x𝑁 identity matrix, 𝑄 = ∫ 𝑃(𝜏)𝑒−𝜆𝜏
∞

0
 corresponds to the Laplace 

transform of the delayed term in Eq. (13) and 𝐷, 𝐸, 𝐹, 𝐺, 𝐻 are parameters that depend 

on the Jacobian matrices’ elements. 

The system admits to seven equilibrium points: three corner points, one interior and 

three corner side points. The linearization about each of the three corner critical points 

produces an ordinary differential equation that is independent of the delayed variables 

as in the non-delayed three strategies game. 

At the interior critical point all the payoffs are equal. The differential system that 

emerges depends only on the delayed variables, thus one should anticipate that the 
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distributed delay will affect its stability. The parameters 𝐷, 𝐺,𝐻  are eliminated and the 

characteristic equation is formed as: 

𝑢2 + 𝐸 ∙ 𝑢 + 𝐹 = 0, 𝑢 =
𝜆

𝑄
        (15) 

The last three critical points are equilibriums where only two of the three strategies 

survive (corner side points). Their characteristic equation can be written as: 

(𝜆 − 𝑙1) ∙ (𝜆 − 𝑙2𝑄) = 0   (16) 

where 𝑙1 and 𝑙2 are parameters that depend on the corner side equilibrium point. 

As we can conclude from the above, our analysis can be restricted for finding the 

solution of the equation 

𝜆 − 𝐶 ∫ 𝑃(𝜏)𝑒−𝜆𝜏
∞

0
= 0          (17) 

where 𝐶 is a variable that depends on the equilibrium point (e.g. 𝐶 = 𝑙2 if it is a corner 

side equilibrium point). The above equation is the characteristic equation of the linear 

differential equation  

�̇�(𝑡) = 𝐶 ∫ 𝑥(𝑡 − 𝜏)𝑓(𝑡)𝑑𝜏
∞

0
   (18) 

Thus, the conclusions derived for the stability of Eq. (13) can be expanded to our case. 

Based on [31], we derive the following necessary and sufficient condition for the 

asymptotic stability of the equilibriums: 

Proposition 1: If 𝐶 < 0 and the expected value (𝔼) of the delay’s probability density 

satisfies the condition: 

𝔼(𝜏) <
𝜋

𝛾∙|𝐶|
   (19) 

where 𝛾 = 2 when the pdf is symmetrical, or else 𝛾 = sup {𝛾| cos𝑤 = 1 −
𝛾𝑤

𝜋
, 𝑤 > 0}, 

then the equilibrium point is stable [31]. As far as the variance of the distribution is 

concerned, the stability of the system increases as the variance grows [31].  

3.3.2. Problem formulation using MARL 

In the previous formulation of the problem the interactions of the RUs have been 

modelled as symmetric and pairwise random matching with the RUs being identical. 

However, this scenario only represents a very restricted fraction of the 5G ecosystem 

cases. In most scenarios, the RUs that interact in each time interval are more than two, 

and in many cases with different technical parameters. This environment falls in the 

category of multiagent systems, where the optimal behavior of its agents can be learned 

through the methods of MARL. 

The RUs are characterized by a probability state vector, which indicates how likely he is 

to play any of his strategies. We assume that at each time interval, each RU has 

information only about her strategy, the information being the payoff that she receives.  

The RUs cannot observe the strategy of each other. After obtaining the payoff, the RUs 

update their probability vector, with the adjustment formulas given in Eq (4)-(5). This 

procedure can be described by the multipopulation replicator equation (Eq (6)) in the 

continuous time limit[23]. 
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The fact that each RU can only observe her strategy and respective payoff means that 

the information about the effect of the joint action of all RUs on the environment is 

given through the received payoff value. In order to construct the appropriate payoff 

function for this purpose, we introduce a map 𝐾: ℜ1×3
𝑁−1

×ℜ → ℜ that takes a vector 

matrix 𝐀 and a summation as arguments and returns a new summation. The 

mathematical formula that describes the mapping is: 

𝐾(𝐀,∑ 𝑎𝑚
𝑀
𝑚=1 ) =  ∑ 𝐴𝑚𝑎𝑚

𝑀
𝑚=1         (20) 

The mapping is valid only when the size of the vector 𝐀 is the same as the number of the 

summed terms 𝑀. 

For this problem setting, the payoff value of the 𝑖𝑡ℎ RU who chooses split 𝑗 is formed as: 

𝑢𝑖𝑗 = 𝐾(𝐴
𝑗, ∏ ∑ 𝑥𝑛𝑠

3
𝑠=1

𝑁−1
𝑛≠𝑖 )          (21) 

where 𝑁 is the number of the RUs that are interacting, 𝐴𝑗 is a vector of size 3𝑁−1 that 

describes the payoff of every possible combination of the other RUs’ strategies, 

assuming the 𝑖 − 𝑡ℎ RU plays the 𝑗 − 𝑡ℎ strategy and 𝑥𝑛𝑠 is the probability of the 𝑛 − 𝑡ℎ 

RU to play the 𝑗 − 𝑡ℎ strategy. The payoff value per RU is formed as in the previous 

model, namely by summing up the power consumption of the network and compute 

elements required to support FH services (shown in Table 3. 1). 

Substituting Eq. (21) in Eq. (6) we get a nonlinear system of differential equations, that 

is the dynamics in the continuous limit of the learning process. The stability analysis of 

the system can facilitate the tuning of the learning parameters (number of iterations, 

time interval 𝜃).  

3.4. Results and Discussion 

In the previous section, we discussed a model for finding the optimal split option, 

adopting at first a simple model based on EGT, and then a more sophisticated scheme 

using MARL. The parameters that define the optimal split depend on the processing 

and network power requirements. The network power consumption depends on the 

required connection rate between the antenna and the remote processing platform, the 

evolution of traffic growth over time and network technology improvements. On the 

other hand, the processing power depends on the technical parameters described in 

Table 3. 1. In this section, we will first examine through a numerical the position of the 

SDN controller that guarantees the stability of the system using EGT. Based on the 

result, we will tune the parameters of our learning model, in order to include the case of 

asymmetrical, multi-interaction system. 

3.4.1. SDN Controller placement using EGT 

As it was mentioned earlier, the SDN controller is responsible for collecting and 

providing to the MNOs of the RUs the required information from all controlled devices. 

The maximum delay corresponds to the delay of the most distant node to the controller 

path plus the delay of the controller-MEC path. Thus, assuming that each controlled 

device may host a MEC, the stability of the system is achieved only when the round-trip 

time (RTT) of the controller’s path to the most remote device is less than the limit 
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imposed by Eq (19). Based on this limit, we propose a heuristic algorithm that tries to 

identify the minimum number and associated position of SDN controllers with the aim 

to guarantee the stability of the 5G infrastructure. This is performed with low 

computational complexity.  

At first, the heuristic algorithm finds the maximum network radius, that is the number 

of hops of the longest end-to-end path. Then, for each node it calculates the maximum 

RTT to all the other nodes inside the network radius. If the result of all nodes is a 

number higher than the limit imposed in Eq (19), the network radius is reduced by one, 

and the same procedure is repeated, until a case is found where the RTT from a node to 

all other nodes within the network radius meets the condition of Eq (19). The nodes that 

meet this requirement, are marked as possible controller candidates. From this set, the 

algorithm chooses as the first controller the one that is connected to the largest number 

of devices within the network radius. These devices and the first controller are removed 

from the network, and the whole procedure is repeated for the downscaled network. The 

algorithm ends when the downscaled network has no network nodes.  

In order to see the effectiveness of the proposed EGT-model we consider the system 

depicted in Figure 3. 1, with the parameters shown in Table 3. 2. We assumed that large 

scale DCs provide superior performance per Watt, compared to cloudlets, so the cost of 

remote processing is higher than the cost of the central one. The cost ratio 

(remote/central processing) was assumed to be equal to two. Furthermore, the 

relationship of the transport network’s energy consumption with the required capacity 

for the support of the FH services was assumed to be nonlinear, since the non-linear 

 
Table 3. 2 

PARAMETERS OF THE SYSTEM CONFIGURATION 

Symbol Quantity Value 

Β bandwidth 20 MHz 

Ant number of the rx antennas 2 

M modulation 6 bits/symbol 

R coding rate 1/2 

dt time-domain duty-cycling 100% 

fs sampling frequency 30.72 MHz 

No oversampling factor 2 

Nsc number of used subcarriers 1200 

Ts symbol duration 66.6 μs 

NQ quantization bits per I/Q 10 

S spectral efficiency 3 bit/cu 

η assumed RB utilization 70% 
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model is best to describe the technology advancements in terms of energy efficiency of 

network devices [32].  

The stability analysis of system (9) indicates that the equilibrium point in such a 

scenario is 𝑥1
∗ = 0.2957,  𝑥2

∗ =  0.7043, 𝑥3
∗ = 0. This means that in the non-delayed 

system the optimal split choice is split 2. However, as it was stated previously the SDN 

transport network introduces additional delay to the system. This delay can be divided 

to two main components, namely the processing delay of the SDN controller and the 

transport delay.  

The SDN controller chosen for the implementation is the Opendaylight controller 

(ODL), that is a scalable controller infrastructure that supports SDN implementations 

in modern heterogeneous networks of different vendors [33]. For measuring the 

processing delay of the ODL controller, we developed an application that communicates 

externally with the controller. For evaluations, a linear network topology with Out of 

Band control plane was emulated in Mininet, a tool that can emulate and perform the 

functions of network devices in a single physical host or VM [34]. Both Mininet and 

Opendaylight controller were implemented on the same machine (Intel® Core™ i5-

7400U CPU @ 3.00GHZ (4 cores)) to overcome the Ethernet interface speed 

limitations. 7.7 GiB of memory was available.  The system was running Ubuntu 16.04 

LTS-64 bit. The application implements at first step a mechanism for collecting data on 

the network topology and at second step a mechanism for sending echo messages to all 

switches simultaneously, and measuring the time elapsed for receiving a reply. The time 

response of ODL is measured by averaging the delay results of a large number of tests, 

in order to achieve higher accuracy. The results showed an exponential relation between 

the controller’s processing delay and the network devices. 

Regarding transport delay, we used monthly delay measurements extracted from 

GRNET [35], in order to find the dependence of the E2E transport delay on the E2E 

hops. Our analysis concluded that this relationship can be well approximated with a 

linear function. Furthermore, the best pdf that fitted the end to end delay was the 

generalized t-student distribution [36].   

DC

MEC

Server

Server Server

Server Server Server

Server

 

Figure 3. 2: Assumed FH/BH transport network for the system described in Figure 3. 1 

The red circle represents the position of the SDN controller, after the implementation of the 

heuristic algorithm described in section IV.A.. The red square represents the optimal position 

estimated according to the average propagation latency-case described in [11].  
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Taking these into consideration, we expect that the induced SDN-transport network’s 

delay will be a random variable that is characterized by the generalized t-student 

distribution, with expected value that depends on the size of the transport network and 

the hops between two network nodes. Thus, the upper delay limit for our example is 

given by Eq (19) as: 𝐸𝑚𝑎𝑥 = 1.6449 time units.  

The assumed FH/BH transport network’s topology for our example is depicted in 

Figure 3. 2. The figure also shows the possible controller placements after 

implementing the heuristic algorithm described in the previous section. In order to test 

the validity of the heuristic, we investigate the evolution of strategies in two cases: 1) 

when the controller is placed in one of the proposed locations by the heuristic, 2) when 

the controller is placed in the location identified by the average propagation latency 

optimization technique described in [11]. Figure 3. 3 illustrates the evolution of split 

option selection probability under the proposed EGT based approach and the average 

latency minimization scheme described above. As can be seen in the former case 

(Figure 3. 3. (a)) after few sampling periods the scheme converges to a mixed solution 

where all antennas operate under a single split option mode that will be either split 1 or 

(a)

 

(b)

 

Figure 3. 3: Evolution of the probabilities of the three split options, with the parameters 

described in Table 3. 2, when: (a) the controller is placed in the proposed location (red circle 

in Figure 3. 2) by the heuristic, b) the controller is placed in the proposed location (red square 

in Figure 3. 2) of the average propagation latency-case described in [11] 
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split 2. However, in the second case (Figure 3. 3 (b)), the placement of the SDN 

controller at a node that does not satisfy the stability threshold imposed by equation 

(19) leading to an unstable operational mode for the 5G network. The reason behind 

this is that the increased control plane delay in this case introduces inaccurate 

information of the network status at the controller. Therefore, decision making is 

performed with outdated information that leads to an oscillation around the optimal 

operating point preventing it from converging to a stable solution.  

3.4.2. Optimal Split Selection using MARL  

In this section we will consider a more sophisticated scenario, where the RUs don’t 

imitate each other’s strategy, but are trying to optimize their behavior based on the 

impact of their action in the environment. Since more than one RU are trying to 

optimize their behavior in the same time, the problem falls to the category of MARL.  

First, we will consider the simple case of three interacting RUs. The RUs are identical 

and characterized by a probability distribution over their set strategy. After they execute 

an action, they receive the analogous payoff and update their probability vector 

according to the Cross-Learning algorithm. The received payoff is the total power 

consumption of the network and compute elements required to support FH services. As 

     
                                     (a)                                                                                       (b) 

Figure 3. 4: The evolution of the probabilities of the three split option for three RUs, with 

the parameters described in Table 3. 2 using (a) the multipopulation replicator equation 

model, (b) the cross learning algorithm, with 600 stages and 𝜃 = 9. 
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it was mentioned earlier the multipopulation replicator equation can describe the 

behavior of the system in the continuous time limit. In Figure 3. 4 we can see the 

evolution of the probabilities of the three RUs, using the RD and a simple cross learning 

algorithm. The RD model shows that the splits that have a probability to occur are split 

2 and 3, a fact that is confirmed in the cross-learning model. For the cross learning 

model, the parameters were chosen as n = 600 stages and θ = 9 time units between each 

stage, after many trials, with the objective to achieve the minimization of the total 

energy consumption.  

The next step is to consider the scenario of Figure 3. 2. The controller is placed at the 

position indicated in section IV-A. The system consists of 43 identical RUs in terms of 

technical parameters, that update their probability distribution vector according to the 

Cross-Learning model. When more than three RUs are interacting the stability analysis 

of the multipopulation RD dynamics becomes rapidly unfeasible. In this situation, we 

can tune the parameters of the learning model by combining the delay limit with the 

minimization of the total power consumption of the FH services. It should be noted that 

the RUs are identical for simplicity purposes, however the same procedure can be 

applied for RUs with different technical parameters. The learning algorithm shows that 

the minimization of the total energy occurs when 30% of the RUs operate at split option 

2 and 70% at split option 3. Figure 3. 5 shows the power consumption of the FH services 

with respect to the algorithm stages, where it is clear that the targeted goal is achieved. 

Taking into consideration that the time interval between the stages is equal to the delay 

limit measured in milliseconds (calculated in the previous section), the minimization of 

the power consumption is achieved after 4 seconds.  

3.5. Summary 

To address the limitations of current RANs, centralized-RANs adopting the concept of 

flexible splits of the BBU functions between RUs and the CU have been proposed. 

Further efficiency gains in terms of cost and energy consumption are achieved through 

the implementation of this architectural model exploiting compute resources, required 

 

Figure 3. 5: The total power consumption of the FH services in relation with the stages of 

the cross learning algorithm 
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for the BBU function processing, located both at the MEC and relatively large-scale 

centralized DCs. This architecture adopts high bandwidth/low latency SDN controlled 

optical transport networks. In this scenario, and with the aim to dynamically identify 

the optimal split option that minimizes infrastructure operational costs, in terms of 

power consumption, we have proposed a novel mathematical model based on EGT. In 

addition, optimal placement of the transport network SDN controllers is determined by 

a heuristic algorithm with the objective to guarantee the stability of the whole system. 

Finally, for more complex scenarios of asymmetrical, multi-interaction systems, we 

used the relation of a basic learning algorithm with EGT to identify the optimal split 

option for the RUs that minimizes the total FH operational costs.  
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4.1. Chapter Introduction  

5G communication systems rely on an open and flexible network paradigm to address the 

requirements of both telecom operators and vertical stakeholders in a cost and energy 

efficient manner. To this end, the concepts of hardware programmability and network 

softwarisation are adopted to develop suitable interfaces that can be used to a) 

interconnect a variety of wired and wireless network technologies forming a common 

transport network (TN) and, b) decouple Control and User plane functionalities. The 

former facilitates implementation of a variety of 5G-RAN deployment options, while CUPS 

allows flexibility in network deployment and operation as well as cost efficient traffic 

management.  

A big part of the user plane functionality in 5G systems is handled by the UPF, which has 

to be designed to support challenging 5G services with very tight performance 

requirements. It connects with external IP networks hiding mobility related aspects from 

the external networks. Moreover, it performs different types of processing of the forwarded 

data, such as packet inspection, redirection of traffic and application of different data rate 
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limitations. 5G-CUPS supporting multiple UPFs enables 5G edge capabilities; one of the 

key 5G advancements compared to 4G. UPF related processing can be dynamically 

deployed and configured depending on the applications’ needs. Overall, UPFs act as 

termination points for various interfaces and protocols and are also responsible to take 

several actions (rules) [1] including: (a) Mapping of traffic to the appropriate tunnels based 

on the QFI information. This requires UPFs to be able to perform Deep Packet Inspection 

and identify the necessary values in the General Packet Radio Service Tunnelling Protocol 

(GTP-U) header, associate QFIs with the appropriate Differentiated Services Code Point 

(DSCP) codes in the external IP network and perform the relevant protocol adaptations at 

line rate. (b) Steering of packets to the appropriate output port and take the necessary 

packet forwarding actions. (c) Packet counting for charging and policy control purposes. 

(d) Deep packet inspection for security and anomaly detection purposes. (e) Buffering and 

queuing management for traffic service differentiation and assurance of end-to-end 

delays.  

To perform these actions UPFs should support an extensive set of protocols such as, GTP-

U, PFCP (Packet Forward Control Packet), IP and also assist in the operation of SDAP and 

PDCP through mapping of DSCP classified IP traffic coming from the external DN. It 

should be also capable of handling legacy and new protocols such as enhanced CPRI/Open 

RAN and Radio over Ethernet (RoE) at high-rates. Towards this direction, 

programmable optical networks (e.g. Time Shared Optical Network-TSON [5]) 

can be effectively used to support transport network requirements as well as classify and 

 

Figure 4. 1: 5G System architecture for access to two (e.g. local and central) data networks [3] 
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steer traffic. This is performed adopting specific interfaces for control plane (N1/2, N4), 

user plane (N3, N6) and UPF handover (N9) communication requirements. For example, 

the Network Interface Cards (NICs) can steer control plane protocols packets such as PFCP 

packets into the SMF or the control plane part of UPF and can steer UE sessions based on 

the PDU session, the flow, the QoS class etc. through N3 and N6 interfaces. Programming 

can be also used to support extended header (EH) for 5G user plane traffic.  

A high-level view of a 5G deployment option is shown in Figure 4. 1. The concept of 

disaggregated 5G-RAN places the RU, DU, and CU entities at different sites (a MEC or a 

CC ) along the transport infrastructure, depending on the split options and network scale. 

Taking into consideration the need for a common network infrastructure to carry legacy 

and 5G traffic, a transport network with nodes that can handle both FH and BH traffic is 

necessary. These FTN/BTN nodes use both wired and wireless technologies including 

optical, electrical, mmWave, and THz, with capacities ranging from 1Gbps to 100Gbps and 

key features like synchronization. They can operate in a complementary manner, allowing 

for a wide range of transport network connectivity options such as point-to-point, point to 

multi-point, and multi-point to multipoint. Low cost FTN/BTN nodes can be placed close 

to RUs to connect radio transmission points while aggregating transport traffic from 

various cell sites to a central location (hub site) for centralized processing. FTN/BTN nodes 

with higher capacity and more sophisticated connectivity can collect traffic from hub sites 

and aggregate it into edge sites, and further aggregate it through the core network 

responsible for collecting traffic from aggregation networks. The mobile core entities can 

be located closer to the end-user for low-latency services like URLLC or cMTC. 

In this environment multiple UPFs are supported.  Based on the 5G-RAN deployment 

option and the type of service that needs to be provided, UPF nodes can be placed closer 

or further away from the 5G-RAN. Through this approach, UPF elements placed close to 

the network edge can redirect traffic to MEC servers reducing latency, whereas UPF nodes 

placed deeper into the network can send traffic to central cloud facilities.  In this context, 

as the network dimension grows, a larger number of rules is required to support policies, 

whereas network resources (e.g., switch memory) are limited. Therefore, if the available 

UPF computational resources are occupied with existing services any new upcoming 

service required by the UE will be blocked. This may result in increased service delay as 

the number of flows requiring UPF processing increase.  

To address this problem, we propose a novel scheme based on EGT that allows dynamic 

selection of the optimal UPF elements. So far, a very limited set of studies exist addressing 

the problem of UPF selection [2]. Section 4.2 formulates the optimal UPF selection 

problem considering a specific optical node implementation [5] and using accurate 

modeling of the delays introduced when this programmable optical node is adopted to act 

as UPF element as shown in Figure 4. 1. Section 4.3 extends the analysis by considering 

realistic cost functions in the EGT model developed that have been calculated using lab 

measurements derived from an open source 5G platform hosted in an optical datacenter 

cloud environment.  

4.2. Problem Formulation based on theoretical EGT 

4.2.1. System Model 

We consider the uplink transmission of a 5G network shown in Figure 4. 1. The UEs 

initiate the PDU Session Establishment process by transmitting the relevant request to the 
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AMF. The AMF contacts the SMF, which in turn checks whether the UE requests are 

compliant with the user subscription. Once subscription information has been verified the 

SMF selects a UPF to serve the PDU Session. This is a key decision to be taken as a UPF at 

close proximity to the RAN, may be the optimal choice at first sight, since it should result 

in reduced latency. However, if all UEs are associated with this UPF congestion may arise 

resulting in increased latency. To address this challenge, we propose a scheme that allows 

dynamic selection of the UPFs by the UEs. In this approach users try to optimize their own 

performance selfishly. The choice adaptation process of the UEs can be formulated as an 

evolutionary game. To formulate this problem, we consider a set of UEs each requesting a 

service of class 𝑔 ∈ 𝐺 where  𝐺 is the total number of available service classes. Let also  𝑆𝑔 =

{𝑈𝑃𝐹1
𝑔
, … , 𝑈𝑃𝐹𝑁𝑔

𝑔
} be the set of available strategies in users belonging to 𝑔-group. For each 

group, each UE tunnel needs to be terminated at a specific UPF. Assuming that  𝑁𝑔 denotes 

the available UPFs for group 𝑔, then the population of the UEs in group 𝑔 can be described 

at each time instance by vector 𝒙𝑔(𝑡) = [𝑥1
𝑔
(𝑡)…𝑥𝑁𝑔

𝑔
(𝑡)] where 𝑥𝑖

𝑔
(𝑡) is the proportion of 

UEs in group 𝑔 that are currently being served by 𝑈𝑃𝐹𝑖. Each UE belonging to a specific 

group remains associated with a UPF for a time interval, and reviews its choice 

periodically.  When a revision occurs, the UE switches from 𝑈𝑃𝐹𝑖 to another 𝑈𝑃𝐹𝑗 

according to a switching probability 𝑝𝑖𝑗
𝑔(𝒙) = 𝑥𝑗

𝑔
, that is equal to the population probability 

distribution of strategies, where 𝒙 = [𝒙1(𝑡)… 𝒙𝑔(𝑡) ], is the population state of the system. 

If a switch occurs, the UE receives a payoff 𝑢𝑗
𝑔
(𝒙) that quantifies its satisfaction level 

associated with the selection of 𝑈𝑃𝐹𝑗. The obtained payoff affects the arrival rate of the 

revision opportunities. Assuming that the number of reviews of a UE that uses strategy 𝑖 

can be described by a Poisson process with arrival rate 𝑟𝑖
𝑔(𝒙), and all UEs' Poisson 

processes are statistically independent, we can use the law of large numbers to 

approximate the adaptation process with the following deterministic dynamic model [4]: 

�̇�𝑖
𝑔
(𝑡) = ∑ 𝑥𝑗

𝑔
(𝑡)𝑟𝑗

𝑔
(𝒙)𝑝𝑗𝑖

𝑔
(𝒙)𝑗𝑒𝑆𝑔 − 𝑥𝑖

𝑔
(𝑡)𝑟𝑖

𝑔
(𝒙)   (1) 

The UE updates its review rate, by linearly decreasing it to its current payoff. This means 

that the average review rate of a UE that uses strategy 𝑖 is: 

𝑟𝑖
𝑔(𝑥) = 𝑎 − 𝛽𝑢𝑗

𝑔
(𝒙),    𝛽 > 0 𝑎𝑛𝑑

𝛼

𝛽
> 𝑢𝑗

𝑔
(𝒙)   (2) 

This results in forcing UEs with higher payoffs to revise their UPF choice at lower rates 

than the rest, leading to the replicator dynamics: 

�̇�𝑖
𝑔
(𝑡) = 𝛽 (𝑢𝑖

𝑔
(𝒙) − 𝑢𝑔̅̅̅̅ (𝒙)) 𝑥𝑖

𝑔
      (3) 

According to this equation, a selected strategy will either survive or be eliminated in the 

long run depending on whether its payoff is better or worse than the average payoff of all 

strategies. Since the objective of the UEs is to optimize their performance in terms of 

latency, greater payoffs correspond to lower delays.  

The observed latency can be decomposed into two main components. The first component 

is the propagation delay between the UE and the UPF and is proportional to the distance 

between the two entities. Assuming an underlaying optical transport network, the 

propagation delay due to the propagation time in the fiber links corresponds to 5 μs per 

kilometer (km) of fiber. The second component is the delay of processing inside the UPF 

and can be modeled by adding the processing and the transmission delay, that are 

constant, and the variable queuing delay. Mechanisms for bounding the processing delay 
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within a network node can be found both in literature and in standardization. In this 

analysis, we assumed that the UPF, uses the bounded mechanisms described in [3]. 

Considering these we formulate the payoff on a user of group 𝑔 that selects action 𝑖, when 

the population state is 𝒙(𝑡), as 

𝑢𝑖
𝑔(𝒙) = 1 𝑡𝑝𝑟𝑜𝑝𝑖

𝑔 + 𝑡𝑈𝑃𝐹𝑖(𝒙)⁄       (4) 

where 𝑡𝑝𝑟𝑜𝑝 is the propagation delay and 𝑡𝑈𝑃𝐹𝑖(𝒙) the 𝑈𝑃𝐹𝑖 delay that can be approximated 

by an exponential function [5]: 

𝑡𝑈𝑃𝐹𝑖(𝒙) = 𝑒
𝑘𝑖𝜌𝑈𝐸∑ 𝑀𝑔𝑥𝑖

𝑔𝐺
𝑔=1    (5) 

where 𝜌𝑈𝐸 is the traffic of one UE, 𝑀𝑔 is the UE-population of group 𝑔 and 𝑘𝑖 is a variable 

related with 𝑈𝑃𝐹𝑖  and depends on the characteristics of the UPF node implementation 

(Figure 4. 1) including data rate, number of ports (fibres, wavelengths), buffering 

capability etc.  

4.2.2. Application in 5G networks 

Based on the replicator dynamics of the EGT, we developed a scheme to attain the 

evolutionary equilibrium. The following steps summarize the algorithm:  

(1) Initialization:  Every UE in each group chooses a strategy at random and observes its 

payoff 𝑢. Then it calculates its review rate 𝜆 according to the formula 𝜆 = 𝑎 − 𝛽𝑢, where 

𝛼, 𝛽 are constants.  

(2) Revision: A revision opportunity may occur to each UE with probability equal to 

𝑝𝑟𝑒𝑣𝑖𝑠𝑖𝑜𝑛 = 𝜆 ∙ 𝑑𝑡, where 𝑑𝑡 is the time interval between two loops. If the revision occurs, 

the UE chooses to imitate at random one of the UEs of its group. Then it recalculates 𝜆 

according to the obtained payoff. The same process is applied until the difference of each 

strategy’s payoff compared with the average payoff of the population is lower that a limit 

𝜀.  

Note that the strategy adaptation process in the proposed EGT-based algorithm does not 

rely on the knowledge of the strategy selection of the other players. For the evolution a UE 

requires a random matching with an opponent, a function that can be offered by a central 

controller (e.g. the SMF). Therefore, the amount of information exchange is reduced. The 

central controller will randomly match the UEs and stop the evolution process, if all 

payoffs are equal or differ by a small quantity.  

The time interval (𝑑𝑡) between two repetitions must be higher than the communication 

time between the UE, the AMF, the SMF and the UPF that is going to carry the PDU 

session. 𝑑𝑡 is highly affected by the number of UPFs that are under the control of the SMF, 

since a large number of UPFs may result in increased processing delay for the SMF. Taking 

into consideration the timing requirements of the network service (𝑡𝑠𝑒𝑟𝑣𝑖𝑐𝑒), and the 
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number of iterations of the algorithm (𝐿), the number of UPFs (𝑁) under the SMF’s control 

can be evaluated so that the following relationship is true: 

𝑁 < 𝐹−1 (
𝑡𝑠𝑒𝑟𝑣𝑖𝑐𝑒

𝐿
)    (6) 

Where 𝐹−1 is the inverse function that relates 𝑑𝑡 with 𝑁. 

Group 1, Local UPF
Group 1, Central UPF
Group 2, Local UPF
Group 2, Central UPF

  

Full lines: simulation results, Dotted lines: theoretical results 

a) 

Local UPF of Group 1
Local UPF of Group 2
Central UPF
Theoritical Average

 

b) 

Figure 4. 2: (a) Trajectories of proportions of population and (b) convergence of the 

algorithm to the equilibrium (for 𝑀1 = 130,𝑀2 = 70,
𝑎

𝑏
= 1,

𝑘𝑚𝑒𝑐

𝑘𝑐𝑐
= 10).  In the equilibrium 

16% of group1 UEs and 32% of group 2 UEs are served by their local UPFs, while the 
remaining are served by the central UPF. 
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4.2.3. Numerical Results and Discussion 

 This section presents simulation results to validate our theoretical findings and 

evaluate the proposed algorithm performance. In the following we assumed a population 

of UEs that are organized into two groups. The UEs in each group can decide whether they 

want to use a local UPF at the edge of the network, that connects to a MEC, or to a UPF 

four times further away (𝑡𝑝𝑟𝑜𝑝𝑐𝑐 𝑡𝑝𝑟𝑜𝑝𝑚𝑒𝑐 = 4⁄ ), that connects to a central cloud as shown in 

Figure 4. 1. The UPF in the central cloud can process a greater number of requests, 

compared to the local UPFs, and is shared by all groups in the UE population whereas the 

local UPF is dedicated to the population inside a group. The traffic generated by each UE 

is assumed to be 𝜌𝑈𝐸 = 100 𝑀𝑏𝑝𝑠. The limit 𝜀 of the algorithm is set to a payoff difference 

of 0.01. Figure 4. 2 illustrates our  simulation results (full lines) and the theoretical results 

derived through the model of the replicator dynamics (doted lines) demonstrating good 

agreement between theory and simulation. More specifically, Figure 4. 2 (a) plots the 

evolution of strategy shares among the population of UEs. It can be observed that the 

system converges after some iterations to the equilibrium. In equilibrium all UEs achieve 

the same delay (Figure 4. 2 (b)) indicating the fairness of the scheme. The number of total 

iterations of the algorithm is of vital importance for network planning. As it was discussed 

in IIB, the number of iterations in combination with the time requirements of the service, 

can give an estimate (Eq. (6)) of the number of UPFs that the SMF can control, without 

compromising the stability of the system. Figure 4. 2 shows that less than 100 iterations 

are needed for the system to converge. 

4.3. Problem Formulation based on Lab 

Measurements 

4.3.1. System Model 

We consider a 5G system as shown in Figure 4. 1 where a set of UEs initiate a PDU Session 

Establishment process in order to get access to computational resources hosted either at a 

MEC or at a CC facility. The relevant session is established through the interaction of the 

AMF and the SMF that assigns a UPF to serve the corresponding PDU Session. In this 

study, this decision is taken in a distributed manner adopting an evolutionary optimization 

scheme.  

Let a set of 𝑁 UEs each requesting access to a 5G network. Their demands can be fulfilled 

either through the establishment of a PDU session connecting the UE with the local MEC 

(denoted as MEC strategy) or through a PDU session between the UE and the CC (denoted 

as CC strategy). UEs, depending on the selected UPF/MEC node, receive a payoff that 

quantifies its satisfaction level associated with that choice. The payoff depends on the 

compute and optical network resources used for the establishment of these connections. 

Thus, the payoff of a UE is given as the sum of the total compute and network resources 

used to carry its request. For a UE connected to the server through the UPF node 𝑠, the 

payoff is given by: 

𝜋𝑠(𝑖) =
ℎ𝑐 + ℎ𝑛

ℎ𝑐 ∙ 𝐶𝑃𝑈𝑠(𝑖) + ℎ𝑛 ∙ 𝑁𝐸𝑇𝑠(𝑖)
  (7) 

In (7), 𝑖 is the number of UEs served by UPF 𝑠, 𝐶𝑃𝑈𝑠 is compute cost for UPF 𝑠 and 𝑁𝐸𝑇𝑠 

is the optical network cost for the interconnection of the UE with node 𝑠 ∈
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{𝑈𝑃𝐹𝑚𝑒𝑐 , 𝑈𝑃𝐹𝑐𝑐}), ℎ𝑐 and ℎ𝑛 are weighting factors which can be determined according on 

which resource (cpu or network) should be given advantage.  

The distributed PDU session establishment problem is solved using the following 

evolutionary process.  

At each time step, a random UE is chosen for updating its strategy from the entire 

population. The UE measures its payoff and imitates with some probability an opponent, 

that is a randomly chosen UE from the rest of the population. This probability depends on 

the payoff difference of the two UEs and is given by the Fermi distribution [7]. According 

to this, a UE will imitate the strategy of its opponent with probability higher than 50% if 

its payoff is lower than the payoff of its opponent. 

At each time step, 𝑖 changes by 1 (at most) according to the following probabilities: 

𝑃𝑖,𝑖±1 =
𝑖

𝑁

𝑁 − 𝑖

𝑁

1

1 + 𝑒∓𝑤(𝜋𝑚𝑒𝑐(𝑖)−𝜋𝑐𝑐(𝑖))
(8) 

𝑃𝑖,𝑖 = 1 − 𝑃𝑖,𝑖+1 − 𝑃𝑖,𝑖−1 (9) 

where 𝑤 governs, how much influence has the payoff to the adaptation process.  

The overall system can now be considered at each step as a Markov chain with 𝑖, 𝑖 ∈

 {0, 1, . . . , 𝑁} being the state of the population. Solving this system, the probability to reach 

the state where all UEs are redirected to the local MEC, given that the initial state is 𝑘 , can 

be written as [7][8]: 

𝑥𝑘 =
1 + ∑ ∏  𝛾𝑚

𝑙
𝑚=1

𝑘−1
𝑙=1

1 + ∑ ∏  𝛾𝑚
𝑙
𝑚=1

𝑁−1
𝑙=1

, 𝑤𝑖𝑡ℎ 𝑥1 =
1

1 + ∑ ∏  𝛾𝑚
𝑙
𝑚=1

𝑁−1
𝑙=1

(10) 

where 𝛾𝑖 =
𝑃𝑖,𝑖−1

𝑃𝑖,𝑖+1
= 𝑒−𝑤(𝜋𝑚𝑒𝑐(𝑖)−𝜋𝑐𝑐(𝑖)). 

This probability reveals significant information on the evolutionary stability of the system. 

If we denote with 𝜌𝑚𝑒𝑐 = 𝑥1, 𝜌𝑐𝑐 = 1 − 𝑥𝑁−1 the probability of one initial UE assigned to 

the local MEC and one UE to the CC, respectively, and ℎ𝑖 = 𝜋𝑚𝑒𝑐(𝑖) − 𝜋𝑐𝑐(𝑖) the payoff 

difference of the two strategies at state 𝑖, then there are four possible outcomes [9][10]: 

 

1. Domination of MEC-strategy 

𝜌𝑐𝑐 <
1

𝑁
< 𝜌𝑚𝑒𝑐   , ℎ1 > 0,   ℎ𝑁−1 > 0    (11) 

There is no interior equilibrium point. 

2. Domination of CC-strategy 

𝜌𝑐𝑐 >
1

𝑁
> 𝜌𝑚𝑒𝑐   , ℎ1 < 0,   ℎ𝑁−1 < 0  (12) 

There is no interior equilibrium point. 

3. Coexistence 

𝜌𝑚𝑒𝑐 >
1

𝑁
, 𝜌𝑐𝑐 >

1

𝑁
  , ℎ1 > 0,   ℎ𝑁−1 < 0  (13) 
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The interior equilibrium point of replicator dynamics is stable. 

4. Bi-stability:  

𝜌𝑚𝑒𝑐 <
1

𝑁
, 𝜌𝑐𝑐 <

1

𝑁
  , ℎ1 < 0,   ℎ𝑁−1 > 0  (14) 

The interior equilibrium point of replicator dynamics is unstable. 

A comparison of 𝜌𝑚𝑒𝑐 and 𝜌𝑐𝑐 is also of interest in favor of which strategy the process 

spends more time. The system spends more time in whichever strategy’s corresponding 𝜌 

is greater (because that strategy needs less invasion attempts to fixate).  

4.3.2. Results and Discussion 

To evaluate the evolutionary UPF selection problem over an optical transport network we 

deployed Free5GC, an open source 5G Core platform, over a virtualized optical data center 

network. The relevant measurements have been used to quantify processing and network 

resources used by the 5G network to support the required UE connectivity. Measurements 

have been recorded for 10 UEs requesting connectivity whereas the virtualized 5G system 

is hosted in VMs with different allocated resources (i.e namely small, medium, large and 

xlarge). The relevant CPU results are shown in Table 4. 1.  

 

Table 4. 1 

CPU UTILIZATION FOR 4 VMS WITH DIFFERENT CHARACTERISTICS IN TERMS OF CPU, MEMORY AND DISK 

UEs 

CPU Utilization 

Small Medium Large XLarge 

1vcores, 

2GB, 20GB 

2vcores, 

4GB,40GB 

4vcores, 

8BG, 80GB 

8vcores, 

16GB, 160GB 

1 16.50% 10.24% 7.65% 4.00% 

2 19.50% 11.88% 8.88% 4.79% 

3 24.00% 14.20% 10.82% 4.94% 

4 29.50% 18.58% 11.28% 5.91% 

5 40.10% 22.35% 12.95% 8.20% 

6 46.80% 24.48% 16.17% 8.90% 

7 55.70% 25.20% 17.40% 9.05% 

8 60.60% 26.92% 18.30% 9.14% 

9 70.15% 36.10% 20.80% 10.70% 

10 75.70% 39.72% 22.66% 11.17% 
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The network utilization of the PDU sessions, depends on the requested services as well as 

the number of links (distance) between the UEs and the selected UPF. For each link, 

utilization is defined as the ratio of the PDU traffic over the link capacity. Therefore, the 

network utilization is calculated as the weighted average of the link utilization.  

Figure 4. 3 shows the results of the proposed scheme for the case of a system with a UPF 

directing traffic to a local MEC, and a UPF connected to the CC. The local MEC is 

lightweight (hosting a small VM) whereas the CC has higher processing capabilities 

(hosting a medium VM). The local MEC is 1 hop away from the UE whereas the remote CC 

is located four hops further from the edge. From Eq (7), (9) we calculate 𝜌𝑚𝑒𝑐 = 0.3385 , 

𝜌𝑐𝑐 = 0.1740 , ℎ1 = 2.0418 and ℎ𝑁−1 = −1.9669. This means that if the population of UEs 

was infinite, the system would have a stable interior equilibrium where both strategies 

would gain the same payoff, so they would co-exist (Eq (13)). In the case of only 10 UEs 

the system will oscillate around this equilibrium point. The fact that 𝜌𝑚𝑒𝑐 > 𝜌𝑐𝑐𝑐 indicates 

that in the interior equilibrium, the number of MEC-UEs exceeds the one of CC-UEs. 

Indeed, if we calculate the payoff difference ℎ𝑖 for all the possible states of the system we 

find that the state that minimizes this difference is when 6 UEs choose MEC and 4 CC. It 

is worth mentioning that the number of iterations (𝐿) it took the algorithm to converge has 

a great impact in the network design. Taking into consideration the timing requirements 

of the network service, the larger the number of iterations the smaller the time interval 

between two repetitions of the algorithm must be and thus the lower the processing time 

of the SMF. This can give an estimate of the number of UPFs that can be assigned under 

the control of a single SMF without compromising the stability of the system. As shown in 

Figure 4. 3 (a) the system converges (oscillates around the equilibrium) relatively fast 

(𝐿 = 40 time steps). Figure 4. 3 (b) depicts the system trade-off between compute and 

network costs aiming to minimize the total consumption of resources. Figure 4. 4 depicts 

the dependence of the interior equilibrium from the system parameters. Specifically in 

Figure 4. 4 (a) we can see how the processing capabilities of the CC affect the interior 

 

(a) 

Compute            Network            Total

 

(b) 

Figure 4. 3: (a) Evolution of UEs that choose MEC (b) Resource Utilization during the 
evolution of the UE population. 
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equilibrium. As the remote processing capabilities increase, the interior equilibrium is 

pushed towards the CC strategy that in this case is more favorable than the MEC strategy 

(the fixation probability of the MEC strategy decreases, and that of the CC strategy 

increases). The opposite happens if we increase the network requirements of remote 

processing by increasing the distance of the CC (Figure 4. 4 (b)).  

4.4. Summary 

This chapter studies optimal UPF placement in 5G networks supported by optical 

transport networks and a UPF solution that adopts a programmable optical node 

implementation. A purposely developed EGT model performs dynamic selection of the 

UPF processing minimizing the overall service delay. The EGT model is capable of 

selecting the optimal location of the UPF processing unit based on various factors, 

including network traffic, service requirements, and available resources. To ensure that 

the model accurately reflects the performance of real-world network environments, the 

cost functions in the EGT model developed have been calculated using lab measurements 

derived from an open source 5G platform hosted in an optical datacenter cloud 

environment.  
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5.1. Chapter Introduction 

An important challenge that needs to be addressed by 6G systems is associated with the 

need to concurrently support a large variety of very demanding services with very 

different QoS requirements, such as high bandwidth, low latency, agility, increased 

resilience and security. All these services should be provisioned over a common 

infrastructure that is being flexibly and efficiently shared. Sharing of the underlying 

physical infrastructure is achieved using the concepts of hardware programmability and 

network softwarisation [1]. The former involves the development of appropriate 

interfaces that can be used to integrate a variety of wired and wireless networking 

solutions in support of the required services. The latter enables migration from the 

notion of network elements to NFs which are interconnected in accordance to the SBA 

[1]. The softwarisation of 5G systems covers all network domains and planes including 

the CN, the RAN, the UE and the AF [2]. This approach enables much greater 

deployment and operational flexibility compared to previous system generations as NFs 

can now be dynamically instantiated either to a central or a MEC facility [3]. This new 

concept opens up the possibility to support a wide range of services spanning from 

services with reduced end-to-end latency and transport network capacity requirements 

to services requiring to reach to a massive list of recipients [4]. 

To differentiate service provisioning, 5G systems introduced a new QoS architectural 

model based on QoS Flows [4]. According to this scheme, applications running at the 

UEs can generate traffic that can be mapped to flows and treated according to their QoS 

profile. Differentiated traffic flow management at the application level guarantees that 

high-priority services maintain session connectivity. In 6G systems, the QoS assignment 

of end-to-end services having different QoS requirements is facilitated through the 

concept of network slicing as defined by [5] and [13]. This relies on the partition of traffic 

to multiple logical networks that are all executed on and share a common physical 

infrastructure [6]. These logical networks are independent and offer distinct Service 

Qualities, known as SLAs. Through these the system can provide optimizations specific 

to different services or operators. 

A key enabler of network slicing is the separation of the control and user plane 

functionality. CUPS allows flexibility in network deployment and operation, as well as 

cost efficient traffic management. CP functions are handled by the 5G core whereas UP 

functions are carried out, to a large extent, by the UPF. The UPF connects the mobile 

system with external IP networks hiding mobility related aspects from the external 

networks.  Overall, UPF acts as a termination point for various interfaces and protocols 

and is responsible to take several actions (in the form of applied rules) including packet 

inspection, redirection of traffic and application of different data rate limitations [1]. 

UPFs can be also dynamically deployed and configured depending on the applications’ 

needs. 

CUPS with the support of multiple UPFs, provides a suitable framework to enable “the 

edge” concept; one of the key 5G enhancements compared to 4G. A high-level view of a 
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5G deployment option adopting multiple UPFs is shown in Figure 5. 1. This figure, also 

illustrates the NG-RAN architecture. The 5G-Base Station, that is referred to as gNB, 

can be split in building blocks, comprising the RU that is responsible for the physical 

layer functions of the 5G protocol stack, the DU that handles real time layer 1 (L1) and 

2 (L2) scheduling functions, and the CU that performs the non-real time processing 

functions. Those units can be either collocated or instantiated at different compute 

facilities i.e., at the MEC or the CC nodes. The UP elements can be also placed close to 

the network edge redirecting traffic to MEC nodes or deeper into the network 

forwarding traffic to a CC facility. The communication of the UP elements with the 5G 

core is achieved through their point-to–point interfaces (N2, N3, N4, N6, N9). The 5G 

Transport Network is a combination of wireless/optical technologies. 

6G systems are expected to operate in fully distributed manner allowing applications to 

directly intervene in the decision-making process. This process has been envisioned by 

the 3GPP standardization body to be performed by the AF controlling the application 

running at the UEs and the Application Server (AS) supporting the operation of the 

service [8]. The role of the AF in the provisioning of services with high QoE 

requirements is critical as based on the feedback that it receives from the application it 

can: influence the traffic routing and steering decisions, select the DN where the 

corresponding AF is hosted, trigger rate adaptation, publish statistics to the analytics 

function etc. However, allowing AFs to operate in an uncontrolled manner may cause 

stability issues to the system.  

To address this problem, we propose a novel scheme based on EGT that allows AFs to 

control UE applications in order to dynamically select their service strategy. Thus, 
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facilitating QoE optimization minimizing at the same time charging costs. The scheme 

has been designed using realistic constraints and cost functions and has been tested 

over an operational cloud-based 5G testbed. 

The chapter’s contributions are summarized as follows: 

1. We design, implement and evaluate, both theoretically and experimentally, a 

fully distributed decision-making framework solving the flow assignment 

problem in 6G systems. It is proven that under specific conditions the scheme 

always converge to a stable point providing the optimal tradeoff between QoE 

and cost efficiency. 

2. The cost functions that are used by the EGT model incorporate both network 

and compute costs. These costs are realistically derived adopting a detailed 

profiling process over an operational 5G testbed. This profiling process enables 

modeling of the system performance and requirements under different 

operational scenarios that can practically assist in the optimized lifecycle 

management of the provisioned services. 

3. We consider practical constraints imposed by the existing protocols used to 

manage 5G systems.  

The rest of the chapter is organized as follows. In Section 5.2 we discuss the 5G network 

architecture and identify the problem under investigation. Section 5.3 is dedicated to 

present an overview of published work that falls in the area of focus. The necessary 

theoretical background is examined in Section 5.4. In section 5.5 the problem is 

formulated and analyzed in terms of the EGT theory. The experimental setup and the 

5G platform profiling results are presented in Section 5.6. Finally, conclusions are 

drawn in Section 5.7.  

5.2. Service Slicing in 5G Systems 

5.2.1. QoS Architecture 

One of the key internal differences of 5G compared to 4G is a new QoS architecture 

based on PDU Sessions. This enables the establishment of multiple ‘QoS flows’ between 

UEs and the terminating DN connected to the 5G system through the UPF. QoS 

assurance in 5G and beyond systems is achieved through slicing at transport network, 

user plane and control plane layers as shown in Figure 5. 2.  

At the user plane, slicing between UEs and the DN is performed through two 

consecutive tunnels: a PDU session between the UE and UPF and an N6 Point-to-Point 

tunnel between the UPF and the DN. The PDU session consists of a set of SDFs, that, as 

it was mentioned earlier, are application specific end-to-end packet flows [9]. For 

example, one PDU session may carry the traffic for a web browsing application together 

with an email application. Depending on the desired QoS characteristics, an SDF is 

associated with a 5G QoS Flow. According to the 3GPP specifications [2], [10], the QoS 

Flow is the finest granularity of QoS differentiation in the PDU Session. The QoS Flows 

are identified by the QFI. Flows with the same QFI within a PDU Session receive the 

same traffic forwarding treatment (e.g. scheduling, admission threshold). A typical 
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example of QoS flows defined in the current generation of 3GPP systems is shown in 

Table 5. 1 [2].  

The first step in the PDU Session Establishment process is the registration of the UE 

with the 5G core AMF. Then, the AMF contacts another core function the SMF that 

manages the PDU sessions and controls the 5G QoS Flows. The SMF is responsible for 

verifying that the UE request matches the user subscription. For this task, the SMF 

reaches out two other 5G core network functions, namely the UDM and the PCF [11] 

and [12]. The UDM provides information about the user subscription and 

authentication. The PCF provides policy rules for QoS Flows and flow-based charging 

to the SMF.  

After the validation of the user subscription information, the SMF decides the 

appropriate user plane path that will carry the requested service and communicates the 

necessary information to the UPFs. In the final step, the AMF notifies the RAN and the 

UE with the QoS information retrieved from the SMF [2]. At the end, when all QoS 

information is shared among the involved entities, the PDU session is established, first 

for the UL and then for the DL data. Figure 5. 2 also shows the tunnels used to 

implement the PDU session including the wireless DRB, between the UE and the RAN 

and wired GTP-U tunnel (N3) between the NG-RAN and the UPF.  

For the UL transmission, a 5G service starts from the UE’s application layer. The packets 

from the applications are associated with specific QoS Flows, based on the QoS Rules 

that are preconfigured at the UE, or are received from the SMF. According to that 

association, the data packets are loaded to specific DRBs and transferred to the RAN. A 
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DRB can be associated with one or more QFIs. The RAN marks the packets with the 

suitable QFI, based on the priority level of the QoS Flow that is associated with this QFI. 

The marking is performed by adding the QFI value in the encapsulation at the GTP-U 

header. When the tunnel ends at the UPF, the UPF translates the QFIs to IP flows, 

according to the information received from the SMF, the Packet Detection Rules 

(PDRs). The priorization of the QFIs can be performed through appropriate mapping of 

DSCP to QFI values in the IP header (lower level of Figure 5. 2).  

The DL process starts from the IP packets that arrive at the UPF. The UPF relies on the 

PDRs, that are received from the SMF, to perform the classification of packets to QoS 

Flows. A header with the value of the associated QFI is added to the packets. Then, 

through the N3 GTP-U tunnel, packets are transmitted to the RAN, where they are 

mapped to specific DRBs according to their QFI value and the QoS profile that is 

provided to the RAN. The DRBs are forwarded to the UEs, where the data packets reach 

their destination.  

Figure 5. 2 provides a graphical representation of the entire process, as well as a high-

level overview of how the various components of the 5G systems interact to set up the 

end-to-end service flow with QoS guarantees. In the protocol stack the SDAP protocol 

is introduced. The SDAP is responsible for the QoS Flow management between the UE 

and the RAN. In the downlink it maps a specific QoS Flow inside a PDU session to a 

suitable DRB. In the uplink it marks the packets with the appropriate QFI, in order to 

be treated appropriately by the core network. 

Table 5. 1 

STANDARDIZED 5QI TO QOS CHARACTERISTICS MAPPING [2] 

5QI 
Value 

Resource 
Type 

Default 
Priority 
Level 

Packet 
Delay 

Example 
Service 

1 GBR 20 100ms 
Conversational 
Voice 

2 GBR 40 150ms 

Conversational 
Video 
(Live 
Streaming) 

3 GBR 30 50ms 

Real Time 
Gaming, 
V2X messages 
Process 

5 Non-GBR 10 100ms IMS Signalling 

80 Non-GBR 68 10ms 

Low Latency 
eMBB 
applications 
Augmented 
Reality 

82 
Delay-
critical 
GBR 

19 10ms 
Discrete 
Automation 

84 
Delay-
critical 
GBR 

24 30ms 
Intelligent 
transport 
systems 
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To provide the required service level guarantees, the underlying transport network 

infrastructure should be also appropriately managed providing the necessary levels of 

isolation and capacity to co-host flows with very different service requirements. In the 

IEEE Standard for Packet-based Fronthaul Transport Networks [13], this is performed 

through transport network slicing that based on the technologies used can have either 

deterministic or statistical behavior. Adopting transport technologies based on e.g. 

Time Division Multiplexing (TDM) or optical networks supporting WDM can offer 

Deterministic slicing. In this case, a network slice handling a user plane tunnel can be 

associated to a specific timeslot(s) or wavelength, and then can be multiplexed in the 

frequency or time domain over a line [13]. Statistical multiplexing can be applied in 

cases where the underlying infrastructure comprises some form of packet switching e.g. 

through Ethernet switches. In this case, slicing is implemented through appropriate 

queuing management and scheduling policies at the ingress/egress ports of each switch 

providing the required QoS assurance. The relevant policies are applied to these 

switches through either local or SDN controllers that continuously interact with the CN.  

5.2.2. 5G Data Collection and Analytics 

AF is expected to play key role in 6G systems as it can influence traffic routing and 

steering decisions taken by the SMF. With a newly introduced interface (N5) [12], 

applications can also interact with the PCF of the CN and provide dynamic session 

information that is essential for the PCF to operate. In case where an AF is not 

authorized to access NF functions of the CN directly, the NEF can be used to act as a 

mediator between external AFs and the CN [8]. Through the NEF AFs can interact with 

the CN subscribing/publishing information that is essential for the applications to 

operate [2].  

This also includes monitoring, profiling and analytics data provided by the Network 

Data Analytics Function (NWDAF). NWDAF is a newly introduced NF and has been 

added to the 5G Core in an effort to facilitate the introduction of AI and ML techniques 

in the 5G system. It collects data from NFs and AFs regarding user mobility, application 

load, QoS etc, along with data from the 5G management plane, related to fault 

management and radio analytics. Those data are fed to the ML/AI algorithms inside the 

NWDAF, for NF optimization through statistical analysis and prediction information, 

QoE optimization, efficient resource allocation, dynamic policy provisioning, service 

profiling etc. NWDAF consists of two services, namely the events subscription and the 

analytics information. The events subscription grants access to NFs to 

subscribe/unsubscribe and get notified about analytics events. The analytics 

information service is responsible for the application of the AI/ML algorithms [14].  

In order to collect data related to a specific UE or group of UEs, NWDAF must first 

discover the NFs that are serving this UE/group of UEs. The UDM entity, that is 

responsible for the access control and session establishment of network subscribers, can 

provide the necessary information for the discovery of the SMF and AMF. For all other 

NFs discovery, including AFs, NWDAF should communicate with the NRF. NRF stores 
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a record for all 5G existing elements in the network, as well as their supported services. 

Using NRF, NFs can discover, subscribe and get notified about each other’s events [15].  

As an example, Figure 5. 3 depicts the whole 5G Data Collection for a non-trusted AF. 

The AF at first registers with the NEF. The NEF creates a new event for the AF, and 

informs the NRF. When the NWDAF required metrics are collected from the AF, it 

consults the NRF, for identifying the NEF that the AF is registered to. A subscription to 

the AF event is sent to the NEF, which in its turn sends a data subscription message to 

the AF. The AF informs the NEF about the data, and the NEF notifies the NWDAF. 

5.2.3. Problem Statement 

To control network traffic, UPF nodes have been designed to perform a set of tasks 

including [2]: mapping of traffic to appropriate tunnels, steering of packets to 

appropriate output ports, packet counting for charging and policy control purposes, 

buffering and queuing management for traffic service differentiation and assurance of 

end-to-end delays, deep packet inspection etc. To perform these actions UPFs also 

support an extensive set of protocols such as, GTP-U, PFCP, IP, PDCP, QoS mapping 

etc. through appropriate mapping of DSCP classified IP traffic coming from the external 

DN etc.  
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However, as discussed in [7] and [5] UPF functionalities come at the cost of increased 

computational requirements that increase exponentially with the number of flows they 

need to process. If the computational resources allocated for the operation of a UPF are 

not sufficient, the quality of the services using this UPF will be degraded. This problem 

is further exaggerated under scenarios involving a large number of flows with low 

latency requirements requesting termination at a MEC facility placed close to the edge. 

At first sight, the selection of a UPF node that is at close proximity with the RAN can be 

the optimal choice, since this may result in reduced latency and transport network 

resource requirements. However, if the core network associates all UEs with the same 

UPF, congestion may arise resulting in poor performance and increased latency.  

In current 5G systems, this decision is taken centrally by the SMF. For every traffic flow 

and depending on its service QoS requirements, the SMF is responsible to decide how 

and by which NFs this flow will be handled. It is clear that without appropriate 

optimization, users seeking the highest throughput, would uncontrollably exploit both 

network and compute resources, eventually leading to poor QoS for all users. On the 

other hand, it is also obvious that, centralized decision making (taken by a centralized 

entity e.g. MANO) does not scale with the number of connected devices. 

In this work, we consider a 6G system with multiple UEs requiring the establishment of 

end-to-end connections with ASs hosted either at a local MEC or at a remote CC facility. 

Each AF that is responsible for the management of its associated application 

communicates with the SMF and following the process described above decides the path 

and compute facility where the relevant session will be terminated. However, in case 

where a large number of connections traverse the same resources (i.e., use the same 

UPF node), the system will be congested resulting in QoE degradation. This is especially 

true for services with strict latency constraints as the majority of the AFs will have the 

incentive to terminate their connections to a closely located MEC server.  

To address this issue, we propose an optimization framework based on EGT. EGT allows 

AFs to periodically reconsider the routing and traffic steering policies having a primary 

objective to optimize the QoE. At the same time, when an AF selects a specific policy, it 

is charged by the Core Charging Function (CHF) for the compute and network resources 

it has utilized. The relevant monitoring and profiling data are provided to the CHF 

through the NWDAF while the price paid by UEs for each application increases with the 

resources used. Therefore, a secondary objective for the AFs is to minimize the relevant 

costs for the UEs through the identification of the optimal network/compute resources 

used by the corresponding service slices that takes place during policy updates.  

5.3. Related Work 

Currently QoS in 5G systems is an area of intense scientific research, due to the high 

dependence of QoS provisioning schemes on the system level implementation. From an 

architectural perspective, end-to-end QoS management in 5G and beyond networks in 

addressed through slicing and mapping of flows to the appropriate tunnel at the 

different segments of the network [2]. For example, in [16] the authors proposed a 

network slicing architecture allowing multiple virtualized 5G functions (based on 

OpenAirInterface) to run over a common physical infrastructure. However, topics 

related to service isolation and dynamic QoS Flow control have not been addressed. In 

[17] the authors addressed the problem of isolation at network level using Active Queue 

Management (AQM) algorithms. AQM policies are adopted to address limited queues 

and guarantee the delay limits of QoS Flows, while achieving maximum throughput. 
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The relevant analysis is limited to the UPF function while application related issues are 

not considered. Communication between the 5G network and the applications, in 

support of QoS requirements is investigated in [18]. Based on this communication, the 

number of Resource Blocks that are necessary for the operation of the application are 

optimally assigned through a scheduling mechanism. [19] focuses on the 5G system 

operation and the potential of resource allocation using QoS Flows and network slicing. 

The objective of the study is to identify how QoS Flows and network slicing can 

optimally be exploited to ensure a high customer QoE, while efficiently utilizing 

available network resources. 

Our study is differentiated from the previous approaches by a) introducing mechanisms 

to ensure isolation using the concept of 5G network slicing and assigning flows to the 

appropriate queues at the transport network, b) creating dynamic QoS Flows by 

terminating sessions to the appropriate servers where the application server is hosted, 

c) considering the role of the application function that tries to maximize QoE of the end 

users in the decision making process, d) periodically reconsidering the optimal QoS 

Flow problem using statistics collected by the NWDAF through an operational 5G 

network.  

The introduction of data collection and analytics through the NWDAF entity, plays a key 

role in supporting 5G services with different QoS requirements. NDWAF facilitates 

processing of collected data corresponding to specific network metrics through AI and 

ML algorithms. In [14] the authors employ ML algorithms for network load prediction, 

and anomaly detection. In [20], [21] and [22] the QoE level is determined through the 

use of NWDAF. More specifically, in [20] the QoE level is derived by correlating network 

statistics and the application data within NWDAF, while [21] performs QoE evaluation 

exploiting AI techniques. Finally, [22] investigates the trade-off between cost and 

accuracy of ML-based methods when applied for QoE estimation through the NWDAF. 

In our analysis, monitoring data from the 5G testbed are exposed to the NWDAF in 

order to extract metrics related to network and compute resource utilization. The 

relevant metrics are also exploited by the CHF to calculate the cost and charging models.  

Trying to identify suitable models that can be used to analyze and optimally operate 

complex systems such as 5G networks EGT appears to be a promising candidate. EGT 

is widely used to model and analyze the performance of various types of networks, 

spanning from social networks to computer and communication networks. What makes 

EGT a great candidate as an optimization tool for 5G systems is its distributed nature 

along with its resilience in environments that lack global knowledge. There are several 

examples in the literature that rely on EGT to solve relevant problems e.g. EGT has been 

used to identify the optimal Radio Access Technology (RAT) for a set of users in a 

heterogeneous wireless cellular network in [23]. The RAT selection problem is 

formulated as an incomplete information game where users choose among multiple 

access technologies selfishly. In our previous work [24], [25] we used EGT to address 

the concept of flexible functional splits of BBU functions supported by a suitable FH 

network. In this environment, the RUs can act as non-cooperative/self-optimizing 

players in an evolutionary game, with the objective to unilaterally minimize the 

infrastructure operational costs in terms of power consumption. Based on the stability 

of the system, the controller placement problem is also discussed. In [26] we presented 

a distributed model to dynamically place the UPF in a 5G network targeting to minimize 

the overall service delay. In [27] we extended our previous work, by using real lab 

measurements to evaluate our proposed scheme in a real 5G environment. In the 

present study, the EGT model is used by the AFs to select the optimal policies for the 

UEs in an end-to-end fashion by a) calculating the relevant payoff values based on the 
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QoE and cost models exposed by the 5G system and b) recommending optimal policies 

to the 5G core and transport network controllers.  

5.4. Theoretical Background: Evolutionary Game 

Theory 

EGT studies strategic games of non-cooperative individuals that interact repeatedly in 

time [28]. It differs with regards to classic Game Theory as it considers that players are 

irrational and can only learn through experience. The focus is directed on how the 

strategies can "survive" through evolution and how they can help players who choose 

these to "strengthen" and better meet their needs.  

Mainly, an evolutionary process involves two major procedures. The first is a mutation 

procedure that produces varieties. The role of mutation is highlighted by the notion of 

Evolutionary Stable Strategies (ESS) – which is a refinement of the Nash Equilibrium 

(NE) – a strategy is defined to be an ESS if its fitness is greater than the fitness of any 

rare mutant. Mutants are agents with a different strategy that the rest of the population. 

The second procedure refers to selection and is responsible for favoring certain varieties 

over others. The most popular selection model is the replicator dynamics model, which 

assumes that the percentage of individuals inside a population grows or declines, 

depending on the performance of the adopted strategy. The replicator equation assumes 

that the populations are infinite, homogeneous, and well mixed (each individual is 

equally likely to interact with any other individual) and with no mutations. The 

mathematical formula is given below: 

�̇�𝑗(𝑡) = 𝑥𝑗(𝑡) (𝜋𝑗(𝒙(𝑡)) − �̅�(𝒙(𝑡))) ,

𝑗 ∈ 𝑆       

(1.a) 

where 𝑆 is the set of strategies that are available to the population, 𝒙(𝑡) =

[ 𝑥1(𝑡)  𝑥2(𝑡)…  𝑥𝑗(𝑡)… ]  
𝑇 is the population state at time 𝑡 with 𝑥𝑗(𝑡) being the 

proportion of the population that uses strategy 𝑗 at time 𝑡. 𝜋𝑗(𝒙(𝑡)), �̅�(𝒙(𝑡)) are used to 

describe the expected payoff of strategy 𝑗 and the mean payoff, respectively [28]. The 

payoffs provide a means to measure the level of satisfaction of choosing a specific 

strategy.  Thus, according to (1), the growth rate 
�̇�𝑗
𝑥𝑗
⁄  of the strategies that are currently 

used is equal to the excess of the current payoff 𝜋𝑗(𝒙(𝑡)) over the average population’s 

payoff, �̅�(𝒙(𝑡)).  

The replicator equation can be extended to multiple populations to cover scenarios 

where the interacting agents are drawn from different populations. In this case, each 

population is characterized by a state vector 𝒙𝒊 that depicts the distribution of the 

available strategies inside the population. At each interaction a player is drawn from 

each population to play the game. The multi-population dynamics equation can be 

described as follows: 

�̇�𝑖ℎ(𝑡) = 𝑥𝑖ℎ(𝑡) (𝜋𝑖 (𝑒𝑖
ℎ , 𝒙−𝒊(𝑡)) − �̅�(𝒙(𝑡))) , 𝑖 ∈ 𝑁, ℎ ∈ 𝑆  (1.b) 

where 𝑁 is the number of populations, 𝑆 is the set of strategies that are available to the 

populations, 𝒙𝒊(𝑡) = [ 𝑥𝑖1(𝑡)  𝑥𝑖2(𝑡)…  𝑥𝑖ℎ(𝑡)… ]  
𝑇 is population’s 𝑖 state at time 𝑡 with 

𝑥𝑖ℎ(𝑡) representing the proportion of the population 𝑖 that uses strategy ℎ at time 𝑡, and 
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𝒙−𝒊(𝑡) the state of all populations except 𝑖. Finally, 𝜋𝑖 (𝑒𝑖
ℎ, 𝒙−𝒊(𝑡)) , �̅�(𝒙(𝑡)) is the 

expected payoff of strategy of an agent in population 𝑖 that uses strategy ℎ and the mean 

payoff of all strategies, respectively. 

The replicator equation provides a deterministic analysis of a stochastic process, only if 

the population involved is considered infinite. However, real world scenarios comprise 

populations of finite size, exhibiting stochastic effects that may play a sizable role to the 

accuracy of the replicator equation. For a long time, areas in physics try to analyze the 

impact of stochastic effects in finite-size systems. However, the majority of the studies 

on stochastic evolutionary dynamics in finite populations, have been performed mostly 

numerically. For example, individual-based computer simulations frequently include 

finite-size populations, which naturally integrate such stochastic effects. In these, 

several levels of selection were implemented and tested, ranging from a strong selection 

framework captured by the finite-population equivalent to the replicator dynamics to 

an extreme selection pressure reflected by imitation dynamics, used as a metaphor for 

cultural evolution [29], [30]. 

A process that takes into consideration the random drifts in the selection mechanism of 

a finite population is the Moran process. The corresponding microscopic dynamics is 

characterized by three simple steps [31]: 

1. Selection: An individual from the entire population is chosen to reproduce, with 

probability proportional to its fitness. 

2. The individual produces one identical offspring. 

3. The offspring replaces an existing individual randomly. 

One may think of the Moran process as a random walk that moves towards the direction 

of the strategy that is optimal given the population state [30]. The fitness of an 

individual in the original Moran process is genetically determined, independent of the 

frequency of the individual’s strategy, and is not affected by interactions with others 

inside the population. The fitness is generalized in order to study evolutionary dynamics 

in finite populations, by making it dependent on the frequency of the strategy inside the 

population. This leads to a new definition of the ESS concept, when dealing with finite 

populations: (a) rare mutants cannot invade the strategy and (b) the probability that a 

rare mutant strategy overtakes the resident one is smaller than it is for random drift.  

5.5. Problem Formulation 

5.5.1. Game Formulation 

In the scenario studied in this paper we consider the uplink transmission of a resource 

constrained 5G network shown in Figure 5. 2. Without loss of generality the analysis 

has been limited to the uplink direction. However, given that the operations for both 

directions are similar, the same procedure can be applied to the downlink direction. UEs 

with strict priority service requirements (e.g., Low Latency eMBB applications such as 

augmented reality with 5QI value equal to 80 as shown in Table 5. 1) initiate the PDU 

Session Establishment process by transmitting the relevant request to the AMF. The 

AMF contacts the SMF, which in turn checks whether the UE requests are compliant 

with the user subscription. Once subscription information has been verified the SMF 

selects a UPF to serve the PDU Session. The related QoS information (QoS profile, QoS 
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rules, PDRs) is then provided to the involved entities (RAN, UE, UPF). The selection of 

the UPF and MEC facility where the sessions will be terminated is a key decision 

determining the network and compute resources required to support the corresponding 

services. In contrast to conventional systems where these decisions are calculated by a 

central authority, the proposed scheme assumes that these decisions are taken in a 

distributed manner.  

Specifically, in the present study we consider a set of 𝑁 UEs each one requesting the 

establishment of a service with strict QoS characteristic (i.e., 5QI value 80). For this 

type of service, all UEs will have the incentive to be interconnected with an AS hosted 

in a local MEC facility. As the network is resource constrained, the demands of all 

applications cannot be addressed in this location and, therefore, a portion of user 

requests is forwarded to a more centralized cloud facility. To keep the analysis tractable, 

we consider two compute node classes. However, the analysis, can be extended to 

address scenarios with multiple ASs hosted at different locations. Therefore, two 

possible ASs are available for selection by the UEs: 

A closely located AS (CL-AS) hosted at a MEC facility. This AS is connected to the 6G 

system using a UPF node that is also placed close to the edge. This type of 

implementation has been primarily envisioned by the MEC forum as an obvious 

approach to reduce service latencies.  

A remotely located AS (RL-AS) hosted at a central cloud facility. In this case, the UPF 

node is placed deeply into the network. To support services with strict latency 

constraints the underlying network resources are also adjusted. In this case, network 

switches take appropriate actions (i.e., assign these flows to a higher priority queuing 

port than the standard, as shown in the lower part of Figure 5. 2) to compensate the 

increased path length interconnecting UEs with the RL-ASs.  

We will formulate the problem using the concepts of the Moran process described in 

Section 5.4(A), for the following reasons: 

- It assumes a finite population, thus it maps to the number of UEs in our case 

- The changes in the population occur at each timestep. At each timestep the network 

metrics can be used to update the decisions of the UEs. 

- At each timestep only one UE reconsiders its strategy, thus the exchanged information 

for the policy update does not overwhelm the network. 

Each UE selects one of the two available ASs for termination and depending on their 

choice, they receive a payoff that quantifies the satisfaction level associated with that 

choice. The evolution of the strategies is governed by the following evolutionary process. 

At each time step, a random UE is chosen from the entire population to update its 

strategy. The UE measures its payoff and imitates with some probability an opponent, 

that is a randomly chosen UE from the rest of the population. This probability depends 

on the payoff difference of the two UEs and is given by the Fermi distribution [29]: 

𝑝 =
1

1 + 𝑒−𝑤(𝜋𝐴−𝜋𝐵)
 

(1) 

In (1), 𝜋𝐴, 𝜋𝐵 are the payoffs of the UE of interest and its opponent respectively. 

According to this equation a UE will imitate the strategy of its opponent with probability 

higher than ½ if its payoff is lower than the payoff of its opponent. 
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Now let 𝑖 be the number of UEs that are currently choosing the CL-AS. The remaining 

𝑁 − 𝑖 users will be allocated to the RL-AS. According to the proposed evolutionary 

dynamics model, at each time step, the population 𝑖 can change at most by one. Hence, 

assuming that the system is in state (𝑖, 𝑁 − 𝑖), the transition probability to state (𝑖 +

1,𝑁 − 𝑖 − 1) will be given by 

𝑃𝑖,𝑖+1 =
𝑖

𝑁

𝑁 − 𝑖

𝑁

1

1 + 𝑒−𝑤(𝜋𝐻𝑃(𝑖)−𝜋𝐿𝑃(𝑖))
 

(2) 

Similarly, the probability that the system will move to state (𝑖 − 1,𝑁 − 𝑖 + 1) is:  

𝑃𝑖,𝑖−1 =
𝑖

𝑁

𝑁 − 𝑖

𝑁

1

1 + 𝑒+𝑤(𝜋𝐶𝐿(𝑖)−𝜋𝑅𝐿(𝑖))
 

(3) 

Finally, the probability that the UEs will remain at the same service class will be given 

through: 

𝑃𝑖,𝑖 = 1 − 𝑃𝑖,𝑖+1 − 𝑃𝑖,𝑖−1 (4) 

In (2)-(4), 𝑤 is the intensity of selection which governs, how much influence has the 

payoff to the adaptation process. According to these probabilities a UE will imitate the 

strategy of its opponent with probability higher than ½ if its payoff is lower than the 

payoff of its opponent.  

5.5.2. Payoff Function 

 A key parameter affecting the performance of the proposed model is the selection of the 

appropriate cost function. Since we are interested in identifying the optimal tradeoff 

between compute and network utilization, we formulate the payoff function for each UE 

as the sum of the total compute and network resources needed to carry out its request. 

The payoff that each UE receives when it selects an CL or RL AS is given by:  

𝜋𝐶𝐿(𝑖) =
ℎ𝑐 + ℎ𝑛

ℎ𝑐 ∙ 𝐶𝑃𝑈𝐶𝐿(𝑖) + ℎ𝑛 ∙ 𝑁𝐸𝑇𝐶𝐿(𝑖)
 

(5) 

 

𝜋𝑅𝐿(𝑖) =
ℎ𝑐 + ℎ𝑛

ℎ𝑐 ∙ 𝐶𝑃𝑈𝑅𝐿(𝑁 − 𝑖) + ℎ𝑛 ∙ 𝑁𝐸𝑇𝑅𝐿(𝑁 − 𝑖)
 

(6) 

In equations (5) and (6), 𝐶𝑃𝑈𝑠 and 𝑁𝐸𝑇𝑠 correspond to the compute and network 

impact, respectively, of the two available choices 𝑠 (𝑠 ∈ {𝐶𝐿, 𝑅𝐿}), ℎ𝑐 and ℎ𝑛 are biasing 

factors that sum to 1, which can be determined according to the resource (CPU or 

(0,N) (i,N-i)
(i+1,N-

i-1)
(N,0)

(i+1,N-
i-1)

(i-1,N-
i+1)

P (i)P (i-1)

P (i)

P (0) P (i-2) P (i+1) P (N-1)

P (i-1)P (1) P (i+1) P (i+2) P (N)

+ ++ + ++

- -- - - -
 

Figure 5. 4: UE population state transition probability. 
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network) will be given advantage to. 𝐶𝑃𝑈𝑠 and 𝑁𝐸𝑇𝑠 are evaluated using a profiling 

process carried out over an operational 5G testbed described in Section 5.6. 

5.5.3. Dynamics of Adaptation Process 

In order to find the dynamics of the stochastic process described above, first, we 

formulate the master equation of the Markovian chain described in Figure 5. 4: 

𝑘𝜏+1(𝑖) − 𝑘𝜏+1(𝑖)
= 𝑘𝜏(𝑖 − 1)𝑃+(𝑖 − 1)
+ 𝑘𝜏(𝑖 + 1)𝑃−(𝑖 + 1)
− 𝑘𝜏(𝑖)𝑃+(𝑖) − 𝑘𝜏(𝑖)𝑃+(𝑖) 

(7)  

Where 𝑘𝜏(𝑖) is the probability that the system is in state 𝑖 at time 𝜏, and 𝑃+(𝑖), 𝑃+(𝑖) are 

the transition probabilities 𝑃𝑖,𝑖+1 and 𝑃𝑖,𝑖−1 respectively. We shift the variables by 

introducing the notations: 𝑥 = 𝑖 𝑁⁄ , 𝑡 = 𝜏 𝑁⁄ , 𝑑(𝑥, 𝑡) = 𝑁𝑘𝜏(𝑖) (probability density 

function). Eq. (8) yields to the form: 

𝑑 (𝑥, 𝑡 +
1

𝑁
) − 𝑑(𝑥, 𝑡)

= 𝑑 (𝑥 −
1

𝑁
, 𝑡) 𝑃+ (𝑥 −

1

𝑁
)

+ 𝑑 (𝑥 +
1

𝑁
, 𝑡) 𝑃− (𝑥 +

1

𝑁
)

− 𝑑(𝑥, 𝑡)𝑃+(𝑥)
− 𝑑(𝑥, 𝑡)𝑃+(𝑥) 

(8)  

For large populations (N>>1), the expansion of the probability density and the 

transition probabilities leads to the Fokker-Planck Equation [32] (See Appendix A): 

𝜕

𝜕𝑡
𝑑(𝑥, 𝑡)

= −
𝜕

𝜕𝑥
[(𝑃+(𝑥) − 𝑃−(𝑥))𝑑(𝑥, 𝑡)]

+
1

2

𝜕2

𝜕𝑥2
[
𝑃+(𝑥) + 𝑃−(𝑥)

𝑁
𝑑(𝑥, 𝑡)] 

(9) 

With drift coefficient  𝜇(𝑥) = (𝑃+(𝑥) − 𝑃−(𝑥)) and diffusion coefficient 𝜎2(𝑥) =
𝑃+(𝑥)+𝑃−(𝑥)

𝑁
 . The drift describes the average motion of the system, while the diffusion 

“widens” the probability distribution in the course of time. From this, we can extract a 

Langevin equation, after implementing the Ito calculus (noise is uncorrelated with time) 

[33]: 

�̇� = 𝜇(𝑥) + 𝜎2(𝑥)𝜉 (10)  

where 𝜉 corresponds to uncorrelated Gaussian noise.  For large populations, the 

diffusion term vanishes and under weak selection (𝑤 << 1) this AS selection process 

can be approximated by the replicator dynamics equation (1..a) written in the following 

form [29] (see Appendix B): 

�̇�(𝑡) = 𝑥(𝑡)(1 − 𝑥(𝑡)) (𝜋𝐶𝐿(𝒙(𝑡)) − 𝜋𝑅𝐿(𝒙(𝑡))) (11) 
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with 𝑥 being the percentage of population adopting the CL strategy that is equal to 𝑥 =

𝑖/𝑁. When multiple AFs interact, the above analysis leads to the multi-population model 

of the replicator equation, described in Section 5.4.  

5.5.4. Stability Analysis 

According to the replicator equation the population evolves until it reaches a situation 

where all individuals gain reach the same payoff, and thus have no incentive to deviate 

from their current strategy. When this happens, the population has reached an 

equilibrium. Evolutionary equilibrium is defined as the fixed point of the replicator 

dynamics. In the single-population replicator dynamics defined in (12) two types of 

evolutionary equilibrium, namely, boundary evolutionary equilibrium and interior 

evolutionary equilibrium exist. The boundary evolutionary equilibrium corresponds to 

the case where there exists a population share 𝑥𝑖  =  1, while 𝑥𝑗 =  0 for all 𝑖 ≠  𝑗 ∈  𝑠. 

The interior equilibrium 𝑥∗ corresponds to the case where we have 𝑥𝑖   ∈  (0, 1), ∀𝑖 ∈  𝑆. 

The boundary equilibria are not stable in the sense that any small perturbation will 

make the system deviate from the equilibrium state. 

To evaluate the stability of the interior evolutionary equilibrium, the eigenvalues of the 

Jacobian matrix corresponding to the replicator dynamics need to be evaluated. The 

system is stable if all eigenvalues have a negative real part. With the analytical 

expressions obtained from the stochastic geometry-based analysis, the stability of the 

equilibrium is analytically tractable in some cases.  

As we have one system equation, an equivalence to this condition is that the Jacobian 

should be negative definite. To this end, we first denote by 𝑓 the right hand side of (12) 

Accordingly, we have: 

𝑑𝑓

𝑑𝑥

= 𝑥(1 − 𝑥)(
𝑑𝜋𝐶𝐿(𝒙(𝑡))

𝑑𝑥
−
𝑑𝜋𝑅𝐿(𝒙(𝑡))

𝑑𝑥
)

+ (1 − 2𝑥) (𝜋𝐶𝐿(𝒙(𝑡)) − 𝜋𝑅𝐿(𝒙(𝑡)))⏟                
0 𝑎𝑡 𝑒𝑞𝑢𝑖𝑙𝑙𝑖𝑏𝑟𝑖𝑢𝑚 𝑝𝑜𝑖𝑛𝑡

 

(12)  

Consequently, the stability of the equilibrium point is highly affected by the payoff 

function. In section VI we extract the relations for the CPU and network consumption, 

and substitute the results to Eq. (6) and (7). Then, we calculate the derivates of  

𝜋𝐶𝐿(𝒙(𝑡)) and 𝜋𝑅𝐿(𝒙(𝑡)) (see Appendix) and substitute the results to Eq. (13). We obtain 

that 
𝑑𝑓

𝑑𝑥
 is strictly negative for any non-zero value of 𝑥. This means that all the interior 

equilibrium points are stable.  

The stability analysis for the case of multiple AFs, differs from the single-population 

case. According to [28], no interior population state can be stable in the multi-

population replicator equation. This means that for each AF population of UES, the only 

one strategy will eventually be present in the equilibrium state. 

5.5.5. From infinite to finite population  

If we take the number 𝑖, 𝑖 ∈  {0, 1, . . . , 𝑁}, as the state of the population, then the state 

evolves as a Markov chain. Boundary states 𝑖 =  0 and 𝑖 =  𝑁 are absorbing, in the sense 
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that if the system reaches one of these, it will remain there forever. It can be seen that 

all other states 𝑖 =  1, 2, . . . , 𝑁 −  1 are transient. Fixation, i.e., the chain eventually 

entering one of the absorbing states, will happen with probability 1 [28]. However, a 

sufficiently large expected fixation times may indicate co-existence [30]. In general, the 

fixation probability to reach the absorbing state with 100% UEs terminating their 

connection at the CL-AS given that the initial state is 𝑘 can be written as in [29] and 

[34]:  

𝑥𝑘 =
1 + ∑ ∏  𝛾𝑚

𝑙
𝑚=1

𝑘−1
𝑙=1

1 + ∑ ∏  𝛾𝑚
𝑙
𝑚=1

𝑁−1
𝑙=1

 
(13)  

with 

𝑥1 =
1

1 + ∑ ∏  𝛾𝑚
𝑙
𝑚=1

𝑁−1
𝑙=1

 
(14) 

In (15), 𝛾𝑖 is defined through the following equation: 

𝛾𝑖 =
𝑃𝑖,𝑖−1
𝑃𝑖,𝑖+1

= 𝑒−𝑤(𝜋𝐻𝑃(𝑖)−𝜋𝐿𝑃(𝑖)) 
(15)  

Due to the stochastic character of the strategy update, a single mutant with a more 

beneficial strategy may be eliminated after a few time steps in a uniform population. 

Thus, the fixation probability of a single initial mutant (𝜌) in combination with the 

payoff difference of the two strategies in the initial state can give us significant 

information on the evolutionary stability of the system. We denote with 𝜌𝐶𝐿 = 𝑥1 , 𝜌𝑅𝐿 =

1 − 𝑥𝑁−1 the fixation probability of one initial UE in the population that terminates its 

connection at the CL-AS and RL-AS, respectively, and 𝜌𝑁𝐷 = 1/𝑁 is the fixation 

probability of a random drift, that is the neutral case where at each timestep, a UE 

updates its strategy by imitating another random UE from the population. According to 

[35], where the authors analyze the possible evolutionary scenarios of the Moran 

process, if 𝑔𝑖 = 𝜋𝐶𝐿(𝑖) − 𝜋𝑅𝐿(𝑖) is the payoff difference of the two strategies at state 𝑖, 
there are four possible outcomes:  

1. Domination of CL-strategy: In this case, the following relation holds 

𝜌𝑅𝐿 < 𝜌𝑁𝐷 < 𝜌𝐶𝐿   , 𝑔1 > 0,   𝑔𝑁−1 > 0 (16)  

indicating that there is no interior equilibrium point. 

2. Domination of RL-strategy: As in case 1, an interior equilibrium point does not 

exist: 

𝜌𝑅𝐿 > 𝜌𝑁𝐷 > 𝜌𝐶𝐿   , 𝑔 < 0,   𝑔𝑁−1 < 0 (17)  

3. Coexistence 

𝜌𝑅𝐿 > 𝜌𝑁𝐷 , 𝜌𝐶𝐿 > 𝜌𝑁𝐷  , 𝑔1 > 0,   𝑔𝑁−1 < 0 (18)  
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The interior equilibrium point of replicator dynamics is stable.  

4. Bi-stability 

𝜌𝐶𝐿 < 𝜌𝑁𝐷 , 𝜌𝑅𝐿 < 𝜌𝑁𝐷   , 𝑔1 < 0,   𝑔𝑁−1 > 0 (19) 

The interior equilibrium point of replicator dynamics is unstable. 

A comparison of 𝜌𝐶𝐿 and 𝜌𝑅𝐿 is also of interest in favor of which strategy the process 

spends more time. The system spends longer in the strategy for which the corresponding 

𝜌 is greater (because this strategy needs less invasion attempts to fixate).  

5.6. 5G System Profiling 

In the present study, the policy adaptation process relies on EGT.  The EGT model 

requires at each timestep a random matching between two UEs. Figure 5. 5 presents 

the overall proposed procedure, that can be summarized in the following steps:  

1. AF is informed regarding the throughput of each UE, and the CPU-usage of the 

servers that fulfilled the requests. NWDAF collects utilization statistics of the 

network and compute resources.  

2. The NWDAF subscribes to NEF to publish the collected metrics to other NFs. 

3. CHF calculates the network/compute costs based on the statistics published by 

the NWDAF. The relevant results are exposed through NEF to the AF. 

4. Each AF calculates its payoff function and updates its strategy adopting the EGT 

model. 
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Figure 5. 5: Strategy Adaptation Process 
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5. AF informs the PCF to update its policy rules.  

6. PCF informs SMF, AMF and subsequently UPF to update QoS profiles and apply 

traffic steering and prioritization rules according to the new profiles. The new 

profile indicates whether a UE in the population changed the AS that it was 

connected to. 

This procedure is repetitive. The timestep between two repetitions is related to the time 

elapsed for the six above steps to be completed. 

In the following we describe the 5G Platform and the cost function that was used for the 

evaluation of the EGT scheme. 

5.6.1. 5G Platform Description 

To evaluate the evolutionary service connection establishment problem, an open source 

5G platform has been deployed over a virtualized private data center network managed 

by Openstack. The RAN segment of the 5G testbed platform relies on UERANSIM [36] 

while the core functionality is provided through Free5GC [37]. Servers hosting 

virtualized NFs are interconnected with an SDN controlled electro-optical switch 

(Aruba JL323A) using 10GBASE-T copper and 10G SFP+ ports through an external 

module (JL085A). This switch provides the ability to perform real-time traffic 

classification into eight priority levels mapped to eight different queues.   

The 5G network deployment and the associated infrastructure connectivity used for the 

experimentation is shown in Figure 5. 6. Virtual Machines (VMs) hosting UPF and AS 

functionalities have been also placed at the same physical machine (Dell R740). The AS 

for both the local and the remote deployment is supported by the same resources 

whereas for the UPFs different sizing options are available. These options along with 

the key configuration parameters of the VMs are shown in Table 5. 2.  
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Figure 5. 6: a) 5G network deployment and infrastructure connectivity b) Servers/switch 
used in the experimentation 
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To perform the experimentation a set of UEs is created requesting the establishment of 

end-to-end connections through the UPF to the AS. For the AS a simple FTP server has 

been deployed and users request the transfer of large files. The compute/network 

resources of the system are monitored through Prometheus [38] and visualized using 

Grafana [39]. An example of a generated traffic pattern per UE and the associated CPU 

utilization for the UPF is shown in Figure 5. 7. 

5.6.2. Evaluation Process 

To evaluate the performance of the problem an extended experimentation campaign has 

been performed. The relevant measurements have been used to quantify compute and 

network resources used by the 5G network to support the required UE connectivity. 

Measurements have been recorded for a range of 1 up to 10 UEs per gNB requesting the 

establishment of services with different data rates. All UEs (applications running on the 

UEs) are treated equally by the 5G system as the same QoS configuration has been 

applied to all slices.  

The impact of the number of UEs (all having the same service requirement) on the CPU 

utilization of VMs hosting the UPF under different sizing options is shown in Figure 5. 

8. We observe that the CPU consumption scales almost linearly with the number of the 

connected UEs. It is also obvious that the sizing option of the VM that hosts the UPF 

 

Figure 5. 7: UE traffic and CPU utilization  for the VM hosting a UPF NF 

 

 

Table 5. 2 

VM CONFIGURATIONS FOR THE VM HOSTING UPF 

VM No of CPU Cores RAM [GB] Storage [GB] 
Small 1 2 20 
Medium 2 4 40 
Large 4 8 80 
X Large 8 16 160 

 



Chapter 5: Distributed Service Provisioning for 6G Network Infrastructures 

82 

 

affects the CPU consumption. The higher the processing capabilities of the VM, the 

lower is the CPU consumption to carry the UE request.  

We then evaluate the impact of network slicing achieved through queuing prioritization 

on the requested service connections. As most of the contemporary switches support 

only statistical slicing, a critical parameter that needs to be evaluated is the level of 

isolation achieved when multiple 5G network slices are established over the same 

network switches. At this point it should be mentioned that the analysis is limited only 

to backhaul traffic (gNB-UPF through N3 connections, UPF-UPF through N9 

interfaces) as we have assumed that all building blocks (RU, DU, CU) of the gNB are 

hosted in the same machine. Therefore, the fronthaul/midhaul traffic is implemented 

through virtual network interfaces. The same holds for UPF-DN interfaces as the 

associated VMs run also on the same physical server.  

To evaluate the impact of network slicing policies on the requested services, we have 

considered multiple UEs – AS connection scenarios terminated either at the MEC or the 

central cloud. To implement network slicing we assign connections to different queues 

of the switch. For simplicity reasons we have considered only two queues (a high priority 

(HP) namely Q8 and low priority (LP) namely Q3) but the analysis can be extended to 

multiple queues. The Q8 queue is served in a strict method, meaning that it gets all the 

bandwidth it needs, and any remaining bandwidth is shared among the non-strict 

queues based on their need and their configured bandwidth profiles. The Q3 queue, is 

configured with 30% guaranteed minimum bandwidth (GMB) of port throughput.  

The SDN controller of the switch based on the recommendations received from the AF 

can either assign traffic connections to HP queue Q8 in order to carry time sensitive 

requests or to the LP queue (Q3) in case latency constraints are relaxed. To evaluate the 

performance of these two queuing policies we classify UE connections in two types: HP 

UEs assigned to the Q8 and LP UEs assigned to Q3. Other configurations can be also 

supported based on the scenario and traffic type. In total, 10 UEs were emulated by the 

 

Figure 5. 8: CPU utilization for 4 VMs with different characteristics in terms of cpu, memory 
and disk. 
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UERANSIM, with all possible Q8 an Q3 combinations, and their achieved throughput 

was recorded. The experiment was repeated 10 times to increase statistical validity.  

Figure 5. 9 shows the average throughput of the two UE types. The throughput of the 

Q8 queue connections follows a power trendline curve with negative exponent, that is 

well aligned with the relevant theoretical models [40]. However, the throughput of the 

Q3 queue connections, follow a more linear response. This is due to that, when there are 

Q8 queue connections in the system, only a small percentage of the switch port available 

bandwidth (30%) is allocated to the Q3 queue, that is shared between the UEs inside 

the queue. It should be noted that network dimensioning and optimized capacity 

allocation per queue is out of the scope of the present study.  

5.6.3. Cost and Charging Functions  

Taking into consideration the values obtained from Figure 5. 8., we can approximate 

the relation of a node’s CPU consumption (𝐶𝑃𝑈𝑠) with the traffic 𝑞 that traverses the 

node using a linear function: 

𝐶𝑃𝑈𝑠(𝑞) = 𝑎𝑠𝑞 + 𝛽𝑠 (20) 

 

Figure 5. 9: Average throughput of the high and low priority queues. 

 

 

Table 5. 3 

CPU COST FUNCTION APPROXIMATION RESULTS OF FIGURE 5. 8 

VM 𝒂𝒔 𝜷𝒔 RMSE 
Small 0.07 0.05 0.9893 
Medium 0.03 0.06 0.9573 
Large 0.02 0.05 0.9873 
X Large 0.008 0.03 0.9545 
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Where 𝑎𝑠, 𝛽𝑠 depend on the type of the node (depending on whether it connects to a 

small, medium, large or xlarge VM). Table 5. 3 depicts the parameters 𝑎𝑠, 𝛽𝑠 of the 4 

types of VMs, with the Root-Mean-Square Error (RMSE) of the fitting curve. 

From Figure 5. 9 we can extract the relationship of the throughput and the traffic (𝑞) 
that traverses the HP (Q8) and LP (Q3) queues. As before, we can have the relations:  

𝑁𝐸𝑇ℓ(𝑞) =
𝐷

𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡ℓ
=

𝐷

𝑎ℓ𝑞
−𝛽ℓ

, ℓ = 𝐻𝑃, 𝐿𝑃 (21) 

Where D is the size of the requested file and 𝑎ℓ, 𝛽ℓ,are positive constants that depend on 

the type of queuing policy adopted. Table 5. 4 shows the approximation of these 

parameters for the 2 types of queues together with their approximation error (RMSE).  

5.7. Numerical Results 

5.7.1. Simulation with Experimental Values 

This section presents simulation results to validate our theoretical findings and evaluate 

the performance of the proposed model. To achieve this, we assumed a system with a 

UPF directing traffic to a local MEC and the CC. The local MEC is lightweight (hosting 

a small VM) whereas the CC has higher processing capabilities (hosting a medium VM). 

The UEs that choose the CL-AS strategy are served by the local MEC, whereas the others 

that choose the RL-AS are served by the CC. Inside the UPF, the transport level marking 

of QoS Flows to IP-Flows is equivalent to the JL323A Aruba 2930M switch that we 

measured before. The QoS Flows marked with CL-AS were served by the Q8 queue of 

the UPFs, whereas the RL-AS Flows were served by the Q3 Queue.   

From Eq. (6), (7), (14) and (15) we calculate 𝜌𝐻𝑃 = 0.2016, 𝜌𝐿𝑃 = 0.1509, 𝑔1 = 1,2777 

and 𝑔𝑁−1 = −0.7359. This means that if the population of UEs was infinite, the system 

would have a stable interior equilibrium where both strategies would gain the same 

payoff, so they would co-exist (Eq. (19)). In case of only 10 UEs the system will oscillate 

around this equilibrium point. According to the replicator equation the interior 

equilibrium point for an infinite population is  𝑥∗ = 0.4731. It is worth noting that this 

is in agreement with the numerical implementation: if we calculate the payoff difference 

ℎ𝑖 for all the possible states of the system of 10 UEs we find that the state that minimizes 

this difference is when 5 UEs choose MEC and 5 CC.  

Figure 5. 10 shows the results of our proposed scheme. As we observe in Figure 5. 10 

(a) the system oscillates around the theoretical state given by replicator equation (5UEs 

in MEC, 5 in CC), and succeeds in finding the stable equilibrium, where the 

minimization of the payoff difference happens. Figure 5. 10 (b) depicts how the payoffs 

of the two strategies evolve in time, with respect to the initial state. We see that in the 

Table 5. 4: 

NETWORK COST FUNCTION APPROXIMATION RESULTS OF FIGURE 5. 9 

Queues 𝒂ℓ 𝜷ℓ RMSE 
HP (Q8) 111.75 0.954 0.9999 
LP (Q3) 34.133 0.392 0.9749 
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equilibrium the two strategies obtain the same payoff, indicating the fairness of the 

algorithm. The impact of the proposed scheme in the compute and network resources 

is shown in Figure 5. 11. It is evident that the algorithm reduces effectively the total 

compute resources by approximately 25%, while maximizing the average UE 

throughput.  

As it was expected, the results indicate, that some UEs will eventually be served by the 

CC, in order to minimize the CPU consumption and thus the power consumption of the 

servers used to carry the request. Figure 5. 12 depicts the dependence of the interior 

equilibrium from the compute parameters. Specifically, we can see how the processing 

capabilities of the system affect the interior equilibrium. As the remote processing 

capabilities increase, the interior equilibrium is pushed towards the CC strategy that in 

this case is more favorable than the MEC strategy (the fixation probability of the MEC 

strategy decreases, and that of the CC strategy increases).   

 

(a) 

 

(b) 

Figure 5. 10: (a) Evolution of the number of UEs inside the population (b) Evolution of 

the payoff of the two strategies in relation with the initial state. 
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To validate the performance of our proposal, we compared our results with a baseline 

centralized algorithm having global knowledge of the system. In this baseline approach, 

the payoff function is known in advanced. The algorithm iterates through all possible 

states of the system and chooses the one that minimizes the selected cost function. The 

cost function is identical to that used by the EGT model in Section 5.5(B). The objective 

of the algorithm is to maximize the average payoff of the two strategies, while 

guaranteeing throughput fairness for the UEs. In order to evaluate how compute and 

network resources impact the allocation of the UEs to the different ASs, we run the 

algorithm for three different scenarios. First, we set the weighted parameter ℎ𝑛 of the 

payoff function to zero, so that the algorithm minimizes the total CPU consumption. For 

the second scenario, the algorithm tries to maximize the throughput of the UEs (ℎ𝑐 
parameter is set to zero), while taking into consideration the fairness between them. 

The results are shown in Figure 5. 13.  The CPU-minimization algorithm converges to 

the state where all UEs are served at the CC, in this state the CPU consumption is 

minimized (40% of the total CPU used) and all UEs gain the same throughput. However, 

the queue of the switch that serves the CC UEs is overloaded, resulting in poor average 

 

 

Figure 5. 11: Impact of the proposed scheme on the compute (MEC and CC) and network 
resources. 
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throughput for the UEs (12,5 MB/s). The second algorithm (Throughput Fairness) 

iterates through all possible states of the system and picks the one that maximizes the 

throughput of the UEs while securing fairness among them. In our example, this 

happens when 6 UEs are served by the MEC and 4 by the CC. In this case, the UE’s 

throughput increases, achieving almost equal throughput for each strategy, but so is the 

system’s CPU consumption. Both costs were equally considered for the third case. The 

centralized approach provides the lower combined network and compute cost. The 

fairness of the method is provided through an upper limit for the accepted difference 

between the costs of the two strategies. The lower the limit, the more fair the algorithm 

becomes. Finally, the proposed scheme that is based on EGT, is also depicted in  Figure 

5. 13. The performance of the EGT scheme is similar to that achieved through the 

centralised optimization approach, and can provide even better fairness among the UEs, 

without the requirement to provide explicit limits. This is due to the nature of the 

replicator equation that terminates the evolution, when every agent in the population 

has no incentive to deviate from its strategy. Note that the most important advantage of 

the proposed scheme is its distributed nature that eliminates the need of global system 

knowledge. Centralized optimization requires that the cost function is already known 

for all the possible states of the system, something that may not be feasible in dynamic 

environments.  On the other hand, the payoffs are provided to the AF at each repetition 

of the algorithm. The strategy adaptation process in the proposed EGT-based algorithm 

does not rely on the knowledge of the strategy selection of the other players. For the 

evolution a UE requires a random matching with an opponent. Therefore, the amount 

of information exchange is reduced. The Afs strategies are randomly matches and stop 

the evolution process, if all payoffs are equal or differ by a small quantity.   

Finally, it is important to test the validity of our proposed scheme in different traffic 

scenarios. In order to do this, we implemented the algorithm for different UE requested 

data rates (𝑅), as shown in Figure 5. 14. From the results we see that for UE requested 

data rates above 30MB/s, 5 UE mitigate to the CC strategy. The system in this case is 

over-loaded and cannot offer the requested rate to the UEs. In this case, our scheme 

 

Figure 5. 12: Dependence of the interior equilibrium from the processing capabilities of the 
CC. 
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tries to offer fairness among the UEs, while minimizing the CPU consumption. As the 

requested data rate decreases, more UEs can choose the CC strategy, in order to 

minimize further the CPU consumption.   

5.7.2. Extended simulation with multiple AFs 

It is important to validate the behavior of the proposed scheme under the existence of 

multiple AF instances. For this purpose, we divided the population of the UEs in two 

groups, with each group allocated to one AF. All UEs are initially served at the MEC, 

when one random UE in each group switches to the CC. The game begins, and at each 

timestep one UE updates its strategy by observing another UE in the population as in 

the previous case. The difference here occurs due to that the population of the UEs is 

not well-mixed, as in the case of classical Moran process. The UEs that belong to 

different AFs cannot be matched. The spatial relationship of the UEs (whether they 

belong to the same AF or not) is depicted with the help of a weight matrix 𝑊𝑁𝑥𝑁, where 

𝑤𝑖𝑗 is the probability that 𝑗 UE will be selected as opponent of 𝑖 UE. As it is obvious 𝑤𝑖𝑗 =

0 if 𝑖, 𝑗 belong to different AFs. Figure 5. 15 compares the evolutionary process for the 

cases of one and two AFs. The payoff function is constructed with the experimental 

values as before. The scenario with one AF converges quickly to the interior equilibrium 

that was predicted from the analysis of the single-population replicator equation. The 

important point to note for the case of two AFs is that although it takes more time to 

converge, it converges to the exact equilibrium (it doesn’t oscillate around it). The 

explanation behind this comes from the stability analysis of the multi-population 

replicator equation. As it was mentioned in section 5.5(D) each group of UEs will 

ultimately be redirected to one of the two strategies. When this happens, there will be 

no mutant, i.e. a UE with different strategy, in each population for the update process 

to continue, so the evolutionary process will end, and no oscillations will emerge. 

Finally, the results confirm that the total compute and network resource consumption 

 

Figure 5. 13: Performance of the proposed scheme versus central baseline algorithm. 
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is reduced (Figure 5. 15 (c) and (d)), as in the case of a well-mixed population of UEs. 

The same procedure applies to more AFs, by altering the weight matrix, and increasing 

the number of the UE population.  

5.8. Summary 

6G systems are expected to operate in a fully distributed manner allowing applications 

to directly intervene in the system decision-making processes. To address this need, this 

paper proposes a novel scheme based on EGT that allows AFs to control UE 

applications. This will enable them to dynamically select their service strategy, in order 

to optimize the QoE delivered to the end users minimizing at the same time charging 

related costs. The scheme has been designed using realistic constraints and cost 

functions and was evaluated over a real cloud-based 5G testbed. The overall scheme can 

minimize the total compute resources by approximately 25%, while offering the highest 

available throughput to each UE in a fair matter.  

R=Unlimited R=30MB/s R=20MB/s R=10MB/s R=1MB/s

MEC

CC

 

Figure 5. 14: Performance of the proposed scheme in different traffic scenarios. 
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(a) 

 

(b) 

  

(c) 

 

(d) 

Figure 5. 15: (a) Evolution of the UEs population under the control of one or two AFs. (b) 
Evolution of each AF’s population of UEs that are served at MEC facility. Impact of the proposed 
scheme on (c) the compute (MEC and CC) and (d) network resources. 
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Appendix 

A. Derivation of Fokker-Planck Equation 

The Taylor expansion of the probability density around 𝑡 and 𝑥 is respectively: 

𝑑 (𝑥, 𝑡 +
1

𝑁
) ≈ 𝑑(𝑥, 𝑡) +

1

𝑁

𝜕

𝜕𝑡
𝑑(𝑥, 𝑡) 

 

(22
) 

𝑑 (𝑥 +
1

𝑁
, 𝑡) ≈ 𝑑(𝑥, 𝑡) +

1

𝑁

𝜕

𝜕𝑥
𝑑(𝑥, 𝑡)

+
1

2𝑁2
𝜕2

𝜕𝑥2
𝑑(𝑥, 𝑡) 

 

(23
) 

The Taylor expansion of the transition probabilities around 𝑥 is:  

𝑃± (𝑥 +
1

𝑁
) ≈ 𝑃±(𝑥) ±

1

𝑁

𝜕

𝜕𝑥
𝑃±(𝑥)

+
1

2𝑁2
𝜕2

𝜕𝑥2
𝑃±(𝑥) 

(24
) 

 

Substituting the above expressions in Eq (9), we extract the following equation:  

𝜕

𝜕𝑡
𝑑(𝑥, 𝑡) = (−𝑑(𝑥, 𝑡)

𝜕

𝜕𝑥
𝑃+(𝑥) − 𝑃+(𝑥)

𝜕

𝜕𝑥
𝑑(𝑥, 𝑡) + 𝑑(𝑥, 𝑡)

𝜕

𝜕𝑥
𝑃−(𝑥) + 𝑃−(𝑥)

𝜕

𝜕𝑥
𝑑(𝑥, 𝑡))

+
1

2𝑁
(𝑑(𝑥, 𝑡)

𝜕2

𝜕𝑥2
𝑃+(𝑥) + 2

𝜕

𝜕𝑥
𝑃+(𝑥)

𝜕

𝜕𝑥
𝑑(𝑥, 𝑡) + 𝑃+(𝑥)

𝜕2

𝜕𝑥2
𝑑(𝑥, 𝑡)

+ 𝑑(𝑥, 𝑡)
𝜕2

𝜕𝑥2
𝑃−(𝑥) + 2

𝜕

𝜕𝑥
𝑃−(𝑥)

𝜕

𝜕𝑥
𝑑(𝑥, 𝑡) + 𝑃−(𝑥)

𝜕2

𝜕𝑥2
𝑑(𝑥, 𝑡))

+ 𝑂 (
1

𝑁3
) +⋯ 

 

That can be written in the following form by neglecting the higher order terms of 𝑁: 

 

  

𝜕

𝜕𝑡
𝑑(𝑥, 𝑡)

= −
𝜕

𝜕𝑥
[−𝑑(𝑥, 𝑡)(𝑃+(𝑥) − 𝑃−(𝑥))]

+
1

2

𝜕2

𝜕𝑥2
(𝑑(𝑥, 𝑡)

𝑃+(𝑥) + 𝑃−(𝑥)

𝑁
) + 𝑂 (

1

𝑁3
)

+⋯ 

(25) 
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B. Derivation of Replicator Equation 

From Eq. (11), for large populations (𝑁 >> 1): 

 

�̇� = 𝜇(𝑥) + 𝜎2(𝑥)𝜉 
(26
) 

Substituting 𝜇(𝑥) = (𝑃+(𝑥) − 𝑃−(𝑥)) and 𝜎2(𝑥) =
𝑃+(𝑥)+𝑃−(𝑥)

𝑁
  into (26) results the 

following equation: 

�̇� = (𝑃+(𝑥) − 𝑃−(𝑥)) + lim
𝑁⟶∞

𝑃+(𝑥) + 𝑃−(𝑥)

𝑁
= (𝑃+(𝑥) − 𝑃−(𝑥)) 

 

(27) 

(27) after some calculations can be written in the following form: 

 

�̇� = 𝑥(1 − 𝑥) (
1

1 + 𝑒−𝑤(𝜋𝐶𝐿(𝑥)−𝜋𝑅𝐿(𝑥))
−

1

1 + 𝑒+𝑤(𝜋𝐶𝐿(𝑥)−𝜋𝑅𝐿(𝑥))
) 

= 𝑥(1 − 𝑥)(
𝑒+𝑤(𝜋𝐶𝐿(𝑥)−𝜋𝑅𝐿(𝑥)) − 𝑒−𝑤(𝜋𝐶𝐿(𝑥)−𝜋𝑅𝐿(𝑥))

2 + 𝑒𝑤(𝜋𝐶𝐿(𝑥)−𝜋𝑅𝐿(𝑥)) + 𝑒−𝑤(𝜋𝐶𝐿(𝑥)−𝜋𝑅𝐿(𝑥))
) 

= 𝑥(1 − 𝑥)(
sinh𝑤(𝜋𝐶𝐿(𝑥) − 𝜋𝑅𝐿(𝑥))

cosh𝑤(𝜋𝐶𝐿(𝑥) − 𝜋𝑅𝐿(𝑥)) + 1
)                    

= 𝑥(1 − 𝑥) tanh2𝑤(𝜋𝐶𝐿(𝑥) − 𝜋𝑅𝐿(𝑥))                             
 
 

Under weak selection (𝑤 << 1), we can substitute tanh 2𝑤(𝜋𝐶𝐿(𝑥) − 𝜋𝑅𝐿(𝑥)) with its 

Taylor expansion and thus extracting the replicator equation (neglecting the higher 

order terms of 𝑤): 

�̇� = 𝑥(1 − 𝑥)(2𝑤(𝜋𝐶𝐿(𝑥) − 𝜋𝑅𝐿(𝑥))

+ 𝑂(𝑤3)) 

(28
) 

 

C. Calculation of 𝜋𝐻𝑃(𝒙(𝑡)) and 𝜋𝐿𝑃(𝒙(𝑡)) derivates 

In (21) and (22) equations, we express traffic (𝑔) in terms of 𝑥: 

 

𝑞𝐶𝐿 = 𝑁𝑥 
(29
) 

𝑞𝑅𝐿 = 𝑁(1 − 𝑥) 
 

(30
) 

Now the derivatives of the payoffs can be calculated: 
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𝑑𝜋𝐶𝐿(𝒙(𝑡))

𝑑𝑥
=
𝑑

𝑑𝑥
(

ℎ𝑐 + ℎ𝑛

ℎ𝑐 ∙ (𝑎𝐶𝐿𝑁𝑥 + 𝛽𝐶𝐿) + ℎ𝑛 ∙
𝐷

𝑎𝐶𝐿(𝑁𝑥)
−𝛽𝐶𝐿

) 

= −(ℎ𝑐 + ℎ𝑛) ∙
ℎ𝑐𝑎𝐶𝐿𝑁 + ℎ𝑛 ∙

𝐷 ∙ 𝛽𝐶𝐿 ∙ (𝑁𝑥)
𝛽𝐶𝐿−1

𝑎𝐻𝑃

[ℎ𝑐 ∙ (𝑎𝐶𝐿𝑁𝑥 + 𝛽𝐶𝐿) + ℎ𝑛 ∙
𝐷

𝑎𝐶𝐿(𝑁𝑥)
−𝛽𝐶𝐿

]
2 < 0 

𝑑𝜋𝑅𝐿(𝒙(𝑡))

𝑑𝑥
==

𝑑

𝑑𝑥
(

ℎ𝑐 + ℎ𝑛

ℎ𝑐 ∙ (𝑎𝑅𝐿𝑁(1 − 𝑥) + 𝛽𝑅𝐿) + ℎ𝑛 ∙
𝐷

𝑎𝑅𝐿(𝑁(1 − 𝑥))
−𝛽𝑅𝐿

) > 0 

=

(ℎ𝑐 + ℎ𝑛) [ℎ𝑐𝑎𝑅𝐿𝑁 + ℎ𝑛 ∙
𝐷(𝑁(1 − 𝑥))𝛽𝑅𝐿−1

𝑎𝑅𝐿
]

[ℎ𝑐 ∙ (𝑎𝑅𝐿𝑁(1 − 𝑥) + 𝛽𝑅𝐿) + ℎ𝑛 ∙
𝐷

𝑎𝑅𝐿(𝑁(1 − 𝑥))
−𝛽𝑅𝐿

]
2 

Thus,  

𝑑𝜋𝐶𝐿(𝒙(𝑡))

𝑑𝑥
−
𝑑𝜋𝑅𝐿(𝒙(𝑡))

𝑑𝑥
< 0 
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6.1. Introduction 

Future mobile communication networks aim to offer services and applications in the most 

flexible, adaptable and cost-effective manner as possible. The general interest is shifting 

from QoS-oriented to QoE oriented strategies, that focus on delivering a sufficient end-

user experience. QoE looks further than the QoS key network requirements, at the impact 

of the network behavior on the end user [1][2][3]. In order to provide effective QoE 

management, B5G networks aim at a fully softwarized network architecture, where 

hardware and software programming is used for the design, implementation, deployment, 

management, monitoring and maintenance of network equipment/components/services 

[4][6].  

To this end networks are transforming to open flexible infrastructures that are efficiently 

shared. Hardware programmability and NFV are two principal methods that can be 

utilized for sharing physical infrastructure among various network services. Hardware 

programmability refers to creating a common hardware platform that can accommodate a 

variety of different network configurations, making it easier to deploy new services without 

requiring significant hardware changes. NFV takes this concept one step further by 
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enabling the migration from traditional network elements (such as routers, switches, and 

firewalls) to network functions that can be hosted on general-purpose servers as VMs. This 

allows multiple network functions to be consolidated onto a single physical server, 

reducing the need for specialized hardware and improving service delivery times. Both 

concepts enable softwarisation of different parts of the network, such as radio access, core, 

transport, mobile-edge and central clouds, based on each segment's needs and technical 

characteristics [8]. Softwarizing the 5G transport network and the RAN will enable 

efficient coordination between them in support of functionalities such as mobility and load 

balancing [9]. Most 5G core networks and service plane functions are envisaged to be 

softwarized and implemented as VNFs on Fog/Cloud Computing environments [5gslicing- 

64,65], located at any network site. As a result, deploying the essential core functions may 

be performed through a single click, allowing simple remote upgrades as opposed to 

installing conventional hardware equipment, which requires cumbersome in advance 

planning. Finally, softwarization of MEC in 5G promises to decrease the amount of data 

carried to the 5G core network for processing, provide real-time and application flow 

information, and efficient usage of the available resources.  

Within NFV, a network service is essentially a collection of different VNFs. Each VNF 

performs a different NF in isolation, with the appropriate virtual resources provided by the 

virtualization layer. The collection and appropriate combination of multiple VNFs gives an 

E2E network service. The number of VNFs and their arrangement within the virtual 

infrastructure are typical for each NS that needs to be deployed. VNFs can be located 

anywhere in the network, as long as the location of each VNF is known so that they can 

communicate properly. This enables 5G networks to offer network slicing as-a-service [7], 

where network operators and developers can swiftly construct isolated application-aware 

networks and network-aware apps, driven by their business needs. To manage these 

network slices, a comprehensive MANO system is required. MANO is essential for the 

successful deployment and operation of 5G slicing, as it provides a unified management 

platform for the creation, modification, and monitoring of network slices. MANO enables 

network operators to manage resources and services, such as NFs, computing resources, 

and storage, in an automated and scalable manner. It plays a crucial role in coordinating 

the various components of the network slice, such as the core network, the RAN and the 

transport network. The MANO system also ensures that the network slice adheres to the 

SLA agreed upon with the customer, ensuring that the network slice meets the required 

performance and QoS levels. 

In this chapter, we present our contributions towards automating the deployment of a 

sophisticated 5G multi-operator network and E2E provisioning of multiple slices, using an 

NFV-MANO compliant orchestrator. All of our contributions are experimentally driven, 

applied to a lab testbed.  In this context, a softwarized multi-operator 5G platform hosted 

in a containerized data centre infrastructure was implemented. The servers within the 

platform were interconnected with optoelectronic/SDN switches. The main contributions 

of our work are the following: 

• Dynamic instantiation of multi-operator 5G network systems (public/private) with 

shared 5G core functions  

• Provisioning of services with different characteristics  

• End-to-end connections with the appropriate QoS Levels 

• Private/public network slice terminated at the local MEC/remote facility 

accordingly. 
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All the activities carried out in the lab environment were related to projects under Horizon 

2020, such as 5G-COMPLETE[20] and 5G-VICTORI[21]. 

The chapter is structured as follows. First the fundamental components and concepts of 

NFV and network slicing are presented. The problem statement follows, along with the 

experimental setup for the realization of a 5G environment testbed are described. Finally, 

we present the procedure that was followed for the automation and creation of 5G network 

slices and show the experimental results.  

6.2. NFV-MANO Fundamentals 

6.2.1. Network Function Virtualization 

A significant innovation associated with 5G cellular systems is the adoption of the notion 

of NFV, a concept that enables implementation of network functions using virtualized 

software, rather than traditional hardware-based appliances. Traditionally, each network 

function needed its own proprietary device to be deployed. This rendered the networks 

very rigid and expensive, due to the high cost of the required specialized hardware along 

with their low reconfigurable features. NFV enables virtualization of NFs, decoupling them 

from the physical hardware, and enabling their dynamic deployment and allocation on a 

shared infrastructure based on general-purpose servers. This way, multiple NFs can be 

hosted in the existing equipment without having to add hardware infrastructure. Changes 

in the network, like removal or update of a function for all or subset of customers are 

automated and significantly simplified to operations performed in a single click fashion, 

making the infrastructure for the service providers (SPs) much more scalable, flexible, 

manageable and consequently low cost with short deployment time [12].  

Future 5G networks will use NFV to guarantee the performance of VNFs, including low 

latency and failure rates, optimize resource allocation to end users with high QoS and 

ensure their compatibility with non-VNFs [13]. In order to accomplish the aforementioned 

advantages, NFV introduces changes to the way network services are provisioned. Since 

the hardware and software platforms are fully decoupled, they can progress and evolve 

separately from one another, carrying out diverse tasks at different times. Thus, operators 

can now introduce new, cutting-edge services using the same hardware platform. Finally, 

the dynamic scaling of the VNFs allows the network operators to implement services that 

are specifically designed to meet client needs. [1] 

Figure 6. 1 shows the NFV architectural overview. In NFV, there are three primary 

elements: VNFs, NFV Infrastructure (NFVI) and NFV MANO [12][14][15][16]. Each VNF 

performs a different NF in isolation. A VNF may consist of several internal components, 

e.g VMs or containers. For example, a VNF may consists of two VMs, one for the data 

storage and a second for the main functions. Appropriate virtual resources for the VNFs 

are provided by the NFVI. The NFVI consists of general-purpose computing hardware and 

software and could be distributed over several discrete geographical locations. It offers the 

virtualization layer that is responsible for abstracting and delivering physical resources 

(compute, storage, network) to support the VNFs. Finally, the MANO of the VNFs is crucial 

for the rapid and reliable deployment of NSs. [17] NFV-MANO interacts with the VNF and 

NFVI blocks to manage and coordinate all virtualization-specific duties within the NFV 

framework. In more detail, it offers virtual machines for the VNFs, sets them up and 

controls the management of physical resources for the VMs and the lifecycle of the VNFs 

[12]. NFV MANO is composed of virtualized infrastructure managers (VIMs), VNF 
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managers and NFV orchestrators. VIMs control and manage the interactions of a VNF with 

its computing, storage and network resources, and ensures their virtualization. The VNF 

manager is responsible for managing the entire VNF lifecycle. It is responsible to initialize, 

query, update and terminate VNF instances. Finally, NFV orchestrators are responsible for 

orchestrating and managing new network services into a virtual framework, which 

includes instantiation, policy management, performance measurement and monitoring. 

Together, these blocks are responsible for deploying and connecting functions and services 

when they are needed throughout the network.   

6.2.2. Network slicing 

The network slicing concept was first introduced by the Next Generation Mobile Network 

(NGMN) [18]. According to NGMN’s definition:  

“A network slice is an E2E logical network/cloud running on a common underlying 

(physical or virtual) infrastructure, mutually isolated, with independent control and 

management that can be created on demand.”  

The NGNM divides a slice concept in three basic layers, namely the 5G Service Instance 

Layer (SIL), the 5G Network Slice Instance (NSI) and the 5G Resource Layer (RL). The SIL 

provides the services instances (SIs) that are going to be supported. The NSI describes the 

network requirements for these services, and can be shared across multiple SIs. The NSI 

may comprise network slice subnet instances (NSSIs), which can be dedicated or shared 

among several NSIs. Finally, the RL consists of physical and logical resources that are 

allocated to the slice [28]. 

Virtual Network Functions (VNFs)

NFV Infrastructure (NFVI)
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Orchestration (MANO)

Virtualization Layer
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Compute

Physical 
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Virtual 
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Figure 6. 1: NFV Architectural Framework. 
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Network slicing on 5G softwarized networks is guided by several key principles [5] [21], 

including automation of network operations for dynamic life-cycle management [20], 

rapid fault detection mechanisms [22] for high reliability, scalability, and isolation, and 

programmability for flexible resource allocation and customized service delivery [23]. 

Network slicing adds another layer of abstraction, with hierarchical abstraction and slice 

customization possible at all layers of the abstracted network topology. The use of SDN 

and network resources elasticity also enables value-added AI assisted services [24] and 

guarantees the desired SLAs for users, regardless of their physical location [25]. 

A network slice may include components relevant to the access, transport, core and edge 

networks as well as cross-domain components from various domains under the same or 

distinct administrations [1]. Depending on the implementation, a network slice can be 

characterized as hard, if it is completely isolated, or soft if it shares network resources (for 

example SMF) with other slices. To application providers or distinct vertical sectors 

without a physical network infrastructure, network slicing can provide radio, cloud, and 

networking services. By tailoring network operation to customers' needs based on the type 

of service, it enables service differentiation [19].  For example, a slice could be created for 

a specific industry, such as healthcare, or for a specific application, such as autonomous 

vehicles.  

The specific characteristics and requirements of a network slice are depicted through two 

attributes, the Service Slice Type (SST) and the Service Descriptor (SD) feature. The SST 

is a high-level identifier that represents a specific type of service that the network slice is 

intended to provide. It provides an abstract representation of the service, such as eMBB, 

URLLC and mMTC. The SD, on the other hand, is a detailed specification that defines the 

functional and non-functional requirements of the service, including network functions, 

network topology, performance metrics, and security policies. It provides a complete 

description of the slice, which can be used to configure and provision the network slice. 

The SD is typically composed of several parts, including a slice subnet, network function 

requirements, performance requirements, security requirements, and charging and billing 

requirements. The slice subnet refers to the IP address subnet used by the slice, while the 

functional requirements dictate the types of network functions required. Performance 

requirements are the non-functional requirements like maximum latency and throughput 

and security requirements refer to policies like authentication and encryption. 

For a unified view of the 5G-slicing concept, the 3GPP has united multiple standard 

developing organizations (SDOs) to define the concept, use cases, requirements and 

solutions for MANO of network slices [32]. Based on their efforts, a 3-step MANO lifecycle 

of 5G slices is established, that comprises of:  

1. instantiation, configuration and activation. During this step, all the resources 

required for the NSI are created and configured. Any other actions that are need to 

be performed in order for the NSI to be operative and active are also performed in 

this step. 

2. run-time. During this step, the NSI is operational, and can be supervised and 

monitored. Furthermore, run-time actions, e.g. scaling, can be also performed. 
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3. decommissioning. During the decommissioning phase the NSI is deactivated and 

the resources that were allocated to the NSI are released. 

6.3. Problem Statement 

A high-level view of a 5G deployment option that was considered is shown in Figure 6. 2,  

where the NG-RAN architecture of 5G is also illustrated. The gNB can be divided into three 

distinct components: the RU, which manages the physical layer functions of the 5G 

protocol stack; the DU, which oversees real-time layer 1 (L1) and layer 2 (L2) scheduling 

tasks; and the CU, which handles non-real-time processing tasks. These components can 

either be collocated or instantiated in different computing facilities, such as MEC or CC 

nodes. Additionally, UP elements can be placed close to the network edge to redirect traffic 

to MEC nodes or deeper within the network to forward traffic to a CC facility. The UP 

elements communicate with the 5G core through point-to-point interfaces (N2, N3, N4, 

N6, N9). The 5G Transport Network is a blend of wireless and optical technologies. 

 

Figure 6. 2: Network topology under consideration. 
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In this environment our goal is to dynamically instantiate new slices belonging to different 

operators through a MANO platform. The slices may belong to the same or different SSTs, 

with different SDs. In this example, the slices have different SMF and UPF nodes for the 

two slices, but share all other CN functions (like AMF, UDR etc..). Furthermore, the end-

to-end path of each slice is different and depends on the Service Type. For simplification 

purposes, we consider the creation of two distinguished slices, one that is served at a local 

MEC (private network slice), and one served by a remote facility (public network slice). 

6.4. Experimental Setup 

6.4.1. 5G Platform Description 

We begin by describing the Environment of our lab testbed which was used for this 

scenario, as it shown in Figure 6. 3. Going bottom-up we have the physical infrastructure 

which comprises a router, servers, switches and the links connecting them. Energy 

metering devices are attached to each piece of our equipment. The physical resources are 

clustered into an (openstack) cloud platform, which enables the MANO framework to 

create 5G related VNF instances. Metrics regarding the performance of either a physical or 

a virtualized compute node are extracted and stored to a Monitoring database, along with 

the energy metering metrics. All the metrics stored in the Monitoring Platform are then 

plotted through the Visualization Platform, as shown in Figure 6. 3. The entire lab 

environment described above was used for activities related to Horizon 2020 projects, like 

5G-COMPLETE [20] and 5G-VICTORI [21].  

6.4.2. Orchestration Platform Overview 

An VNF orchestrator framework, developed by a division of ETSI, is the OSM [34]. OSM, 

utilizing well-established open-source tools and development techniques, performs the 

PRIVATE CLOUD

Physical Infrastructure

Visualization 
Platform

Database

Metering 
Platform

5G VNF Instances

Management and 
Orchestration
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Figure 6. 3: Environment Description 
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role of orchestrator in an E2E Network Service that is capable of modeling and automating 

network services. It is a community-driven effort that is fully aligned with ETSI-NFV 

layer/module-based architecture. Each layer has its own degrees of abstraction, in order 

to provide the necessary independence that will allow networks to scale as required. 

Furthermore, the modularized nature of OSM layers, enables effortless module 

replacements when necessary. Its overall architecture significantly advances NFV 

technologies and standards and gives VNF vendors a way to test and validate how their 

services operate and interact at the production level and at the commercial level. 

OSM hides the technical complexities and offers simplicity in the way services are 

provided. This is achieved through an ETSI NFV-aligned Information Model (IM) that 

manages, automates, and monitors the entire lifecycle of network functions, services, and 

slices. The IM is independent of the underlying infrastructure and can be used across 

various VIM types and transport technologies. Additionally, OSM provides a unified 

northbound interface (NBI), based on NFV SOL005 [35],  for complete control of system 

and service operations. OSM extends the concept of a "Network Service" to include 

network functions across different domains, treating all components in an 

undistinguishable manner. An NS in OSM may consist of a combination of virtual, physical 

or hybrid NFs (VNFs-PNFs-HNFs) with on demand transport links amongst different 

sites.  

OSM covers the tasks of NFV Manager and VNF Orchestrator in the classic NFV-MANO 

architecture. It aims at highlighting the capabilities of NFV, delivering Networks as a 

Service-NaaS. There are two types of NaaS service objects that OSM is able to provide on 

demand: the NS that is a composition of VNFs at specific arrangement, and the NSI that 

is a composition of several NSs that can be treated as a single entity. As an orchestrator, it 

is responsible for the whole lifecycle of the VNFs. The lifecycle management is performed 

through the LifeCycle Management (LCM) module and the VNF Configuration and 

Abstraction (VCA) layer. LCM module in OSM is responsible of managing the workflows 

associated to life cycle events of VNF and NS such as instantiation, termination, scaling, 

healing and upgrading. The VCA layer provides a uniform interface to the compute 

resources available to a VNF, regardless of the underlying virtualization technology. The 

LCM module and VCA layer work together to ensure that VNFs are managed efficiently 

and effectively throughout their lifecycle. When a VNF is instantiated, the LCM module 

will communicate with the VCA layer to ensure that the required compute resources are 

available, and will allocate those resources as needed. If the VNF needs to be scaled up or 

down, the LCM module will communicate with the VCA layer to adjust the compute 

resources accordingly. 

The VCA layer is handling VNF modeling and configuration through charms, with 

primitives and attributes [36]. Charms are a generic set of scripts and metadata for 

deploying and operating software which can be adapted to any use case. Essentially, a 

charm captures the DevOps knowledge of experts in a particular product. With the help of 

charms, applications can be quickly, easily and repeatedly deployed and scaled when 

needed. They can be written in any programming language that can be executed from the 

command line and are made up of several YAML configuration files and a number of 

"hooks." A “hook” refers to a code that installs software, starts and stops services, 

configures and updates charms, and manages connections with other charms. Charms can 

be deployed in two ways: as native charms, that are allocated inside the VMs that are part 

of the VNFs, or as proxy charms that are not allocated in the workload, but in LXC 

containers inside machine that hosts OSM. Proxy Charms use ssh or other methods to get 

into the VNF instances and configure them. They are widely used for cases where fixed 

images are used for the VMs, which cannot be modified. However, when a proxy charm is 
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deployed, there are several time-consuming steps that are executed by default. The LXD 

container that hosts the charm must be launched and configured with juju, and the charm 

needs to be installed. The deployment can be accelerated by using a distributed VCA 

located in the same datacenter as the VIM. Figure 6. 4 shows a graphical illustration of a 

network service instantiation and configuration with proxy charms. 

The VNFs that comprise the service are provided to OSM as packages that include the 

descriptor of the VNF (VNFD), that describes the specifications of the VMs that comprise 

the VNF along with their connections, and the charms that need to be deployed for the NS 

initialization and runtime operations. The arrangement of the VNFs, and the connections 

between them is given to OSM through a script called network service descriptor (NSD). 

In general, descriptors, or configuration templates, are what OSM's IM uses to describe 

the key characteristics of managed objects (e.g VNFs or NSs) in a network. For each 

component, descriptors specify how it will be deployed and used, as well as how it will 

interact with other components. Descriptors are written in YAML, a markup language 

designed for data that is easy to read and understand. 

Figure 6. 5 shows the steps that are performed when a network service is instantiating 

from OSM. First, OSM instructs VIM to create the necessary VMs that are needed for the 

VNFs, and the network connections between them. Then the life-cycle management of the 

VNFs begins. That includes three stages: basic instantiation of the VNF (“Day-0 

Configuration”), service initialization (“Day-1 Configuration”) and runtime operations 
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Figure 6. 4: Network service instantiation and configuration with proxy charms [34] 
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(“Day-2 Configuration”).   Day 0 is configured through cloud-init, a service used for 

modifying the generic OS configuration of virtual machines on boot. It mainly consists of 

basic VM configuration like import ssh-keys, create users/pass, network configuration etc. 

For Day 1 and Day 2 configurations, OSM uses the aforementioned charms to configure 

and manage the VNFs for the specific service. 

6.5. Implementation 

6.5.1. Creation of Network Descriptors 

The scenario described above assumes a sophisticated 5GC topology with the following 

characteristics: 

• CP and UP separation,  

• multiple UPF elements with different roles. The number of UPF elements in the 
User Plane path may vary. The UPF element is categorized into three main roles, 

according to the function it performs on the User Plane path.  

o PDU Session Anchor (PSA) UPF: The UPF where the PDU Session is 

terminated. 

o Intermediate (I) UPF: This UPF is inside the path between the RAN and the 

PSA-UPF, and is responsible for forwarding data between them. 

o Branching (B) UPF: As it is implied by its name, the B-UPF redirects the 

uplink traffic to the appropriate UPF that ends the PDU Session, and 

merges the downlink traffic from different PSA-UPFs, to the UE. 

It is important to highlight the fact that a UPF can perform more than one role at 

the same time. For instance, a UPF may act as a PSA-UPF for some traffic, and as 

an I-UPF for other traffic. 

• configuration of different Network Slices 
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Figure 6. 5: Network Service Instantiation through OSM [34] 
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• making use of a Local Breakout so that a user can either be served from a MEC or 
central Cloud.  

After the successful manual deployment of a 5G system dictated by the above-mentioned 

characteristics a mapping of all the above to appropriate VNFs is necessary, in order to be 

able to automate the above procedure through the OSM MANO platform. To do this, we 

followed these steps: 

1. Firstly, we defined the required VNFs for the aforementioned 5G topology, namely 

a VNF for the 5G CP and a VNF for the 5G UP functionalities. We created two 

VNFDs, one for the 5G-Control Plane and one for the UPF. The VNFDs describe 

the specifications of the VMs that will host the CP/UPF of 5G, and the charms that 

dictate the actions that need to be performed for the proper functionality of those 

two. Figure 6. 6 shows a graphical illustration of the CP and UP VNFs.   

2. Then we continued by creating two NSDs, one for the CP and one for the UPF. Each 

NSD contains the corresponding VNF, and describes the network connectivity of 

the VNF inside the private cloud. Figure 6. 7 shows a graphical illustration of the 

CP and UPF NSDs. 

3. Finally, we defined the network slices. The NSSIs that comprise each slice were 

investigated, along with their network connections and sharing capabilities. In 
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Figure 6. 6: Graphical illustration of the VNFDs for 5G CP and UP respectively. 
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Figure 6. 7: Graphical illustration of the NSDs for 5G CP and UP respectively. 
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OSM all this necessary information about the slice is stored in a descriptor, called 

Network Slice Templates (NST). In our scenario, we created two NSTs, by 

combining the CP and UPF NSs. The two slices described in the NSTs share the 5G 

CP (same CP NS), but have different UP paths (different UPF NS). The first slice 

has only one UPF, while the second has two, with the ability to serve its clients in a 

MEC facility. Figure 6. 8 shows a graphical illustration of the two slices that are 

goiong to be supported in the aforementioned 5g topology.  

After the creation of the NSTs, appropriate configurations need to be made for the proper 

deployment of the slices. These are given through juju charms to OSM. Those actions are 

distinguished to  

• actions that are automatically performed at the instantiation of the slices (Day 1 

actions or initial-config-primitive in the VNFD descriptor), and  

• actions that can be dynamically performed during the deployment of the slice (Day 
2 actions or config-primitive in the VNFD descriptor). 

Specifically, for Day 1 the following actions are performed 

1. Configure ssh access and IPs of the VMs 

2. Manipulation of the configuration files for the proper operation of 5G core and UPF 

3. Role of UPF (i-upf or psa with N3/N9 interface) 

4. Load GTPU tunnel 

5. Start UPFs 

While as Day 2 the Runtime Operations configured are: 

• Start/Stop 5G CORE 

• Start/Stop SMFs 

• Start/Stop UPFs 
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Figure 6. 8: Graphical illustration of the NSSIs of each NSI 
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6.5.2. Slice Deployment and Results 

Figure 6. 9 shows the logical connection of the network elements of the 5GC topology. The 

scenario was demonstrated in the 5G-COMPLETE [20] project and involves the 

instantiation of two slices with the same SST and different SD. The first slice carries the 

traffic of File Transfer, while the second accommodates a video streaming service. The two 

slices share the VNF that contains the 5G core functions, but each one has its own UPF 

VNFs. The slice for the video streaming services can be served either at a MEC server inside 

the lab, or at the central cloud (local breakout). 

For the correct instantiation of slices, initial parameters for the VM IP configuration and 

the specific UPF roles must be given. The video streaming slice is initially instantiated. Α 

UE (UE1) connects to the slice and begins to receive a video stream generated from a local 

server inside the lab. With the first slice being operational, the second slice is instantiated. 

A second UE (UE2) connects to that slice and starts downloading a file from the web. The 

whole procedure was captured in wireshark. In Figure 6. 10 we can see the wireshark 

traces, where the differentiation of the two slices is evident. 

Through the data visualization platform that is used along with the lab cloud 

implementation, in Figure 6. 11 we can check and confirm that the traffic of each slice is 

 

 

Figure 6. 10: wireshak traces after the instantiation of the two slices 

 

 

Figure 6. 9: The two slices implemented on the lab 
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transmitted through the right path that was configured for the slice. In the first screenshot 

(up-left) we can see the traffic that is generated by the two UEs. UE1 refers to the UE that 

connects to the data transfer slice, and UE2 is the UE that connects to the video streaming 

slice. The other images show the traffic that passes through each one of the three UPFs. 

Since the UE that receives the video streaming is served by a local MEC server inside the 

lab, traffic terminates at I-UPF and does not proceed to PSA2-UPF. 

6.6. Summary 

In this chapter, we presented our contributions towards automating the deployment of a 

sophisticated 5G multi-operator network and E2E provisioning of multiple slices. For this 

purpose, we used OSM, an NFV-MANO compliant orchestrator. We created network 

descriptors for the core and the user plane of a 5G network. Combining those descriptors, 

we successfully deployed dynamic 5g network slices on top of a softwarized multi-operator 

5G platform hosted in a containerized data centre infrastructure.  
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Chapter 7  

Conclusions and Future Work 

In this thesis, we focused on the disaggregated architecture of 5G Networks. The concept 

of a new generation universal 5G platform is adopted, where a variety of networking 

technologies (wireless and wired) that are integrated and jointly optimized. This 

infrastructure interconnects "disaggregated" compute/storage and network 

components through the usage of programmable HW and network softwarisation. The 

aim of this thesis is the development of mathematical tools, algorithms and protocols 

for the optimization of the infrastructure and the services it provides. All of our 

contributions were experimentally tested, and implemented in open-source software 

that operates on commodity hardware, allowing for performance measurement in 

actual environment scenarios and direct comparison of our frameworks with existing 

solutions and standards.  

To begin with, we studied the challenges of future telecommunication radio access 

networks by exploring the concept of "resource disaggregation." This concept involves 

separation of components and functions that can be placed at discrete geographical 

locations. This which enables splitting of BBU function chains between RUs, DUs and 

CUs, and their connection through FH and MH links. To improve cost efficiency and 

energy consumption, we proposed an architectural model that leverages compute 

resources required for BBU function processing located both at the MEC and large-scale 

centralized DCs. To support this novel architecture seamlessly, high bandwidth/low 

latency SDN controlled optical transport networks were utilized to connect MEC 

domains with medium to large-scale DCs that host general-purpose servers in the 

optical access and metro domains. In order to optimize FH flows in this proposed 

model, we propose a hybrid centralized/distributed 5G network management solution. 

According to our proposed scheme, the centralized controller makes high-level FH 

connectivity decisions, while RUs make local decisions associated with the optimal FH 

flow selection dynamically and in a non-cooperative manner based on EGT, with the 

objective of minimizing their total operational expenditures. We also investigated the 

controller placement problem since this decision has a direct impact on the system's 

stability. The stability of the proposed scheme is influenced by network latency; 

therefore, we proposed a metric for sizing the SDN FH/BH network. Finally, a relation 

of a basic learning algorithm with EGT was utilized to extend the analysis and 

approximate more complex scenarios of asymmetrical, multi-interaction systems With 

the adoption of the proposed scheme, the controller placement problem is confronted 

through a new perspective, that guarantees a stable 5G system that supports the optimal 

split option with efficiency gains in terms of cost and energy consumption.  Following 

this, our focus shifted towards the core aspect of 5G Networks, which introduces the 

new CUPS. CUPS separates the signaling traffic carried by the control plane between 

different 5GN entities, and the user traffic forwarded by the user plane. The UPF plays 

a crucial role in handling a significant portion of the user plane functionality in 5G 
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systems, as it is responsible for forwarding actual user traffic with very strict 

performance requirements. Depending on the type of service required and the 5G-RAN 

deployment option, UPF nodes can be located either closer or further away from the 5G-

RAN, redirecting traffic to MEC servers to reduce latency or to central cloud facilities. 

Hence, the challenge of selecting the optimal UPF elements arises since selecting an 

unavailable UPF computational resource may result in service blockage and delays. To 

tackle this issue, we proposed an EGT (Evolutionary Game Theory) model specifically 

designed for dynamic selection of optimal UPF elements with the objective of 

minimizing total service delay. We developed cost functions for the EGT model using 

lab measurements obtained from an open-source 5G platform hosted in an optical 

datacenter cloud environment. With our proposed EGT model, we can dynamically 

choose the most appropriate UPF element to utilize computational resources and 

reduce service delay. 

Expanding upon the concept of disaggregated network architecture, the analysis shifted 

focus from 5G-networks to 6G-systems, which are anticipated to support a diverse range 

of services through a shared infrastructure facilitated by network slicing. 6G systems 

are projected to operate in a decentralized manner, which allows for applications to 

directly intervene in the control processes necessary for ensuring QoE. This is carried 

out through the use of the AF, which manages the application running on UE and the 

AS that supports the service. The AF plays a critical role in providing high QoE services, 

as it receives feedback from the application and can influence traffic routing and 

steering decisions. However, allowing the AF to operate without regulation may result 

in instability within the system. To address this issue, a fully distributed decision-

making framework was designed, implemented, and evaluated theoretically and 

experimentally to solve the flow assignment problem in 6G systems. It has been shown 

that under specific conditions, the framework converges to a stable point that provides 

the optimal balance between QoE and cost efficiency. The cost functions utilized by the 

EGT model incorporate both network and compute costs, which are realistically derived 

through a detailed profiling process conducted on an operational 5G testbed. This 

profiling process enables modeling of system performance and requirements under 

different operational scenarios, which can practically assist in the optimized lifecycle 

management of provisioned services. 

Finally, we practically deployed and orchestrated a sophisticated 5G multi-operator 

network and performed automated provisioning of multiple E2E slices. To achieve this, 

we used an orchestrator called OSM, which is compliant with the NFV standard. A 

network slice has its own dedicated resources from the access, transport, core and edge 

network as well as cross-domain component from various domains under the same or 

distinct administrations. Combining the control and user plane descriptors, we 

successfully deployed dynamic 5G network slices on top of a softwarized multi-operator 

5G platform hosted in a containerized data centre infrastructure. Using the created 

VNFs we were able to perform single click deployment of the core network, and 

provision multiple slices with different characteristics. 

In the future, we foresee extending our schemes towards integrating ML and AI 

approaches to the optimization of the resource allocation problems that arise in the 5G 

infrastructure.  We plan to investigate possible dynamic provisioning and placement of 

compute resources and UPF elements, based on the historical traffic and power 

consumption data that are fed to AI algorithms in order to predict the forthcoming 

network demand. Through the employment of 5G MANO tools, we will concentrate on 

developing a 5G platform where the requested resources for the slices will be 
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dynamically optimized through ML technics, and deployment of the slices will be fully 

automated and continuously monitored. 


