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Abstract

This thesis introduces a centralized active vision system for the remote identification of multiple 
targets in applications where the targets may outnumber the active system resources. Design and 
implementation details of a modular active vision system are presented, from which a prototype 
has been constructed. The system employs two different, yet complimentary, camera technologies. 
Omnidirectional cameras are used to detect and track targets at a low resolution, while perspective 
cameras mounted to pan-tilt stages are used to acquire high resolution images suitable for identifi
cation. Five greedy-based scheduling policies have been developed and implemented to manage the 
active system resources in an attempt to achieve optimal target-to-camera assignments. System 
performance has been evaluated using both simulated and real-world experiments under different 
target and system configurations for all five scheduling policies. Parameters affecting performance 
that were considered include: target entry conditions, congestion levels, target to camera speeds, 
target trajectories, and number of active cameras. An overall trend in the relative performance 
of the scheduling algorithms was observed. The Least System Reconfiguration and Future Least 
System Reconfiguration scheduling policies performed the best for the majority of conditions in
vestigated, while the Load Sharing and First Come First Serve policies performed the poorest. 
The performance of the Earliest Deadline First policy was seen to be highly dependent on target 
predictability.

Keywords: modular, omnidirectional, fisheye, active camera, vision system, multi-camera
system, surveillance, resource scheduling.
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Chapter 1

Introduction

1.1 M otivation
A renewed interest in surveillance techniques and methodologies has been sparked by recent world 
events. The miniaturization of vision technologies, in conjunction with the ready availability of 
computing power, has seen an increase in vision systems being deployed to perform complex surveil
lance tasks. Many of these surveillance tasks require high levels of image detail that are usually 
difficult to acquire using cameras having fixed perspectives. For example, in unconstrained envi
ronments without choke points (restricted entry and exit points), it can be extremely challenging 
to collect images of people’s faces for identification. An expensive solution to this problem would 
be to litter the environment with thousands of cameras to ensure that a high resolution image is 
captured of every person.

A more practical solution has been found using pan-tilt-zoom (PTZ) cameras to vary the 
perspective of the images collected. This enables a much smaller number of cameras to provide 
the video needed for tasks such as activity monitoring and target identification. It has also been 
shown that, in many applications, the addition of omnidirectional camera(s) can greatly enhance 
the performance of the active PTZ system. The perspective PTZ cameras have an inherently 
narrow field of view (FOV), producing a rather large “blind spot” that limits the cameras’ ability 
to detect and observe moving targets. Alternatively, by virtue of their large FOV, omnidirectional 
cameras can be used to detect and track multiple targets at a lower resolution.

1
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Although PTZ vision systems are already used in many surveillance applications, the majority 
of these systems are deployed using operator control. One or more humans watch video from 
the camera network and then direct cameras to view a desired target or region. This method of 
deployment becomes impractical in high throughput applications, where the resource management 
and control strategies used can significantly impact the overall performance and robustness of the 
system.

1.2 Research Objectives
The goal of this thesis is to develop a centralized active vision based solution to the problem of 
remote identification of multiple targets in high throughput applications, where there are more 

. targets than cameras. The development of the identification algorithms themselves is outside of 
the scope of this thesis; instead, it is simply assumed that high resolution target images must be 
acquired for identification.

The primary objectives of the thesis are as follows:

1. The development and implementation of a centralized active vision system. The system 
must be capable of detecting, locating and imaging targets autonomously with a high level 
of detail.

2. The development of resource scheduling policies. Active system resources must be managed 
in a manner that maximizes the overall system performance. In most applications, the 
probability of a successful identification will increase with the number of images that are 
taken of the object being identified. As such, the objective of a scheduling policy can be 
broken into two competing goals. One goal is to collect high resolution images of as many 
targets as possible. The second goal is to collect high resolution images of each target, for 
as long or as many times as possible.

3. The development of a methodology that, given a choice, can prioritize targets according to 
observed target behaviours. The ability to prioritize targets greatly enhances the flexibility 
and robustness of the overall solution.
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4. The development and implementation of a simulated system environment, whose behaviour 
closesly resembles that of the physical system. This environment will be used to evalu
ate the performance of the developed scheduling policies under different target and system 
configurations.

The system is envisioned to be applied to the task of remotely identifying people in an uncon
strained environment; however, the proposed approach to target identification may be suitable for 
any application where the targets are of adequate size, and the target motion does not surpass the 
physical limitations of the system.

1.3 Thesis Outline
This thesis is organized into six chapters. Chapter 2 focuses on the design and implementation 
details of a modular active vision system. It begins with an overview of related works demonstrating 
other multi-camera vision systems, followed by a description of the chosen system concept and its 
theory of operation. The remainder of the chapter outlines the key design features of the physical 
system modules, and provides details of the implemented hardware and software architectures.

Chapter 3 is dedicated to the topic of resource scheduling. First, relevant scheduling policies 
are reviewed. The scheduling problem is then defined, followed by a description of five heuristic 
on-line scheduling policies that have been implemented. The scheduling algorithms for each policy 
are also detailed.

Chapter 4 provides details of the experimental procedures used in the evaluation of the five 
scheduling policies. A description of the simulator that has been developed to aid in this evaluation 
is presented, followed by an outline of the target and system parameters considered in the simulated 
evaluation. Finally, a description of the experiments that were performed using the real-world 
system is given.

Results obtained from this evaluation are presented in Chapter 5. Observations and trends 
from both the simulated and real-world experiments are discussed.

The final chapter gives a summary of the main conclusions drawn from this work. The chapter 
also highlights recommendations and improvements for future work.



Chapter 2

System Design

This chapter presents the key design features of the active modular omnidirectional vision system 
that has been developed. The system implemented here is based on a previously developed concept 
and is composed of two different, yet complementary, camera types that can be integrated in various 
configurations to provide a robust modular vision system. A review of relevant vision systems is 
provided in Section 2.1 to reinforce the advantages of the chosen system type. The strengths and 
improvements of the new design are outlined in Section 2.2, and the rest of the chapter describes 
the key design features and components of the implemented system in more detail.

2.1 M ulti-camera System  Review
The idea of integrating multiple cameras into a single robust vision system is not a new idea. 
A large body of literature exists for multi-camera systems covering a multitude of applications 
and system configurations. Currently, available camera technology can be decomposed into two 
types: perspective cameras and omnidirectional cameras. The following subsections elaborate 
on how these camera types are used in existing systems and highlight their distinctive features. 
Specifically, system functionality is discussed in the context of two main configurations: centralized 
and distributed. In a centralized system, the cameras are restricted to a single, localized device. 
Alternatively, in distributed systems, the cameras are positioned at strategic locations throughout 
the environment.

4
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2.1.1 Perspective Camera System s
Ukita and Matsuyama [1] present a real-time cooperative multi-target tracking system comprising 
a network of Pan Tilt Zoom (PTZ) cameras. The cameras are distributed throughout the envi
ronment such that they have overlapping Fields of View (FOV), and all cameras can communicate 
with one another. Each camera is given the tasks of detecting and tracking target objects. For a 
target to be detected, it must first pass through the FOV of at least one camera — to this end, 
cameras that are not tracking a target are set to ‘roam’ the environment searching for new targets. 
A similar approach is also taken by Lim et al [2].

Bakhtari et al. present a reconfigurable active vision system consisting of a single fixed obser
vation camera and a number of distributed active perspective cameras [3-5]. The system is used 
to track single or multiple maneuvering targets through its workspace. The same system is also 
used by Naish to experimentally verify sensor-system planning techniques [6].

2.1.2 O m nidirectional Camera System s
Omnidirectional camera systems have also been developed to tackle the problems of target lo
calization and tracking. Sogo et al. developed a distributed omnidirectional camera network for 
real-time surveillance and detection [7]. By using multiple omnidirectional cameras, they were 
able to not only view large regions of the environment, but were also able to eliminate many of the 
problems associated with target occlusions. Centralized systems composed of two omnidirectional 
cameras vertically aligned have also been developed [8,9]. These systems have the ability to see, 
and therefore to track an object in an almost uninterrupted spherical FOV. Depth perception is 
also possible where the views overlap, similar to a stereo head. Although these systems are capable 
of continuously monitoring large areas, they are not well suited to the task of identification as they 
lack the ability to resolve a high level of detail.

2.1.3 Com bined Perspective and Om nidirectional Camera System s
There has been a recent trend towards developing visual surveillance systems that combine at 
least one omnidirectional camera and one perspective camera. The omnidirectional camera(s)
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allow large regions to be continuously monitored for target detection and tracking, while the 
perspective cameras enable images to be captured with high levels of detail — these complementary 
features serve to enhance the overall robustness of the surveillance system. The majority of the 
existing systems incorporating both perspective and omnidirectional cameras use a distributed 
configuration; the most common of which uses PTZ cameras to view/track objects of interest, 
directed by one or more omnidirectional cameras [10-15].

Scotti et al [16] present a centralized surveillance system where a PTZ camera is situated 
directly below a catadioptric camera. This configuration reduces the complexity of directing the 
perspective camera to observe the target being seen by the omnidirectional camera; there exists a 
direct relationship between the target location in the omnidirectional image and the corresponding 
pan/tilt angles required to bring the target into view. Several other centralized systems with 
omnidirectional and perspective camera have also been developed [17-19], but these were mostly 
developed to mimic features of human vision; i.e., having depth perception while simultaneously 
providing wide peripheral FOV with a detailed central view.

A modular centralized system is presented by Jankovic and Naish [20-22]. Their approach 
addresses many of the limitations that are evident in the reviewed prior work. It consists of a 
combination of omnidirectional and perspective camera modules that are arranged vertically. The 
modularity of the system permits the construction of different system configurations by stacking 
basic camera modules. This feature allows the system to be tailored to suit specific applications 
and, under certain configurations, can even provide a spherical FOV. The vertical arrangement of 
the modules grants each camera module an unobstructed 360° horizontal view of its surroundings, 
and as in [16], allows the omnidirectional camera(s) to directly guide an active camera to view a 
target point. The proposed system can be reconfigured with up to three different camera module 
types: a fisheye camera module, a catadioptric camera module and an active pan/tilt module. A 
system prototype was constructed using one of each type of module.
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2.2 Design Concept
The approach used in this thesis is a refinement of the modular vertically stacked concept used 
by Jankovic. The modular approach allows the system to be scalable and provides a high level 
of functionality and flexibility for the surveillance task at hand. The new system design proposed 
in this thesis addresses some of the limitations of Jankovic’s implemented system prototype [20]. 
First, the overall size of each of the module types is greatly reduced and true modularity has been 
preserved, thereby increasing the system’s scalability. Second, customized motion controllers were 
developed to again improve the overall system modularity. The controllers were tailored to the 
motor and encoder setups employed and allow the active modules to be fully self contained. Third, 
a cable spooling device was designed to allow the active modules to make multiple revolutions while 
still allowing a direct connection with the active perspective cameras. This allows the video feed 
to remain digital, thereby reducing the losses incurred by analog to digital conversion, as well as 
analog transmission. Fourth, the software and hardware architectures were revamped, allowing the 
system to track and prioritize multiple targets. The new software architecture was also designed to 
be split among multiple computers to increase its real-time performance. The following subsections 
will provide a short overview of the system layout and its theory of operation.

2.2.1 System  Physical Configuration
The redesigned system makes use of two of the three camera module types implemented by 
Jankovic: the fisheye camera module and the active pan/tilt module. The inherent size, alignment 
difficulties and calibration complexity of the catadioptric module rendered it impractical for the 
current application. Using the two selected module types, a couple of configurations are of interest, 
as depicted in Figure 2.1. Configuration a) consists of only a single omnidirectional fisheye camera 
module and is suitable for ceiling mounting typical of most surveillance applications. The dual 
fisheye camera module shown in configuration b) on the other hand produces an almost spherical 
FOV. Not only does this increase the extent to which the surrounding environment can be moni
tored, but when in overlapping views a target’s location can be triangulated to aid in guiding the 
active cameras to the correct viewing orientation.
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%
Fisheye 
Module

■I
Active 
Module

I

l  Active 
Module

I%
Fisheye 
Module

*

a) b)
Figure 2.1: Potential system configurations, a) Ceiling mounted — hemispherical FOV. b) Wall mounted 

— spherical FOV.
2.2.2 Peripherally-G uided A ctive Vision
As mentioned Section 2.1.2, the omnidirectional camera(s) can be used to guide the active cameras 
to observe a target of interest. This is accomplished by mapping a point in the omnidirectional 
image to a corresponding point in the perspective image. The mapping accuracy is dependent on 
the calibration precision of the camera optics as well as the degree to which the relative camera 
positions are known. One of the major advantages of the vertically stacked structure is that it 
greatly simplifies the triangulation and guidance tasks as outlined below.

1. A target is first detected in an omnidirectional view. An epipolar line with azimuth angle 
4> can then be drawn from the image centre to the target point. The radial distance of the 
point from the image centre can be converted to an angle, 0, with respect to the vertical 
system axis as described in Section 2.6. Using these two angular quantities, a 3D line can 
be projected from the camera centre through the target as depicted in Figure 2.2.

2. Since the modules are vertically aligned, the rotational axis of the pan stage passes through 
the omnidirectional camera centre(s), co-linear with their principal axis. The pan stage can 
therefore be instructed to rotate the active camera such that it coincides with the radial line 
drawn through the target point in an omnidirectional image.
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Figure 2.2: Triangulation and system geometry for two fisheye cameras and one perspective camera. Here, 
It, lb and r are known from system measurements and calibration. 0t and 8b are determined 
from the top and bottom fisheye images respectively. Upon calculating ßt and the cosine 
law can be used to calculate ht and hb, from which cj) and A, the pan and tilt angles required to 
view the target point, can be found.

3. When only detected in a single omnidirectional view, the active module can tilt its camera 
such that its principle axis is aligned in the direction of the target as a function of the ray 
projected by the omnidirectional camera. This provides a good starting point for the active 
camera to start searching for the desired target, especially when acquiring distant targets 
or when the active camera is situated close to the omnidirectional module. If the target 
is not located immediately, the active camera can be made to rotate inward toward the 
omnidirectional camera until it is located. When detected in more than one omnidirectional 
camera view, the intersecting rays from the omnidirectional cameras, along with the relative 
position of the camera centers, can be used to triangulate the target’s position and guide the 
active camera directly to the correct viewing orientation.
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2.3 Physical Design
The main objectives in redesigning the physical system were to reduce the size of each of the mod
ule types and preserve the modularity of the original concept. A picture of the completed system 
consisiting of two active modules and two omnidirectional fisheye modules is shown in Figure 2.3. 
The sizes of the modules were greatly reduced from Jankovic’s original prototype design [20]. The 
active module now stands 0.13 m tall, down from 0.26 m while the height of the fisheye module 
was reduced from 0.16 m to 0.06 m. Implementation and design details for the two module types 
are discussed in the following subsections.

Fisheye
Module

Active
Module

Active
Module

Fisheye
Module

Figure 2.3: System prototype.
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Figure 2.4: Fisheye module.

2.3.1 Fisheye M odule
The fisheye module is the simpler of the two module types. Its most important feature is its ability 
to provide an unobstructed omnidirectional view of its surroundings. To achieve this, the fisheye 
module must be the last module at either end of the system. Its mechanical design is simple, 
consisting of an L-type bracket with the appropriate mounting and alignment holes for connecting 
to other modules. When assembled, the principle axis of the camera is aligned with the vertical 
system axis. A model of the assembled fisheye module is shown in Figure 2.4.

The camera that was selected for the fisheye module was Point Grey’s 14S3C-C Flea2 camera. 
The 14S3C-C provides good image resolution, up to 1384x1024, can be externally triggered, and 
comes in a very compact, 29x29x30 mm, package.

To achieve an almost spherical system FOV, a fisheye lens with a FOV greater than 180° is 
required. A few lenses meeting this requirement are commercially available. Nikon has designed 
the FC-E8 fisheye lens converter [23], an add-on fisheye lens providing an 183° FOV. Alternatively, 
Omnitech Robotics offers a fisheye microlens that achieves a 190° FOV when used with a 1/3-inch 
image sensor [24]. Sunex Inc has also designed the DSL215A, a fisheye microlens that achieves a 
185° FOV on a 1/2-inch image sensor [25]. The DSL215A was chosen here because it provided 
the most practical and cost effective solution. It is a miniature lens that unlike the Nikon lens 
adapter, requires no alignment and for which there exists a commercially available adapter for the 
Flea2’s C-mount lens holder.
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Spool

Tilt Motor 
Tilt Encoder

Module Connector

Module Connector

Pan Encoder 
Active Camera

Pan Motor 
Hollow Core

Figure 2.5: Active perspective module.

2.3.2 A ctive Perspective M odule
The design of the active perspective module was dictated by the overall goal of obtaining a truly 
modular and compact system. The active module layout described by Jankovic was used in this 
design as it provides the most appropriate solution for the vertically stacked system concept [20]. 
Using this layout, the camera pans around the module’s circumference and tilts about its optical 
centre. Extending the camera outside the module envelope allows the camera to tilt ±90° with 
respect to the horizon and significantly reduces obstruction caused by other system modules. 
Ensuring that the tilt axis passes through the camera’s optical centre constrains the camera’s 
perspective centre to always lie on a circle, the radius of which is fixed by the module geometry. 
This feature greatly aids in the peripheral guidance and triangulation tasks as is shown in Figure 
2.2. Although the layout chosen for the active module resembles that presented by Jankovic on a 
conceptual level, it differs greatly in its implementation and design. The labeled CAD model in 
Figure 2.5 is included as a visual reference for the following discussion on the active perspective 
module’s key design features.

2.3.2.1 Connectivity and Structural Design
To ensure modularity of the system, the active perspective module must provide mechanical and 
electrical connectivity to other system modules, irrespective of the module type. Since the camera 
rotates around the module circumference, structural support and electric cable routing was pro-
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Figure 2.6: Active perspective module showing the tilt-axis subsystem (left) and pan-axis subsystem (right).

vided at the module center. This was achieved using a tubular core that was sized to house the 
required control and video cables while still providing support for the static and dynamic system 
loads. Mechanical connection with other modules is established using a removable 5-hole flange.

Direct electrical connection between the pan platform and the rest of the system was achieved 
through the use of a custom-designed cable spooling mechanism. The spooling approach allows 
digital video to be streamed across the rotating interface and provides a more simplistic and 
compact alternative to using an electrical or optical slip-ring; however, the disadvantage of using 
this approach over a slip-ring design is that spooling is limited to a finite number of platform 
revolutions, approximately ±4 revolutions about its neutral, unwound state.

2.3.2.2 Pan Axis Subsystem
The use of a tubular module core prevents the use of an inline drive system to rotate the pan 
platform. Instead, an offset drivetrain utilizing a set of spur gears was developed. A wide variety 
of motor styles are available for driving the pan platform, including the two most common types, 
stepper motors and servo motors. Jankovic employed a stepper motor with a NEMA 23 (57 x 57 x 52 
mm) frame size coupled to a 4:1 ratio gear head to rotate the pan platform in his prototype [20].
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Although this setup provided a cost effective, and easily controllable solution, its large size proved 
prohibitive. Alternatively, Kollmorgen offers a frameless hollow-bore direct drive DC torque motor 
that could be used as a compact in-line solution to driving the pan stage [26]. Unfortunately, the 
power requirements, integration complexity and high cost meant that this was not a viable solution. 
Instead, a Hitec HS5245MG digital RC-servo motor was chosen [27]. The extremely small package 
(17 x 44 x 31 mm), high torque (5.5 kg-cm), low power consumption and low cost of this motor 
were ideally suited for this application.

A further 2:1 speed reduction was gained using a set of spur gears. A large bore 96-tooth gear 
mounted on the pan platform is driven by a 48-tooth pinion. Readily available self-lubricating 48 
pitch Acetal gears with a pressure angle of 20° were used.

Backlash in both the external gear set and the servo’s internal drivetrain meant that accurate 
platform positions could only be obtained with an encoder located on the platform itself. The 
size constraints imposed on the design, coupled with the size of module’s central shaft greatly 
constrained the encoder selection. Heidenhain has developed the ERA-4000, a bearingless encoder 
kit with large bore hollow shafts [28]. The ERA-4000 provides great positional accuracy, but 
its performance is highly dependent on the precision to which the individual components can be 
aligned. MicroE Systems also offers a line of digital bearingless encoder systems. Their Mercury 
1800 encoder system [29] was employed here. It offers a compact, low-profile solution providing 
high resolution and requiring relatively low alignment precision. A glass grating disk mounted to 
the platform passes under an encoder head that produces a 2-channel quadrature output with a 
resolution of 3,276,800 counts per revolution.

2.3.2.3 Tilt Axis Subsystem
The tilt axis subsystem is much simpler than the pan axis subsystem. The same Hitec HS5245MG 
RC-servo motor as used in the pan drive system is used here to rotate the camera. Since less 
torque is required to drive the tilt stage, the motor is connected directly to the main shaft without 
the need for any external gear reduction. A Renco RE201 bearingless optical encoder [30] is also 
mounted to the main shaft and provides positional feedback with a resolution of 16,384 counts per 
revolution. The perspective camera is then attached to the shaft using a custom mounting bracket
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that can be adjusted with 6-DOF. This allows the position of the camera to be fine tuned such 
that the tilt axis passes through the camera’s optical centre. Point Grey’s 08S2C-C Flea2 camera 
was chosen for the perspective cameras. The 08S2C-C is a lower resolution model to that used in 
the omnidirectional fisheye module, providing a maximum pixel resolution of 1024x768.

2.4 Hardware Architecture
A cost effective and truly modular hardware architecture has been developed and implemented. 
This hardware architecture allows the system to be easily reconfigured and/or expanded. A high 
level overview of the hardware layout is shown in Figure 2.7 and a description of the key components 
is given in the following subsections.

2.4.1 Com m unication
Data transfer between the system hardware and its computer network is accomplished using two 
different communication standards: video feeds from the active and omnidirectional cameras are 
transmitted using the IEEE1394b Firewire protocol, while control and positional data is trans
ferred via an RS-232 serial link. A custom 8-bit encoded data transfer protocol was developed 
for transmission over the RS-232 bus. The protocol is loosely based on the ROBIN transfer pro
tocol, initially developed for use on a RS-485 bus to provide robot component developers with a 
standardized communication protocol [31].

The number of cameras that can be connected on a single Firewire bus is restricted by the 
available bandwidth. It was found that when using the IEEE1394b protocol, a combination of 
either 4 low-resolution cameras, or 2 high-resolution cameras can be connected to the same bus 
while staying within the bandwidth limitations (800 Mb/sec). A two firewire-bus architecture was 
implemented for the prototype as shown in Figure 2.7, one bus for the omnidirectional cameras 
and one for the active cameras. A third bus can easily be added if more than 4 active modules are 
required.



2.4 Hardware Architecture 16

Firewire

System Interace Board
Power

Synchronizer
Communication

Figure 2.7; Modular hardware architecture.

2.4.2 System  Interface Board
A power supply unit, a synchronization unit and a communication interface are all contained 
within a single system interface board.

1. Power supply unit: each active module is provided with a 5 V DC supply to power its control 
boards and encoders, as well as a 6 V DC supply for the pan and tilt motors.

2. Synchronization Unit: when triggered, the synchronization unit provides 5 V square pulse 
with a pulse-width of 1 ms. The pulse is used by the omnidirectional cameras to trigger an 
image capture and by the active modules’ control boards to capture their respective encoder 
positions.

3. Communication interface: this is responsible for converting between the high RS-232 voltage 
levels required by the computers and the reduced voltage levels required by the Universal
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asynchronous receiver/transmitter (USART) devices on the active module control boards.

2.4.3 A ctive M odule Control Boards
Pan and tilt control boards were developed to interface with the encoders and drive motors. The 
customized designs provide a flexible and cost effective motion control solution that is tailored to 
the encoder/motor setup of each stage type. At a high level, the control boards for each stage 
type provide the same functionality. First, they can communicate with each other as well as with 
the system’s computer network. This is facilitated by giving each board a unique node address. 
Second, both board types receive the encoder outputs, implement PID control and provide the 
stage motor with a Pulse Width Modulated (PWM) control signal. There are, however, some 
low-level differences between the pan and tilt control boards that are worthy of note.

2.4.3.1 Tilt Stage Control Board
The tilt stage control board is built around an 8-bit RISC ATmegal68 microcontroller [32]. The 
microcontroller is responsible for communicating with the system and decoding system commands, 
as well as decoding the quadrature encoder input from the tilt encoder and implementing the PID 
control loop.

2.4.3.2 Pan Stage Control Board
For the pan stage control board, the tasks are split between two ATmegal68 microcontrollers. 
Dual microcontrollers were required to manage the increased bandwidth requirements of the pan 
encoder. The extremely high resolution of the encoder meant that custom hardware had to be 
developed to decode its output at high panning speeds. One microcontroller is dedicated to reading 
the decoded encoder output and implementing the PID control while the second microcontroller 
is responsible for communicating with the rest of the system.
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Figure 2.8: Process diagram for the overall software architecture. Boxes with rounded corners indicate separate processes and dashed lines indicate a network connection.
2.5 Software Architecture
For such a highly integrated and automated system to function effectively and achieve real-time 
performance, it must have a robust and efficient software architecture. This section provides a 
high level description of the processes and features that make up the system’s software.

A modular approach was taken in the design of the software architecture, as is now standard 
practice in the software industry. This approach was adopted as it usually results in readable 
and maintainable code and because it can greatly simplify complex designs. The Unified Modeling 
Language (UML) process diagram in Figure 2.8 provides a high level overview of the static software 
structure and shows the relationship between the individual modules. In keeping with the adopted 
system philosophy, the software layout was even further abstracted; instead of running in a single 
process, the architecture was built around a User Datagram Protocol (UDP) network, allowing 
core modules to run in separate processes — and even further, on separate computers. This feature 
maintains the scalability of the system as a whole. A description of the software modules and their 
key features follow.
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2.5.1 Target D etector
For a target to be identified, its presence in the scene must first be detected. A multitude of 
object detection algorithms have been previously developed, ranging from those using low level 
image analysis techniques to more complex statistical based algorithms. A good review of such 
algorithms can be found in [33,34]. The target detection algorithm implemented in this work 
uses colour thresholding in the Hue, Saturation, Value (HSV) colour space [35]. This algorithm 
was chosen as it was quick to implement and easy to tune, and because it allowed multiple target 
definitions (i.e., colours) to be distinguished simultaneously. By implementing the target detector 
as a separate class, more complex and target specific detection algorithms can seamlessly be 
interchanged as required.

2.5.2 Omni-Camera M odule
The Omni-Camera Modules provide an interface to the omnidirectional camera Firewire bus. A 
single module exists for each omnidirectional camera that is connected to the system. The modules 
are responsible for communicating with their respective cameras and provide a means of initializing 
and setting camera features. While the system is running, images captured by the cameras are 
transmitted over the Firewire bus to the corresponding Omni-Camera Module where they are 
preprocessed and passed to the target detector. The module contains a storage class that stores 
information for each target found by the target detector in the current image.

2.5.3 Omni-Camera Manager
The Omni-Camera Manager is responsible for creating and overseeing the operation of the Omni- 
Camera Modules, and for providing a means of communicating with the other system processes. 
Once a complete capture cycle has finished, the target information is read from each of the Omni- 
Camera Modules. Calibration parameters and system geometry information loaded from the Sys
tem Configuration Module are then used to calculate the azimuth and polar angles of the ray 
projected from the corresponding camera centre through the target point. The ray angles for each 
target are then passed on to the Tracking Module. Each point is also tagged with its corresponding
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omni-camera identifier.

2.5.4 Tracking M odule
Once a target’s entry into the scene has been detected, the challenge turns to that of tracking it 
through the scene from one image to the next. The difficulty of this task is greatly amplified in 
crowded environments where targets will often become partially or fully occluded. As with target 
detection, target tracking has received a great deal of attention in the research community. A 
thorough review of some of the more popular tracking algorithms is presented in [36,37].

The method implemented here is based on the work carried out by Zhengyou Zhang [38]. 
Predicted positions of previously tracked targets are compared with target positions found in the 
most current capture. When an observed target position is within a given radius of the predicted 
position, a match is made and a target repository is updated with the new target position. The 
radius of the predicted region is determined based on prediction uncertainty. On entering the 
scene, a target’s predicted region is large; the region decreases as the target trajectory is updated. 
In the case that multiple targets lie in the predicted region, the best-first search approach is used, 
whereby the target closest to the predicted position is taken as a match.

In the case of multiple omnidirectional cameras, tracking is performed separately for each 
camera. A search is then carried out to identify those targets that are in the overlapping views. If 
multiple views exist, triangulation is performed for the affected targets and the target repository 
is again updated.

2.5.5 Scheduling M odule
Similar to an airport’s air traffic control, the responsibility of the Scheduling Module is to coordi
nate available resources to achieve a desired task; in this case, assigning targets to active cameras 
in an effort to maximize target identification. The module takes on a multi-class structure, where 
by each class is given a different priority level, and in which a class can use a different scheduling 
algorithm independent of those used by other classes. The Scheduling Module is also updated 
with the most current synchronized target and platform positions. This multi-class configuration, 
and access to the current state of the system, provides great flexibility in the types of scheduling
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algorithms that can be implemented. The target to camera assignments are then passed on to the 
Platform Manager which is responsible for guiding and controlling the active perspective camera(s) 
as described later in Section 2.5.6.

2.5.6 P latform  Manager
The platform manager, as its name suggests, is a manager process that is responsible for creating 
and updating the Platform Modules, as well as maintaining a list of target to active camera 
assignments. The Platform Manager communicates directly with the Tracking Module and is 
updated with the most current target positions. This information, along with calibration and 
system geometry information provided by the System Configuration Module, is used to estimate 
the pan/tilt viewing angles using the peripheral guidance technique described in Section 2.2.2. The 
Platform Manager class also acts as a virtual interface to the physical system and is responsible 
for all communication with the system hardware.

2.5.7 P latform  M odule
The Platform Module acts as a virtual active perspective module. A container class within the 
module stores information related to the corresponding physical system module. Measured and 
desired pan and tilt angles, along with critical system information are all stored here. The Platform 
Modules also serve as an interface to their respective active cameras. They are responsible for 
communicating with their respective camera and provide a means of initializing and setting camera 
features. A PID controller is also implemented in the platform module. Once a platform has been 
guided by the omnidirectional cameras to the desired pan and tilt angles, the active camera is 
signaled to start transmitting images. When a target of interest enters the camera’s view, control 
of the active module is relinquished to the platform module to try and bring the target into the 
image centre.

2.5.8 System  Control M odule
The System Control Module serves as a master control for the other system processes and provides 
the user with a system GUI. The module can probe the network to ensure that all other processes
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axe on-line and provides the user with a means of setting and initializing system and process 
parameters.

2.5.9 Synchronization M odule
While the system is running, the Synchronization Module receives a signal from both the Omni- 
Camera Manager and the Platform Manager after the completion of each of their respective cap
tures. Once both signals have been received, a command is sent to the physical system that 
triggers a synchronization pulse. This pulse triggers the omnidirectional cameras to start a new 
image capture while at the same time triggers the pan/tilt angles to be read from the platform 
encoders.

2.6 Calibration
A vision system that intends to extract geometric information from its images must first be cali
brated to determine a relationship between the 2D images and the associated scene. The inherent 
difference in the FOVs of the camera technologies used in this system means that different tech
niques must be used for calibrating the fisheye and active perspective cameras. There are many 
prior works addressing the issue of camera calibration techniques for both camera types. A good re
view of perspective camera models and calibration methods can be found in [39-41]. Jankovic and 
Naish also provide a thorough review of the state of the art of omnidirectional camera calibration 
and present an integrated technique for calibrating an omnidirectional active vision system [2 0 ,22].

Developing a vision system to capture high resolution images of multiple targets for remote 
identification was the primary objective in this thesis. Providing the system with accurate depth 
perception for precise target localization, although very much achievable, is outside the scope of 
this work. As such, a less intense calibration process than that presented in [20] was employed. In 
this work, the purpose of calibration is to provide a relationship between the location of a point in 
the 2D omnidirectional images and the corresponding pan/tilt angles for the peripheral guidance 
task described in Section 2.2.2. The calibration process used to obtain the desired relationship is 
outlined below.
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1. The calibration step determines the centre of the fisheye lens in (image coordinates). By 
covering the lens with a white cloth, the interface between the lens and its rim can clearly 
be identified; the imaging portion of the lens appears as a white circle in an otherwise black 
image. By applying standard circle fitting techniques, the centre of the lens can then be 
found. Once this centre is known, the polar angle, 6, of the ray projected through a point 
in the omnidirectional image can be estimated using r — A; tan | ,  where r is the distance of 
the point from the image centre and k is a constant, found using the technique described by 
Bakstein and Pajdla [42].
Note that more complex lens models that can provide more accurate estimates of the polar 
angle do exist. These models account for external and internal camera parameters that 
must be found using more involved calibration procedures [42]. The gain in accuracy is 
unwarranted for this application.

2. Ideally, the pan stage can be instructed to rotate the active camera such that it coincides 
with the radial line drawn through the target point in the omnidirectional image; however, 
construction and assembly imperfections can result in a misalignment of the omnidirectional 
camera’s principle axis and the vertical system axis. Thus, the relationship between the 
azimuth angle formed by a point in the omnidirectional image and its corresponding active- 
platform pan angle is achieved using a look up table (LUT). n calibration points and m 
test points are distributed evenly through out the scene. The azimuth angles, Bc and 9t, 
are extracted from the omndirectional views for each of the calibration and test points 
respectively. The active cameras are then guided manually to view the calibration points. 
For each point, the corresponding pan angles, 0pan, are recorded to form a LUT for each 
platform. Pan angles for each point in the scene can then be found by interpolating linearly 
between the closest points in the LUT according to Equation 2.1: the grid size of the mapping 
is then verified using the test points. If the mapping fails for any of the test points, the size 
of the LUT is increased by adding more calibration points and repeating the above process.
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2.7 Summary
A centralized active vision system has been developed and a prototype constructed. The imple
mented system is based on a previously developed concept and is composed of two different, yet 
complementary, camera types that can be integrated in various configurations to provide a ro
bust modular vision system. Improvements over the original design have been realized, including: 
miniaturization of the individual modules, improved system modularity, and a direct connection 
between the system’s active cameras and the control and data acquisition computers. A modular 
software architecture has also been developed that provides the system with the ability to detect 
and track multiple targets. The active system resources are managed using a Scheduling Module 
that attempts to maximize the number of targets that can be viewed. Several scheduling policies 
used by the Scheduling Module are presented next in Chapter 3.



Chapter 3

Resource Scheduling

As stated in Section 1.2, the objective of this thesis is to develop a system for the remote iden
tification of multiple targets in high throughput applications. The design and implementation 
details of the hardware and software used by the system have already been described in Chapter 2. 
The focus of this chapter is the development and implementation of scheduling policies that will 
maximize the use of the system’s active resources. A review of the related previous work is first 
given in Section 3.1. The scheduling problem is then defined in Section 3.2, with the remainder of 
the chapter dedicated to the discussion of the implemented scheduling schemes.

3.1 A ctive Vision Resource Scheduling Review
Scheduling has been studied extensively in many forms and from many viewpoints, both in the 
on-line and off-line paradigms. Of interest in this thesis is the study of on-line scheduling schemes 
in applications with a priori unknown tasks. Inspired mostly by applications in practical com
puting, the field has developed into a theoretical area of study. A large amount of work has been 
done developing scheduling policies for processing packets in network routers [43,44] as well as 
assigning jobs in single and multi-processor computing applications [45-48]. On-line scheduling 
schemes have also been adopted for reactive robotic systems [49-51]. A good overview of on-line 
scheduling in general can be found in [52,53]. Of particular interest in this thesis is the use of 
on-line scheduling schemes as applied to vision based surveillance applications. Growing interest

25
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in automated surveillance has lead to the development of several resource scheduling techniques 
for active vision systems. A review of the techniques related to this work follows below.

Costello et al. [13] approach the problem of scheduling a single active camera to observe people 
with the objective of maximizing the number of people that can be identified. A system comprised 
of an active PTZ camera and fixed wide-FOV camera was used. The key contributions from their 
work are a discussion of the problems presented by scheduling the active camera and the analysis of 
four multi-class greedy scheduling policies. These include: First Come First Serve (FCFS), Earliest 
Deadline First (EDF), random, and Current Minloss Throughput Optimal (CMTO) policies. The 
FCFS policy schedules targets in the order in which they enter the scene. Using the EDF scheme, 
people are observed in order of their estimated time remaining in the scene — those expected to 
leave the scene first are observed first. The CMTO policy was first introduced in [54] and attempts 
to minimize the total weight of the people unobserved before some future time horizon. Weights 
are assigned to people based on factors such as their estimated exit time and the number of times 
that they have been viewed. A comparative simulation-based evaluation was performed for the four 
policies, considering two objectives. It was shown that for the sub-goal of maximizing the number 
of people observed, the EDF algorithm performed the best under all tested trajectory types. The 
CMTO was shown to have to poorest performance when the trajectories were highly unpredictable, 
but showed significant performance increases as the trajectory predictability increased. Under 
the objective of maximizing the data collected of each person, however, the CMTO algorithm 
outperformed the other policies and the EDF policy showed the poorest performance.

Costello and Wang extend their work to consider the problem of coordinating a camera network 
for the purpose of identifying people in [14]. They formulate the problem to involve distributed 
camera networks. The networks consist of fixed, wide-FOV cameras, along with a number of 
non-overlapping PTZ cameras. By aiming to select which people are to be observed in a coor
dinated manner, they attempt to maximize the number of people observed over the network of 
active PTZ cameras. They propose two heuristic approaches to the problem. The first approach 
uses a localized EDF policy which schedules each camera independent of the global state of the 
system. A distributed load balancing scheduling policy which introduces inter-camera communica
tion between neighboring pairs is also proposed in their latter approach. People are scheduled for
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observation based on the ‘congestion’ of the areas to which they are heading. An empirical evalu
ation of the two policies was performed using simulations. It was concluded that the distributed 
load sharing algorithm outperforms the EDF policy in times of congestion but is comparable at 
times when people are distributed uniformly across the network.

The problem of scheduling multiple cameras to view pedestrians as they move through a des
ignated area is also addressed by Qureshi et al [55]. Similar to the system described by Costello 
and Wang [14], their system consists of a number of distributed static, wide-FOV cameras, and 
active, PTZ cameras. A multi-camera control strategy is presented with the goal of viewing each 
pedestrian at least once during their stay in the designated area. A single scheduling algorithm 
is presented in their work in which targets axe scheduled using a weighted round-robin scheme 
with a static First Come First Serve priority policy. Weighting is determined by two factors: the 
amount of adjustment needed by the PTZ camera to view the pedestrian, and the distance of the 
pedestrian from the target, with those cameras closest to the target and requiring the least amount 
of reconfiguration being given the highest weight. Pedestrians axe then assigned to the highest 
weighted ‘free’ camera using a non-preemptive FCFS policy. The performance of the scheduling 
algorithm is evaluated in simulation using a novel virtual environment that was presented in their 
work. The percentage of people observed along with the wait times and processing times of those 
observed were used in the evaluation. The effects of adding more active cameras to the network 
and changing the pedestrian behaviour were investigated.

Lim et al. propose the idea of including task-specific information into the scheduling process. 
Their work is motivated by the need for unobstructed images of an object that satisfy both temporal 
and positional constraints in many surveillance tasks. To accomplish this, they introduce the 
concept of Task Visibility Intervals or TVIs, and Multiple Task Visibility Intervals or MTVIs [15]. 
They describe these TVIs as those future time intervals in which objects are unobstructed and 
satisfy task specific constraints (i.e., resolution, direction of motion, duration). An MTVI is an 
extension to the aforementioned visibility intervals that allows multiple task specific constraints to 
be met simultaneously. The main contribution of their earlier work [15,56] is in the development 
of the algorithms used to construct the time intervals that satisfy these visibility constraints on 
a per-camera basis. In later work, Lim et al. extend their approach to use the MTVIs in an
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intelligent control system, where PTZ cameras are scheduled to take video only when task specific 
requirements can be met [57]. Two non-preemptive scheduling algorithms are presented. The 
first is a greedy algorithm that iteratively schedules the MTVI that covers the maximum number 
of unassigned tasks on a per-camera basis. The second scheduling algorithm uses a dynamic 
programming approach that takes into account the ability of other cameras in the network to 
cover tasks. The authors then evaluate the performance of the algorithms both in simulation and 
using a real world system. They show that the dynamic programming approach outperforms the 
simple greedy algorithm in simulation; however, for the real world experiments, only the greedy 
algorithm results were reported. This was as due to the greedy algorithm being faster than its 
dynamic programming counterpart.

Bimbo et al cast the problem as a particular type of dynamic discrete optimization problem 
in which a Time Dependent Orienteering algorithm is used as a discrete solution to the Traveling 
Kinetic Salesman Problem [58-60]. Here the optimal camera tour was calculated on-line as a set 
of static optimization problems accounting for an object’s predicted time of exit from the scene, 
its location and heading, as well as any necessary camera reconfiguration time. The proposed 
framework was developed for a master-slave camera configuration consisting of a static, wide FOV 
master camera and an active PTZ slave camera. It was assumed that while an object was in 
the scene its motion was predictable. The framework was also limited in the number of objects 
considered in each round of optimization due to its computational complexity. The scheduling 
policy was evaluated using a Monte Carlo simulation and was shown to outperform a simple EDF 
policy.

3.2 Problem  Formulation
The scheduling algorithms developed and implemented in this work, although fine tuned for use 
with the centralized system described in Chapter 2, provide a general means of scheduling the 
active components of a visual surveillance system to observe multiple targets. The general problem 
formulation for which the algorithms were developed is as follows:

For a system comprising of m  active cameras, the goal of a scheduling policy is to distribute
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the system resources to view a set of n targets in a coordinated manner such that the total number 
of viewed targets is maximized. Targets can enter the scene at any time with the system having 
no a priori knowledge of the target’s entry location, speed or trajectory through the scene. Let C 
be the set of active system cameras where C = {q : i = 1,2,..., m}. Also, let F  be the set of free, 
or idle, cameras where F  C C. Each target within the scene is contained within a global target set 
G = {pi : i =  1,2, ...,n} and those targets not scheduled for viewing belong to £/, where U C G. 
Multiple targets can be assigned to a single active camera. Each camera then has a unique set of 
assigned targets, S', that have yet to be viewed. Once a target has been scheduled, it is removed 
from the set of unscheduled targets, U. Correspondingly, when an assignment is made to an idle 
camera, it is removed from F. This leads to the following two properties: first, S  Pi U = 0 must 
hold true for each camera, and second, if a camera Ci E F  then S' — 0 for camera q .

As mentioned previously in Section 2.5.5, the software scheduling module implements a multi
class structure. Each class within the module is given a priority level, such that those targets 
belonging to a higher priority class are scheduled before those in a lower priority class. Within 
a single class, however, targets are scheduled using one of the policies described below in Section 
3.3, with each class having its own unscheduled target list, U. A target can be assigned to any 
class at any time, but cannot belong to more than one class at once, i.e. f7classj n iTciassj = 0 *

3.3 Algorithm  Descriptions
Five on-line scheduling policies are investigated in this thesis. Two of these policies are taken 
from the work reviewed in Section 3.1, while the remaining three policies are new to this work. 
The new scheduling schemes provide an intuitive heuristic approach to the resource scheduling 
problem being addressed. Common to each of the scheduling policies is the underlying use of a 
non-preemptive greedy algorithm that makes locally optimal decisions at each scheduling step. The 
greedy approach provides a computationally efficient solution, has been shown to have good real
time performance and scalability as compared to other dynamic programming and optimization 
techniques [14,57,58] and, in some cases, may provide an optimal solution [61]. The five scheduling 
schemes are described in the following subsections along with pseudo code of the implemented
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Algorithm  3.1 Load Sharing algorithm.
for i — 1 : size of U do

if F  7̂  0 then
minReconfiguration = 181° 
for j  = 1 : size of F  do

reconfiguration — | ujfj — u Ui\ 
if reconfiguration < min then

minReconfiguration = reconfiguration
/closest — f jassign target Ui to the free camera /closest 

else
minLoad — size of S  for camera c\
^LeastLoad — C\for j  — 2 : m  do

if size of S  for camera Cj < minLoad then 
minLoad = size of S  for camera Cj
^LeastLoad ~  Cj

assign target m to camera CLeastLoad
algorithms.

3.3.1 Load Sharing
The Load Sharing algorithm tries to distribute the target load evenly amongst the active cameras. 
Upon entering the scene, targets are scheduled in a non-preemptive manner in the order in which 
they enter. Targets are first assigned to the closest free camera. When all cameras have become 
occupied, targets are scheduled such that they are assigned to the active camera with the fewest 
number of unidentified, pre-assigned targets (i.e., with the smallest set, S ). Pseudo code outlining 
this approach is shown in Algorithm 3.1.

3.3.2 First Com e First Serve (FCFS)
The FCFS scheduling algorithm was proposed by Qureshi et al. [55] and uses a round robin 

approach to assign targets to cameras. A description of the algorithm is given in Algorithm 3.2. 
Targets are assigned to the closest free camera in the order in which they enter the scene. The 
‘closeness5 of a target refers to the amount of reconfiguration required to bring the target into 
a camera’s FOV. Targets are not assigned at the time of entry, as in the load sharing case, but
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A lgorithm  3.2 First Come First Serve algorithm.
sort U according to entry times 
for i = 1 : size of U do

LÜ,

i f  F = £ ®  then 
minReconfiguration = 181° 
for j  =  1 : size of F  do 

reconfiguration = | Uf 
if reconfiguration < minReconfiguration then 

minReconfiguration = reconfiguration
/closest “  fj

assign target Ui to the free camera /closest

rather, are scheduled as cameras become available. In their implementation, Qureshi et al. also 
considered the Euclidean distance of the target from the cameras during the scheduling phase; 
however, this was omitted here due to the centralized nature of the system.

3.3.3 Earliest D eadline First (EDF)
The EDF scheduling algorithm was introduced by Costello et al. [13,14]. As in the FCFS policy, 
targets are not scheduled as they enter the scene, but rather as active cameras become available; 
however, instead of being scheduled in the order in which they enter the scene, targets are scheduled 
in the order in which they are predicted to exit the scene. Those with the earliest expected deadline 
are scheduled first. The algorithm is shown below in Algorithm 3.3.
Algorithm 3.3 Earliest Deadline First algorithm.

for i = 1 : size of U do 
predict exit time texnyUi 

sort U according to exit times 
for i = 1 : size of U do

Lût

if F  ^  0 then
minReconfiguration =181° 
for j  =  1 : size of F  do 

reconfiguration — | a;/, 
if reconfiguration < minReconfiguration then 

minReconfiguration = reconfiguration
/closest = fj

assign target Ui to the free camera /closest
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Algorithm 3.4 Least System Reconfiguration algorithm.
Start
for i  =  1 : size of F  do 

if U  0 then
minReconfiguration = 181° 
for j  — 1 : size of F  do

reconfiguration = \cjf. — uUj | 
if reconfiguration < minReconfiguration then 

minReconfiguration — reconfiguration 
^closest =  Ujfor i  — 1 : size of F  do 

for j  = i  + 1 : size of F  do
if Closest for fi — ^¿closest for f j  then 

if \ufi - w UcIosest| < \uf . -w „cWJ  then 
assign target u ciosest to free camera fi 

else
assign target u ciOSest to free camera fj  

goto Start
for i  — 1 : size of F  do

assign target uclosest for /* to camera fi
3.3.4 Least System  Reconfiguration (LSR)
The Least System Reconfiguration algorithm is an intuitive heuristic approach to the scheduling 
problem and has not been previously explored in the reviewed literature. It is a greedy based 
algorithm that attempts to minimize the total system reconfiguration based on the state of the 
system and the position of targets in the scene at the time of scheduling.

In previous algorithms, the targets to be identified are taken from a sorted queue in the order 
that they enter or that they are predicted to exit the scene, and then assigned to the most appro
priate camera. Alternatively, using the LSR approach, every camera-to-target pair is considered 
individually and the pair resulting in the least system reconfiguration is chosen. The proposed 
algorithm is shown in Algorithm 3.4

3.3.5 Least Future System  Reconfiguration (LFSR)
The Least Future System Reconfiguration (LFSR) algorithm is a variant of the LSR algorithm that 
is described above in Section 3.3.4. The LFSR differs from the LSR approach in that it attempts 
to minimize the total system reconfiguration based on the future state of the system and predicted
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Algorithm  3.5 Least Future System Reconfiguration algorithm.
Start
for i =  1 : size of F  do

if U  ^  0 then
minReconfiguration = 181° 
for j  — 1 : size of U do

time ¿ref —time ¿current
time ¿previous =time ¿future = predicted exit time of target Uj
^ U fi =  l ^ / i , ¿ f u t u r e  ~  Iwhile Awfi + \uUj,tiuture ~ Vfi&J do 

if Awfi > \wUjMuture -  ujfiAJ  then
¿previous =  ¿futureelse
if A u fi  > minReconfiguration then 

break while
¿ref — ¿future

j. __  ¿prev ious¿future — 2 ~t~fref

if Aujfi < minReconfiguration then 
minReconfiguration = Aw fi
«closest — « jfor i = 1 : size of F  do 

for j  = i + 1 : size of F  do
if «closest for fi = «closest for f j  then

i f  I ~  « C l o s e s t  I <  IU f j  ~~ ^ « c l o s e s t  I ^ e X l  assign target «closest to free camera fi 
else

assign target «closest to free camera fj  
goto Start

for i = 1 : size of F  do
assign target «closest for fi to camera fi

target positions. Pseudo code for the LFSR scheduling policy is given in Algorithm 3.5

3.4 Summary
Five greedy-based scheduling algorithms for target identification have been implemented: two 
previously developed and three new to this work. The greedy-based scheduling policies described 
in this chapter provide computationally efficient solutions to the real-time, a priori unknown, 
scheduling problem considered herein. A comparative evaluation of these five policies is outlined 
in Chapter 4.



Chapter 4

System Evaluation

Due to the complexity of developing an optimal offline algorithm for competitive analysis of the 
five scheduling policies described in Chapter 3, an empirical evaluation has been performed. A 
simulator has been developed to provide a repeatable experimental environment that addresses 
many of the inherent time and experimental setup limitations of using the real-world system. A 
description of the simulator and simulated experiments is given in Sections 4.1 and 4.2 respectively, 
while details of the real-world experiments are given in Section 4.3.

4.1 Simulator
A simulator has been developed to provide a controllable and repeatable environment in which to 
evaluate the scheduling algorithms. At a high level, the simulated system employs a similar modu
lar layout as described in Chapter 2. There are, however, some implementation differences worthy 
of note. A global Target Repository has been added to the simulated system. The repository is 
responsible for creating and updating a set of simulated targets, each with a unique identification 
tag. The omnidirectional cameras scan this Target Repository at each ‘capture’ for targets that 
lie within their respective FOVs. The Tracking Module used in the simulated system also differs 
from that used in the physical system. In the real-world system, the Tracking Module uses the 
predicted positions of a target to track it from one image to the next; however, in the simulated 
system, the Tracking Module uses a target’s identification tag to track its progress through the
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System

Figure 4.1: Simulated environment. The system centre is located h = 5 m above the target plane. The 
scene of radius r ~ 14 m is formed where the omnidirectional camera FOVs intersect the target 
plane.

scene. Using the identification tag has the advantage of allowing the scheduling algorithms to be 
evaluated directly without the influence of any tracking errors. The physical pan/tilt stages are 
also replaced using a virtual representation that simulates their motion.

4.2 Simulated Experiments
To gain some insight into the relative performance of the scheduling policies under different condi
tions, a total of 180 simulated experiments have been carried out — 36 scenarios were investigated 
for each of the five scheduling policies. For each experiment, targets were restricted to moving 
within a single plane situated h = 5 m below the system center. Additionally, without any loss 
of generality, the FOV of the omnidirectional cameras was set to 15 m. The intersection of the 
omnidirectional FOVs and the target plane results in a circular scene with a radius, r, of approxi
mately 14 m, as depicted in Figure 4.1. For statistical purposes, each of the 180 experiments was 
run 100  times with independent target sets.

The performance of the scheduling schemes were investigated for different: target entry condi
tions, congestion levels, target to camera speeds, target trajectories, and number of active cameras. 
The details of each experiment are shown tabulated in Tables A.l, A.2 and A.3 in Appendix A. A 
description of these parameters is given in the following subsections.
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4.2.1 Target Entry Condition
Two entry conditions are investigated; simultaneous entry, and continuous entry. The simultaneous 
entry condition is used to evaluate the performance of the scheduling schemes in applications where 
multiple targets enter the scene simultaneously; for example, monitoring an area outside of an arena 
after a large sporting event — a large number of people will exit the arena at roughly the same 
time. The performance of the scheduling policies is also investigated for applications where targets 
enter the scene continuously at random time intervals, as would be true of a monitored area in a 
shopping centre or airport.

Under the simultaneous entry condition, the experiments are run such that every target enters 
the scene at roughly the same time; however, for the continuous entry condition, targets are set to 
enter the scene according to a Poisson’s process with entry rate, A. An implementation of Knuth’s 
Poisson random number generator [62] was used to obtain the target entry times as shown in 
Algorithm 4.1.
Algorithm 4.1 Knuth’s Poisson random number generator.

let L <— e~A, k <— 0 and p 1 
repeat 

k k +  1
generate uniform random number U in [0,1] and let p p x u 

until p>  L 
return k — 1

4.2.2 Target Congest ion
The influence of target congestion on the relative performance of the scheduling policies was also 
looked at. For the majority of experiments, the level of congestion was set such that the system 
is saturated; i.e., some of the targets passed through the scene without being viewed by an active 
camera. This was done to provide worst case comparisons between policies.

For the simultaneous entry condition experiments, the number of targets entering the scene was 
used to represent congestion. The greater the target number, the higher the congestion level. The 
number of targets employed ranges from 50 to 400 targets. For the continuous entry experiments, 
the entry rate, A was used as a measure of congestion. A higher A results in a faster rate of entry,
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and thus a higher level of congestion. Two entry rates were investigated; A = 100 targets/min and 
A = 200 targets/min.

4.2.3 Tar get Tr aj ect or y
Experiments were performed for targets with linear and parabolic trajectories. Target trajectories 
were defined prior to an experiment by randomly assigning a set of starting conditions to each 
target (i.e. starting position, velocity, etc.), and then writing them to a trajectory file. Targets 
with linear trajectories were assigned a starting position (xo,yo,zo), and velocity (VXQ, Vyo, VZQ). 
As with the linear targets, the parabolic targets were created with an initial position (xo,yo5 ô) 
and velocity (VXQ,VyQ,VZQ). In addition, the parabolic targets were also created with randomly 
chosen constants A, B  and C which define the trajectory of the target according to the equation: 
y = A x2 + B x  +  C . Targets were created such that they initially lay along the scene perimeter 
and moved in towards the scene. Fifteen linear and fifteen parabolic targets created in this way 
are shown in Figures 4.2(a) and 4.2(b) respectively.

At the start of each simulation, a predetermined trajectory file was loaded and a target was

Figure 4.2: Example trajectories for (a) Simulated linear trajectory targets, and (b) Simulated parabolic 
trajectory targets.
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created for each of its entries. The targets were stored in the global Target Repository (Section 4.1) 
where their positions were updated at each simulated time step. Having the ability to use the same 
trajectory file in multiple simulations provided a means of evaluating each of the five scheduling 
algorithms with the same target sets, thus allowing a direct comparison to be performed.

Linear and parabolic trajectories were chosen to investigate the effect of prediction accuracy 
on the performance of the scheduling schemes. In simulation, a target’s future position was ex
trapolated using its current heading and speed, with the assumption that the target trajectory 
was linear. A target moving with a linear trajectory could therefore be predicted with 100 percent 
accuracy; however, a prediction error was introduced when the target trajectory was parabolic.

4.2.4 Target to  Camera Speed
The effect of the ratio of target to camera speed on the relative performance of the algorithms 
was investigated. Different target to camera speeds were obtained by varying the speeds at which 
the targets moved through the scene, while keeping the camera speeds constant. At the slowest 
extreme, targets were set to move at an average pedestrian walking speed of 1.5 m/s. At the other 
extreme, the greatest target speed was set to 8 m/s — a quarter of the speed of the cameras at 
the midpoint between the system and its DOF. The third speed used is an average of the first two 
speeds, at 4.75 m/s.

4.2.5 A ctive Cameras
Simulations were run using two system configurations. The first configuration consisted of 2 active 
cameras while the second was made up of 4 active cameras. Each configuration used 2 omnidi
rectional cameras for detection and tracking. These configurations were chosen to investigate the 
scalability of both the scheduling policies as well as the system itself, while considering a practical 
limit, given the size of the physical modules.

4.2.6 M ulti-C lass Assignm ents
To demonstrate the advantages and flexibility of the multi-class Scheduling-Module structure, two 
different methods for assigning targets to classes have been investigated.
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As is previously mentioned in Section 1.2, the objective of the Scheduling Module can be broken 
into two competing goals. One goal is to view as many targets as possible. The second goal is 
to view each target for as long or as many times as possible. To this end, the first multi-class 
implementation used, sets a target’s priority level according to the number of times that the target 
has been viewed. Upon entering the scene, targets were assigned to the highest priority class; 
however, each time that they were viewed, the targets were demoted to the next class. In this way, 
targets continue to be serviced by the active cameras until either: the targets leave the scene, or 
they have been viewed some predefined maximum number of times. This maximum was set to 4 
for these experiments.

In many applications, the ability of an automated surveillance system to prioritize targets 
based on their position in the scene, speed, etc., can greatly enhance its overall robustness. The 
advantages of using the proposed multi-class scheduling architecture in such applications was also 
investigated for each the five scheduling policies. Simulations were run using both a single-class 
and multi-class scheduling architecture. The same target set was used in both cases to provide a 
means of direct comparison. Each target was assigned one of two priority levels upon entering the 
scene — high or low, and unlike the previous multi-class implementation, targets were scheduled 
for viewing only once. For both the multi-class and single-class implementations, the simulations 
were run using a system comprising of two active cameras and two omnidirectional cameras. The 
target set used consisted of two hundred linear targets. A simultaneous entry condition was used, 
and every fourth target was assigned a high priority.

4.3 Real-W orld Experiments
The complexities associated with providing a controllable experimental environment for deploying 
the real-world system has restricted the extent to which the five algorithms could be evaluated 
through physical testing; instead, the focus of the real-world experiments was to validate the 
simulated system results while also serving as a proof of concept of the physical system itself.
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4.3.1 Experim ental Setup
The prototyped vision system comprising two active modules and a single omnidirectional fisheye 
module has been used, controlled by two networked system computers. The Omni-Camera Man
ager, Tracking and Synchronization modules were implemented on the first system computer, while 
the Scheduling, Platform Manager and System Control modules were run on the second system 
computer.

Fourteen static scene targets were implemented using fourteen 17” LCD computer monitors. 
Three different target types were employed, defined by the colour displayed on the corresponding 
LCD monitor — Type A (orange), Type B (green) and Type C (blue). Control of the fourteen 
targets was achieved using a system of three networked target computers. Each computer was re
sponsible for controlling a single target type and was connected to its corresponding LCD monitors 
using a VGA video multiplexer. In this manner, each of the three target types could be displayed 
independent of the state of the other target types; however, all targets of the same type had to be 
displayed simultaneously.

A photograph of the experimental setup is shown in Figure 4.3, and the implemented layout 
showing the target type and coordinates of each of the fourteen scene targets is given in Figure 
4.4.

4.3.2 M et ho dology
Experiments have been performed using the experimental setup described in Section 4.3.1 for each 
of the five scheduling algorithms. Precise and repeatable control of the entry and exit times of 
all fourteen scene targets was achieved using the aforementioned target implementation technique. 
To validate the results obtained in the simulated system evaluation (Section 4.2), simulations were 
performed for each of the real-world experiments using the same target positions, as well as entry 
and exit times. Validation was performed by comparing the results obtained using the simulated 
and real-world systems. All experiments were repeated five times using the same system and scene 
parameters.
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Figure 4.3: Experimental setup.

Two sets of experiments have been performed in this evaluation. First, the performance of 
each scheduling algorithm was investigated for a single scenario; the parameters for which were as 
follows:

• Simultaneous entry — targets were set to enter the scene simultaneously, ordered according 
to their type (colour) and position in the scene.

• Scene time — targets were set to stay in the scene for a predetermined length of time before 
exiting. The scene times were determined by target type and were chosen to ensure saturation 
of the system. Targets of Type A stayed in the scene for 8.0 seconds, targets of Type B for 
7.0 seconds and targets of Type C for 6.0 seconds. These scene times were known to the 
Scheduling Module and were used by the EDF algorithm to determine the order in which 
targets were scheduled.

• Scheduling architecture — a single class architecture was used; i.e., all targets were of equal 
priority and were only scheduled for viewing once.
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13 14

Figure 4.4: Target layout

target type X y z

i A 2 .6 8  m 1.9 m 0.837 m
2 C 2 .6 8  m 0.83 m 0.837 m
3 B 2 .6 8  m -0.33 m 0.837 m
4 A 2 .6 8  m -1.46 m 0.837 m
5 C 1.7 m -1.96 m 0.857 m
6 A 0 .8  m -1.96 m 0.857 m
7 B -0.25 m -1.96 m 0.857 m
8 C -1.13 m -1.96 m 0.857 m
9 A -2.08 m -1.96 m 0.857 m
10 C -2 .2 2  m -0.94 m 0.857 m
11 B -2 .2 2  m 0.14 m 1.107 m
12 C -2 .2 2  m 1.09 m 1.107 m
13 A -1.45 m 2.44 m 0.827 m
14 B 1.57 m 2 .6  m 0.977 m

target types and coordinates.

The performance of two scheduling policies (FCFS and LSR) was also investigated using both a 
multi-class and single-class scheduling architecture. These experiments were performed to demon
strate the advantages of the proposed multi-class scheduling architecture. The target and system 
parameters used in these experiments are as follows:

• Simultaneous entry — targets were set to enter the scene simultaneously, ordered according 
to their type (colour) and position in the scene.

• Scene time — all targets were set to stay in the scene for 8.0 seconds before exiting, therefore 
ensuring that the system was saturated.

• Scheduling architecture — experiments were performed for both a single class architecture as 
well as a multi-class architecture. For the single-class implementation, all targets were given 
an equal priority and were only scheduled once for viewing. Alternatively, for the multi-class 
implementation, targets of Type C were given a high priority while targets of Types A and 
B were both given a low priority; again, targets were only scheduled once for viewing.
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4.4 Summary
Experiments have been performed in simulation to evaluate the relative performance of five schedul
ing policies under different target and system conditions. Parameters that have been investigated 
include: target entry conditions, congestion levels, target to camera speeds, target trajectories, and 
the number of active cameras. Experiments using the system prototype have also been performed 
to validate the results obtained through simulation, to demonstrate the advantages of using a 
multi-class scheduling architecture and to serve as a proof of concept of the physical system. The 
key findings from these experiments are presented in Chapter 5.



Chapter 5

Data Analysis and Discussion

This chapter presents the results obtained from the experimental evaluation (described in Chapter 
4) of the five heuristic scheduling policies. The simulated performance of the system is shown in 
Section 5.1 for each of the five policies under varying target and system conditions. Section 5.2 
presents results obtained using the system prototype.

The main performance measure used in the following discussion is the identified target count; 
defined as the number of targets that have been viewed at least once by an active camera. As 
described in Section 4.2, each experiment was run 100 times with independent target sets. Box 
plots are used in the following sections to illustrate the performance dispersion within a single 
experiment.

5.1 Simulated Experiments
The performances of the five scheduling policies under different simulated target and system con
ditions are presented in this section. The effects of target congestion, target to camera speed, 
target trajectory, and the number of active cameras (as described in Chapter 4) are investigated. 
Results showing the advantages of using the proposed multi-class scheduling architecture are also 
presented.

44
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5.1.1 Target Congestion
The influence of target congestion on system performance for each of the five scheduling policies 
has been investigated. Simulations were run for congestion levels of 50, 100, 200 and 400 targets 
with simultaneous entry conditions. Simulations were also performed for 200 targets, entering the 
scene at a rate of A — 100 targets/min, and A = 200 targets/min. Interestingly, the changes in 
congestion levels had different effects on system performance for the two entry conditions.

Identified target counts for targets entering the scene simultaneously are illustrated in the box 
plots of Figures 5.1(a) and 5.1(b), for congestion levels of 400 and 100 targets respectively. Box 
plots provide a convenient method of summarizing the performance data for the 100  independent 
target sets used in each experiment. The plots were constructed as described in [63], such that the 
outliers (shown as crosses) lie at least 1.5 times the interquartile range above or below the upper 
quartile or lower quartile respectively.

The system performance does not appear to be affected by the level of congestion for any of the 
scheduling policies. This trend was observed for saturated congestion levels under different target 
speeds, target trajectories and active camera counts; i.e., once saturated, system performance 
appears to be unaffected by an increase in the congestion level.

Scheduling Policy Scheduling Policy

(a) (b)
Figure 5.1: Identified target counts for a system comprising 2 active cameras for two congestion levels: (a) 

400 targets, and (b) 100 targets. Here, each target follows a linear trajectory with a speed of 
4.75 m/s and enters the scene simultaneously.
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(a)
Figure 5.2: Identified target counts for a system comprising 2 active cameras for two congestion levels: (a) 

A = 200 targets/min, and (b) A = 100 targets/min. 200 targets were used, each following a 
linear trajectory with a speed of 4.75 m/s and entering the scene continuously.

Alternatively, under the continuous-entry target conditions, the system performance does ap
pear to be affected by the level of congestion. Identified target counts for targets entering at a 
rate of A =  100 targets/min, and A =  200 targets/min are shown in Figures 5.2(b) and 5.2(a), 
respectively. This degradation in performance was seen to continue until some upper congestion 
level is reached, at which point a further increase in the entry rate will have no significant effect.

5.1.2 Target to  Camera Speed
The effect of different target to camera speeds on system performance was also investigated for 
each of the five scheduling policies under different target trajectory types, active camera counts, 
entry conditions and congestion levels. A direct comparison between policies may be made as 
the targets used from one experiment to another differ only in their magnitude of velocity; i.e., 
corresponding targets move through the scene along the same path, differing only in how fast they 
move. Mean identified target counts for three different target speeds are presented in Figure 5.3. 
System performance was observed to decrease non-linearly with an increase in target speed for 
each policy.

The relative performance of the scheduling policies themselves also appear to be affected by 
target-to-camera speeds. The disparity in the level of performance between the scheduling policies

Load Sharing FCFS EDF LSR
Scheduling Policy

FLSR

(b)
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Figure 5.3: Mean identified target counts for a system comprising 2 active cameras for three target speeds, 
where boxes represent a target speed of 8.0 m/s, crosses a speed of 4.75 m/s and pluses a speed 
of 1.5 m/s. 400 targets were used, each following a linear trajectory and entering the scene 
simultaneously.

was seen to decrease as the target speeds increased. At the higher target speeds, the active cameras 
often can not ‘chase-down’ a target, thereby reducing the influence of the scheduling policy on the 
overall system performance.

5.1.3 Target Trajectory
The influence of target predictability on the performance of the scheduling policies was evaluated 
(as described in Section 4.2.3) by comparing the performance of the different policies for two 
trajectory types — linear and parabolic. Figure 5.4 shows the performance of each of the five 
scheduling policies for a single set of experiments using (a) linear, and (b) parabolic trajectories.

Interestingly, the performance of four out of the five scheduling policies were, to an extent, 
unaffected, if not enhanced, when using the more unpredictable parabolic targets. There was, 
however, a significant decrease in the performance of the EDF policy. This can be attributed to 
the method of queuing targets for scheduling used by the EDF policy. As discussed in Section 
3.3.3, the EDF policy schedules targets in the order in which they are predicted to exit the scene. 
Inaccurate predictions are therefore detrimental to its performance.
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Figure 5.4: Identified target counts for a system comprising 4 active cameras for targets moving with (a) 

linear, and (b) parabolic trajectories. 400 targets were used, each moving at a speed of 8 m/s 
and entering the scene simultaneously.

Load Sharing FCFS EDF LSR
Scheduling Policy

FLSR

(b)

5.1.4 A ctive Cameras
The scalability of the system is investigated for each scheduling policy. Figure 5.5 shows the mean 
identified target counts for experiments using systems comprising two and four active cameras. 
For each of the scheduling policies, the number of targets identified with the four camera system 
was approximately double that of the two camera system. This observation is also true for all 
other combinations of target trajectories, congestion levels, speeds and entry conditions.

5.1.5 M ulti-Class Assignm ents
As detailed in Section 4.2.6, two sets of experiments were carried out to test the advantages of using 
the proposed multi-class scheduling architecture. In the first set of experiments, targets entering 
the scene were initially assigned to the highest priority class, and then demoted to a lower class 
each time that they were viewed. The identified target counts for one of these experiments are 
shown in Figure 5.6(a), while the average number of times that the viewed targets were seen by the 
active cameras is shown in Figure 5.6(b). The results demonstrate the ability of the multi-classed 
architecture to schedule targets for the competing identification goals outlined in Chapter 1.2.

Worthy of note is that no correlation was observed between the performance of the scheduling
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Figure 5.5: Mean identified target count for two system configurations, where crosses indicate the perfor
mance of a four camera system, and pluses that of a two camera system. 400 targets were used, 
each following a linear trajectory with a speed of 1.5 m/s and entering the scene simultaneously.

policies when using the two performance criteria. The LSR policy was seen to perform well in both 
cases, while the Load Sharing and EDF policies perform well under the first criteria but show the 
poorest performance under the second criteria. This observation is consistent with the findings of 
Costello et ah [13].

The second set of experiments was designed to demonstrate the ability of the multi-class ar
chitecture to prioritize targets according to external factors, such as their position in the scene,

Load Sharing FCFS EDF LSR
Scheduling Policy

(a)
FLSR Load Sharing FCFS EDF LSR

Scheduling Policy

(b)
FLSR

Figure 5.6: (a) Identified target counts, and (b) average number of views per target for a system comprising 
2 active cameras using 200 targets, each following a linear trajectory with a speed of 4.75 m/s, 
and entering the scene continuously at a rate of 100 targets/min.
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Figure 5.7: Mean identified target counts for a system comprising of 2 active cameras using 200 targets, 
each following a linear trajectories at a speed of 4.75 m/s and entering the scene simultaneously. 
Crosses show the performance using a single-class architecture, while pluses show that of a 
multi-class structure.

speed, etc.. To accomplish this, simulations were run using a multi-class architecture, and then 
again using a single-class architecture. In both cases, every fourth target entering the scene was 
given a high priority; the number of identified high priority targets was then used to compare 
the two architectures. The results from these experiments show that the multi-class architecture 
greatly outperforms its single-class counterpart in such applications. This is illustrated in Figure 
5.7.

5.1.6 Relative Performance
An overall trend in the relative performance of the five scheduling algorithms could be seen in 
the data collected from the 36 simulated scenarios. For the majority of these scenarios, the Load 
Sharing and FCFS policies appeared to perform the poorest, while the LSR and FLSR schedul
ing policies consistently performed the best, by a considerable margin; however, the disparity in 
performance between policies was reduced at higher target-to-camera speed ratios (as shown in 
Section 5.1.2). When scheduling linear targets, the performance of the EDF policy typically fell in 
between that of the LSR and FLSR policies, and the FCFS and Load Sharing policies; however, 
its performance appeared compromised when scheduling the more unpredictable parabolic targets 
(shown in Section 5.1.3).
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5.2 Real-World Experiments
A comparison between the performances of the five scheduling algorithms using the real-world 
and simulated systems has been performed for a single scenario as described in Chapter 4. The 
system prototype has also been used in experiments to showcase the advantages of using the pro
posed multi-class scheduling architecture for the prioritization of targets based on external factors. 
Fourteen static scene targets were implemented using LCD computer monitors, arranged in a rect
angular pattern around the system as laid out in Figure 4.4. A simultaneous target entry condition 
was used in every experiment; i.e., all fourteen of the targets appeared at the same time. Targets 
were detected and tracked at a low resolution in the omnidirectional view (Figure 5.8), while high 
resolution target images, required for identification, were taken using the two active perspective 
cameras.

Figure 5.8: Omnidirection view from the top fisheye camera showing the fourteen scene targets.
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Figure 5.9: Target images taken by the active perspective cameras during one run of the real-world experi
ments.

A label was placed on each target monitor displaying its number in the scene. Once an active 
camera was centred on a target, six target images were taken and saved to memory; the target 
was considered to be identified if its target label was easily recognizable in one or more of these 
images. It was found that approximately 98 percent of the targets viewed in these experiments 
could be identified in at least one of the images taken. A sample of high resolution target images 
taken in one of the experiments is shown in Figure 5.9.

5.2.1 Real-W orld versus Sim ulated System  Performance
To validate the simulated system results outlined in Section 5.1, experiments were performed for 
a single scenario using both the real-world and simulated systems. To account for real-world 
variability, every experiment was repeated five times. Identified target counts obtained using the 
real-world system are shown in Figure 5.10(a) for each of the five scheduling policies, while the 
corresponding identified target counts obtained through simulation are shown in Figure 5.10(b).

Some disparity was seen in the overall simulated and real-world system performances. For 
each of the scheduling policies, the simulated system performance was, on average, better than
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Figure 5.10: Identified target counts for (a) the real-world system, and (b) the simulated system.

that obtained using the physical system. The better simulated performances can be attributed 
to the idealized approach used in the simulated system implementation. The main goal of the 
simulated evaluation (Section 5.1) was to gain insight into the relative performance of the five 
scheduling policies; as such, many of the system parameters were modeled using an ideal case. 
The primary factor contributing to the disparity in performance between the real and simulated 
systems appears to be the target identification period; i.e., the time elapsed between the scheduling 
and identification of a target. In simulation, the cameras were accurately guided to the target 
locations and, once there, the cameras remained fixated on the target for precisely six ‘image 
captures.’ Imperfections in the real system’s peripheral guidance calibration meant that visual 
servoing of the active stages was required to centre the targets within the FOV of the perspective 
cameras. This resulted in the identification period of the physical system cameras being greater 
than that of the ideal simulated case.

The variation in performance observed between repeated experiments for the Load Sharing, 
FCFS and EDF policies was the result of varying identification periods (targets were scheduled in 
the same order from run to run and in the same order as observed in simulation); however, some 
differences in the scheduling order were observed with the LSR and FLSR policies. As described 
in Chapter 3, scheduling is performed for the LSR and FLSR policies based on the state of both 
the system and the targets at the time of scheduling. Although targets were initially scheduled

Load Sharing FCFS EDF LSR FLSR

Scheduling Architecture
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in the same order for each run (and as in simulation), variations in the system state at times of 
scheduling, caused the target order to differ in a number of the experiments.

Although some differences were seen in the absolute performance between the simulated and 
real-world systems, strong similarities were observed in the relative performance of the five schedul
ing policies. This would suggest that, although not suitable for a direct characterization of the 
system, the simulated results presented in Section 5.1 provide a good means of evaluating the 
relative performance of the five scheduling policies.
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Figure 5.11: Identified target counts for multi-class and single-class scheduling architectures using (a) a 

FCFS scheduling policy, and (b) a LSR scheduling policy.

5.2.2 Multi-class Prioritization
To further characterize the operation of the system, the performance of two scheduling policies 
(FCFS and LSR) was investigated using both a multi-class and single-class scheduling architecture. 
For the single-class implementation, all targets were given an equal priority. Alternatively, for the 
multi-class implementation, targets of Type C were given a high priority while targets of Types 
A and B were both given a low priority. The number of targets of Type C identified using the
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FCFS policy is shown for both class implementations in Figure 5.11(a) while those obtained using 
the LSR policy is shown in Figure 5.11(b). As in the simulated results described in Section 5.1.5, 
the results from these experiments show that the multi-class architecture greatly outperforms its 
single-class counterpart in its ability to prioritize targets.

5.3 Summary
A comparative evaluation of the five scheduling algorithms has been performed for thirty six differ
ent simulated system and target scenarios. In the majority of cases, the LSR and FLSR scheduling 
policies consistently performed the best, while the Load Sharing and FCFS policies appeared to 
perform the poorest. The EDF policy showed good overall performance under predictable target 
conditions, however, under unpredictable conditions, a drastic decrease in performance was ob
served. Experiments performed using the prototyped system serve to validate these findings and 
demonstrate the applicability of the multi-classed architecture.



Chapter 6

Concluding Remarks

This thesis presents a centralized active vision based solution to the problem of remote target 
identification in high throughput applications, where the targets to be identified outnumber the 
system resources. The following sections serve to highlight the contributions of this work and make 
recommendations for future work.

6.1 Summary and Conclusion
The contributions of this thesis may be summarized as:

1. Development of a centralized active vision system. Although based on a previously conceived 
concept, all aspects of the system hardware and software have been redesigned, resulting in 
a more cost effective, compact and modular system. Significant improvements over the 
previous design include:

• Miniaturization — a significant reduction in the size of the system modules has been 
achieved. The active modules have been reduced in height from 0.26 m to 0.13 m, and 
the omnidirectional fisheye modules now measure 0.06 m, down from 0,16 m.

• Self contained control hardware -— by eliminating the need for expensive standalone 
control modules, the development of custom control hardware for the pan and tilt drive 
systems has enhanced the system’s modularity, while significantly reducing its overall
cost. 56
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• Cable spooling — direct connection between the pan/tilt cameras and the system com
puters has been made possible through the design of a low-profile spooling mechanism. 
The direct connection allows the video feed to remain digital, thereby reducing the 
losses incurred by analog to digital conversion, as well as analog transmission. Unlike 
the original design, however, spooling has limited the active modules to ±4 revolutions 
about the system axis.

• Software architecture — the software architecture developed in this work allows the 
system to detect, track and schedule multiple targets simultaneously.

2. Formulation of the resource scheduling problem for a centralized active vision system in 
an unconstrained environment with no a priori knowledge of target entry and exit points, 
trajectories, etc..

3. Development of three heuristic resource scheduling policies. Similar to the approach used 
in several of the reviewed scheduling policies, the policies developed in this thesis employ 
greedy-based algorithms to make locally optimal target to active-camera assignments. Two 
scheduling policies that appeared repeatedly in the reviewed literature were also implemented 
to serve as a benchmark for comparison.

4. Development of a multi-class scheduling architecture that extends the functionality of the 
system to allow targets to be prioritized based on factors such as location, speed and number 
of times viewed.

5. Development of a simulated system environment, whose behaviour closely resembles that of 
the physical system. The simulated system provides a means of quickly evaluating relative 
system performance under different system and target conditions, many of which would be 
prohibitively expensive and time consuming to investigate using the physical system.

Together, these contributions form the basis of an overall active vision solution to the remote 
identification of multiple targets. The scheduling policies that have been used in this thesis, along 
with findings from their simulated and real-world evaluations are elaborated upon below.
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Five greedy-based scheduling policies have been implemented to coordinate the system’s active 
vision resources for viewing multiple targets. EDF and FCFS policies were implemented based on 
work done in the reviewed literature. Load Sharing, LSR and FLSR scheduling policies, that are 
new to this work, have also been developed and implemented.

A comparative evaluation of the five scheduling policies has been performed for thirty six dif
ferent simulated system and target scenarios. The parameters that were varied in this evaluation 
include: target entry conditions, target congestion levels, target to camera speeds, target trajec
tories, and the number of active cameras. An overall trend in the relative performance of the 
five scheduling algorithms was observed. In the majority of cases, the Load Sharing and FCFS 
policies appeared to perform the poorest, while the LSR and FLSR scheduling policies consistently 
performed the best, by a considerable margin. Interestingly, however, it was observed that the dis
parity in performance between policies was reduced at higher target-to-camera speed ratios. It was 
also noted that the performance of the EDF policy was highly dependent on target predictability.

The prototype system was used in a number of real-world experiments to validate the results 
obtained through simulation, while also serving as a proof of concept. Although strong similari
ties between the relative performances of five scheduling policies in the simulated and real-world 
experiments were observed, the simulated system appeared to, on average, outperform the real- 
world system. This suggests that, although not suitable for a direct characterization of the system, 
the simulated system provides a suitable means of evaluating the relative performance of the five 
scheduling policies.

As discussed in Chapter 1, the objective of the Scheduling Module can be broken into two 
competing goals. One goal is to view as many targets as possible. The second goal is to view each 
target for as long or as many times as possible. Simulated experiments have been performed that 
demonstrate the applicability of using a multi-class scheduling architecture under these objectives. 
Experiments using the prototype and simulated systems have also been performed in which the 
multi-classed scheduling approach was shown to greatly outperform its single-class counterpart in 
its ability to prioritize targets according to external factors, such as their position in the scene and 
speed.
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6.2 Recom m endations and Future Work
Vision System
Several recommendations can be drawn from the construction, calibration and evaluation of the 
prototype. Even though the prototyped system fulfills its purpose within the scope of this thesis, 
areas of improvement in aspects of both the hardware and software implementation have been 
identified.

Although continuous pan rotation is made possible through the use of a custom spooling 
mechanism, the system is still limited to ±4 revolutions about its ’unwound5 state. Measures have 
been taken in software to ensure that this limit is never reached in normal operation; however, 
situations may arise in which the software limiter may fail. To provide more robust protection of 
the spool and active module components at all times, the implementation of a dedicated hardware 
limiter is recommended.

The prototyped system employs target detection and tracking algorithms that have been greatly 
simplified. Target detection is currently performed using a simple colour thresholding technique. 
This approach proved useful during the scheduling policy development stage and for a proof of 
concept, allowing multiple target definitions (colours) to be implemented quickly and easily. Al
though acceptable within the scope of this thesis, a more robust target specific approach is needed 
if the system is to be used in real-world surviellance applications.

The target tracking technique can also be improved to increase the overall robustness of the 
system. The method used in this work uses the predicted positions of a target to track it from one 
image to the next. Again, this method proved to be acceptable given the scope and objectives of 
this thesis; however, implementing a more robust tracking method is recommended to overcome 
the limitations of the current method in situations when a target may become fully or partially 
occluded.

Without addressing task and algorithm specific requirements, it was simply assumed that 
high resolution target images were required for successful identification; the development and/or 
implementation of the identification algorithms themselves has been left for future work. It is noted 
that by adding this next step, other, task specific, factors may be introduced into the scheduling
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problem; factors such as target heading and periods of predicted occlusion may play a role in 
determining an optimal scheduling policy.

The stacked multi-camera system concept that is used in this work has been previously proven 
to have good depth perception and target localization capabilities. This has been shown to be 
achievable through precise calibration of the active perspective cameras, the omnidirectional fisheye 
cameras, as well as relative camera positions. By improving the calibration technique used, the 
functionality of the system could be extended to allow for the extraction of 3D positional data 
from the environment.

Resource Scheduling
A heuristic greedy-based approach has been taken in this thesis to address the task of schedul
ing the system’s active resources to view multiple targets. Although this approach provides a 
computationally efficient solution that is easily implemented, there is still much room for further 
investigation.

In each of the scheduling policies implemented in this work, targets are scheduled in a non- 
preemptive fashion (within a single priority class). Once scheduled, a camera will remain occupied 
until either, the assigned target is viewed for some predetermined length of time, the target leaves 
the scene, or another target is assigned a higher priority level. This non-preemptive approach can 
limit the ability of the system to react to changes within the environment; as such, an investigation 
into the affect of extending the policies to allow for preemptive scheduling is warranted.

When predicting future simulated target positions during scheduling, it was simply assumed 
that targets move with a linear trajectory; i.e., a target’s future position was predicted using its 
heading and speed at the time of prediction. The simulated experiments that were performed 
using targets with parabolic trajectories served to illustrate the extent to which the performance 
of the EDF policy depends on the accuracy of predicted future target states. As was confirmed in 
the reviewed literature, this is an inherent problem of policies that rely on predicted target states. 
Intuitively, and as reported in previous work, prediction-based policies can often outperform those 
policies that only consider the current state of a target, in applications where target motion is 
highly predictable. This, however, is a problem in real-world applications where target motion is
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often erratic and unpredictable. Although outside the scope of this thesis, developing a method 
of providing reasonable target predictions could allow prediction-based algorithms to perform in 
such real-world applications; for example, learning techniques may be used to build target models 
based on the trajectories of previously observed targets.
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Appendix A

Simulation Details

To gain some insight into the relative performance of the scheduling policies under different target 
and system conditions, a total of 180 simulated experiments have been carried out — 36 sce
narios were investigated for each of the five scheduling policies. The parameters varied in these 
experiments include: target entry conditions, congestion levels, target to camera speeds, target 
trajectories, and number of active cameras. Table A.l shows the parameters used in the simu
lated simultaneous target entry condition experiments. Table A.2 shows the parameters used in 
the simulated continuous target entry condition experiments. Finally, the parameters used in the 
simulated multi-class and single-class experiments are shown in Table A.3.
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Table A.l: Simultaneous entry experiments.
Simulation Scheduling

Algorithm #targets #Cameras
Target
Speed
(m /s)

Target
Trajectory

i 400 2 1.5
2 400 4 1.5
3 50 2 4.75
4 100 2 4.75
5 Load Sharing 2 0 0 2 4.75 Linear
6 400 2 4.75
7 400 4 4.75
8 400 2 8
9 400 4 8

10 400 2 1.5
11 400 4 1.5
12 50 2 4.75
13 100 2 4.75
14 FCFS 2 0 0 2 4.75 Linear
15 400 2 4.75
16 400 4 4.75
17 400 2 8
18 400 4 8
19 400 2 1.5
20 400 4 1.5
21 50 2 4.75
22 100 2 4.75
23 EDF 200 2 4.75 Linear
24 400 2 4.75
25 400 4 4.75
26 400 2 8
27 400 4 8

continued...



Table A.l: Continued from previous page.
Simulation Scheduling # # Target Target

Algorithm targets Cameras Speed Trajectory
28 400 2 1.5
29 400 4 1.5
30 50 2 4.75
31 100 2 4.75
32 LSR 200 2 4.75 Linear
33 400 2 4.75
34 400 4 4.75
35 400 2 8
36 400 4 8
37 400 2 1.5
38 400 4 1.5
39 50 2 4.75
40 100 2 4.75
41 FLSR 200 2 4.75 Linear
42 400 2 4.75
43 400 4 4.75
44 400 2 8
45 400 4 8
46 400 2 1.5
47 400 4 1.5
48 50 2 4.75
49 100 2 4.75
50 Load Sharing 2 0 0 2 4.75 Parabolic
51 400 2 4.75
52 400 4 4.75
53 400 2 8
54 400 4 8

continued. ..



Table A .l:  Continued from previous page.
Simulation Scheduling # # Target Target

Algorithm targets Cam eras Speed Trajectory
55 400 2 1.5
56 400 4 1.5
57 50 2 4.75
58 100 2 4.75
59 FCFS 200 2 4.75 Parabolic
60 400 2 4.75
61 400 4 4.75
62 400 2 8
63 400 4 8
64 400 2 1.5
65 400 4 1.5
66 50 2 4.75
67 100 2 4.75
68 EDF 2 0 0 2 4.75 Parabolic
69 400 2 4.75
70 400 4 4.75
71 400 2 8
72 400 4 8
73 400 2 1.5
74 400 4 1.5
75 50 2 4.75
76 100 2 4.75
77 LSR 2 0 0 2 4.75 Parabolic
78 400 2 4.75
79 400 4 4.75
80 400 2 8
81 400 4 8

continued. ..



Table A .l:  Continued from previous page.
Simulation Scheduling

Algorithm #targets #Cameras
Target
Speed

Target
Trajectory

82 400 2 1.5
83 400 4 1.5
84 50 2 4.75
85 100 2 4.75
86 FLSR 2 0 0 2 4.75 Parabolic
87 400 2 4.75
88 400 4 4.75
89 400 2 8
90 400 4 8



Table A.2: Continuous Entry Experiments.
Simula

tion
Scheduling
A lgorithm #targets

#  Cam 
eras

Target
Speed
(m /s)

E ntry
R ate

(ta r/m in )
Target

Trajectory

91 200 2 4.75 100
92 200 4 4.75 100
93 200 2 8 100
94 Load 2 0 0 4 8 100 Linear
95 Sharing 200 2 4.75 200
96 200 4 4.75 200
97 200 2 8 200
98 200 4 8 200
99 200 2 4.75 100
100 200 4 4.75 100
101 20 0 2 8 100
102 FCFS 200 4 8 100 Linear
103 20 0 2 4.75 2 0 0
104 200 4 4.75 200
105 200 2 8 2 0 0
106 20 0 4 8 2 0 0
107 200 2 4.75 100
108 200 4 4.75 100
109 200 2 8 100
110 EDF 2 0 0 4 8 100 Linear
111 200 2 4.75 200
112 200 4 4.75 2 0 0
113 2 0 0 2 8 2 0 0
114 200 4 8 2 0 0
115 2 0 0 2 4.75 100
116 200 4 4.75 100
117 200 2 8 100
118 LSR 200 4 8 100 Linear
119 2 0 0 2 4.75 2 0 0
120 200 4 4.75 2 0 0
121 2 0 0 2 8 200
122 2 0 0 4 8 2 0 0

continued . .



Table A .2: Continued from previous page.
Simula

tion
Scheduling
Algorithm #targets

#  Cam 
eras

Target
Speed
(m /s)

E ntry  
R ate 

(ta r/m in)
Target

Trajectory

123 200 2 4.75 100
124 200 4 4.75 100
125 200 2 8 100
126 FLSR 20 0 4 8 100 Linear
127 200 2 4.75 2 0 0
128 20 0 4 4.75 2 0 0
129 20 0 2 8 2 0 0
130 200 4 8 200
131 200 2 4.75 100
132 20 0 4 4.75 100
133 20 0 2 8 100
134 Load 200 4 8 100 Parabolic
135 Sharing 200 2 4.75 200
136 200 4 4.75 2 0 0
137 2 0 0 2 8 2 0 0
138 200 4 8 2 0 0
139 200 2 4.75 100
140 2 0 0 4 4.75 100
141 2 0 0 2 8 100
142 FCFS 200 4 8 100 Parabolic
143 200 2 4.75 200
144 200 4 4.75 200
145 200 2 8 200
146 200 4 8 2 0 0
147 200 2 4.75 100
148 200 4 4.75 100
149 200 2 8 100
150 EDF 200 4 8 100 Parabolic
151 200 2 4.75 2 0 0
152 200 4 4.75 2 0 0
153 2 0 0 2 8 200
154 2 0 0 4 8 200

continued...



Table A .2: Continued from previous page.
Simula

tion
Scheduling
Algorithm #targets

#  Cam
eras

Target
Speed
(m /s)

E n try  
R ate 

(ta r/m in )
Target

Trajectory

155 200 2 4.75 100
156 200 4 4.75 100
157 200 2 8 100
158 LSR 200 4 8 100 Parabolic
159 200 2 4.75 200
160 2 0 0 4 4.75 2 0 0
161 2 0 0 2 8 2 0 0
162 200 4 8 200
163 200 2 4.75 100
164 2 0 0 4 4.75 100
165 2 0 0 2 8 100
166 FLSR 200 4 8 100 Parabolic
167 200 2 4.75 2 0 0
168 200 4 4.75 2 0 0
169 200 2 8 200
170 200 4 8 2 0 0
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Table A.3: Scheduling architecture experiments.

Simulation SchedulingAlgorithm #targets #Cameras TargetSpeed(m/s)
TargetTrajectory

Architecture
171 Load Sharing
172 FCFS
173 EDF 200 2 4.75 Linear Multi-class
174 LSR
175 FLSR
176 Load Sharing
177 FCFS
178 EDF 200 2 4.75 Linear Single-class
179 LSR
180 FLSR
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