
University of Nebraska at Omaha University of Nebraska at Omaha 

DigitalCommons@UNO DigitalCommons@UNO 

Information Systems and Quantitative Analysis 
Faculty Publications 

Department of Information Systems and 
Quantitative Analysis 

5-7-2021 

Exploring and Promoting Diagnostic Transparency and Exploring and Promoting Diagnostic Transparency and 

Explainability in Online Symptom Checkers Explainability in Online Symptom Checkers 

Chun-Hua Tsai 

Yue You 

Xinning Gui 

Yubo Kou 

John M. Carroll 

Follow this and additional works at: https://digitalcommons.unomaha.edu/isqafacpub 

Please take our feedback survey at: https://unomaha.az1.qualtrics.com/jfe/form/

SV_8cchtFmpDyGfBLE 

http://www.unomaha.edu/
http://www.unomaha.edu/
https://digitalcommons.unomaha.edu/
https://digitalcommons.unomaha.edu/isqafacpub
https://digitalcommons.unomaha.edu/isqafacpub
https://digitalcommons.unomaha.edu/isqa
https://digitalcommons.unomaha.edu/isqa
https://digitalcommons.unomaha.edu/isqafacpub?utm_source=digitalcommons.unomaha.edu%2Fisqafacpub%2F142&utm_medium=PDF&utm_campaign=PDFCoverPages
https://unomaha.az1.qualtrics.com/jfe/form/SV_8cchtFmpDyGfBLE
https://unomaha.az1.qualtrics.com/jfe/form/SV_8cchtFmpDyGfBLE
http://library.unomaha.edu/
http://library.unomaha.edu/


 

Exploring and Promoting Diagnostic Transparency and 

Explainability in Online Symptom Checkers 

Chun-Hua Tsai , Yue You, Xinning Gui, Yubo Kou, John M. Carroll 

College of Information Sciences and Technology, Pennsylvania State University 

 

ABSTRACT 

Online symptom checkers (OSC) are widely used intelligent systems in health 

contexts such as primary care, remote healthcare, and epidemic control. OSCs use algorithms 

such as machine learning to facilitate self-diagnosis and triage based on symptoms input by 

healthcare consumers. However, intelligent systems’ lack of transparency and 

comprehensibility could lead to unintended con- sequences such as misleading users, especially 

in high-stakes areas such as healthcare. In this paper, we attempt to enhance diagnostic 

transparency by augmenting OSCs with explanations. We first conducted an interview study 

(N=25) to specify user needs for explanations from users of existing OSCs. Then, we 

designed a COVID-19 OSC that was enhanced with three types of explanations. Our lab-

controlled user study (N=20) found that explanations can significantly improve user experience in 

multiple aspects. We discuss how explanations are interwoven into conversation flow and 

present implications for future OSC designs. 

 

CCS CONCEPTS 

• Human-centered computing → Interaction paradigms; Interaction 

design process and methods. 
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INTRODUCTION 

Online symptom checkers (OSCs) are intelligent systems that apply algorithms and 

machine learning approaches (e.g., clinical decision tree) to help patients with self-diagnosis or 

self-triage [62]. As healthcare consumers increasingly rely on the Internet for health 

information [9], OSCs are widely used in various health contexts. For example, patients may use 

OSCs to check their early symptoms as well as gain more knowledge about their body conditions 

before a doctor’s visit [53]. OSCs help healthcare consumers identify the appropriate care 

level and services and whether they need medical attention from healthcare providers [81]. A 

2019 survey shows that 22% of US health consumers have used a symptom checker app in 

the past 12 months [22]. In major app stores, most popular symptom checkers (e.g., Babylon, 

Ada, Your.MD, K health, WebMD) have been downloaded tens of millions of times [46]. 

Developers of AI-powered symptom checkers promise various benefits such as providing quality 

diagnosis [10] and reducing unnecessary visits and tests [34, 62]. Certain healthcare providers 

like the Sutter Health network even encourage patients to self-diagnose with OSCs, be- cause 

they can support patients “at the first onset of symptoms” [25]. OSCs are not designed to replace 

professional diagnosis. Instead, it can engage the patient early in the healthcare cycle to 

strengthen the healthcare quality and lower the cost and ease the burden for the professional 

[22]. The usage of OSCs can further benefit other health contexts like remote health and 

epidemic control [48]. During the COVID-19 pandemic in 2020, the government, industry, and 

large OSC developers such as Ada and Babylon released dedicated Coronavirus Self-Checker 

[7, 24, 32]. 

Despite these promises, OSCs also have limits. Unlike real health- care professionals, most 

OSCs do not explain why the OSCs provide such diagnosis or why a patient falls into a 

disease classification. OSCs’ data and clinical decision model are usually neither trans- 

parent nor comprehensible to lay users, which may lead to less user trust in the system 

[54]. Transparency has been discussed in the scholarship of explainable AI (XAI) [21], 

which focuses on explaining and justifying the outcomes of AI-driven decisions or 

recommendations [13, 36, 40, 51, 72]. Explainable interfaces have been shown to be able to 

improve user experience, i.e., trust, under- standability, and satisfactions [18, 70]. For 

example, explanations can help users to understand reasoning process of recommendation 



 

models [27], and how their actions can impact and control the system [31], which in turn 

contributes to system inspectability [36] or transparency of the recommendation process [39, 

40, 70]. However, in the high-stakes domain of healthcare, little attention has been paid to 

the transparency issue of OSCs. 

 

 

Figure 1: The example of diagnostic and triage recommendation of the COVID-19 

OSC. 

In this paper, we explore how explanations could be used to promote diagnostic 

transparency of online symptom checkers. To answer this question, we conducted two studies: First, 

we conducted an interview study to explore what explanation needs exist in the existing use 

of OSCs. Second, informed by the first study’s results, we used a design study to 

investigate how explanations affect the user perception and user experience with OSCs. 

We designed an OSC in the context of COVID-19 and tested it with three styles of 

explanations. Combining results from the two studies, we found that explanations can 

significantly improve overall user experiences in multiple aspects, such as trust, transparency 

perception, and learning. Besides, we showed that by interweaving explanations into 



 

conversation flow, OSC could facilitate users’ comprehension of the diagnostics in a dynamic 

and timely fashion. 

Our contributions to HCI are three-fold: First, we contributed empirical insights into 

user experiences with explanations in health- care domain. Second, we derived conceptual 

insights into OSC transparency. Third, we proposed design implications for improving transparency 

in healthcare technologies, and especially explanation design in conversational agents.  

 

RELATED WORK 

Symptom Checker 

Many private companies and public organizations (e.g., the National Health Service; the 

American Academy Pediatrics) have launched OSCs. A 2019 survey shows that 22% of the U.S. 

health consumers had used an OSC app in the past 12 months [22]. OSCs are usually built upon 

expert systems that consist of a medical knowledge base and an inference engine [19, 

34]. The medical knowledge base depicts the probabilistic relationship between symptoms and 

diseases, and the inference engine collects patient information, formulate symptom inquiries, 

and perform diagnosis based on the user information and the medical knowledge base [34]. The 

outputs are possible diseases that the patient may have and triage advice regarding whether 

the patient needs to use a medical visit. 

OSCs have been claimed to have potential benefits. For instance, OSCs may reduce the 

numbers of medical visits and thus save physicians’ and patients’ time and financial cost 

[16, 62]. How- ever, OSCs may cause unintended consequences [16, 62]. Semigran et al. [62] 

listed potential, troubling scenarios: if patients with a life-threatening problem being 

misdiagnosed and not told to seek medical care, the morbidity and mortality will increase; or, if 

patients with minor illnesses being told to seek emergency care, the times and costs for 

patients, physicians, and society will increase and patients and caregivers’ anxiety will 

escalate. 

OSC research is limited, but has already pointed to several urgent challenges in this area. 

First, in terms of methodology, the majority of OSC research seeks to evaluate OSCs’ 

diagnostic accuracy by asking multiple medical experts to review OSCs’ features and performance 

(e.g., comparing a checker’s suggested diagnosis to clinical vignettes). OSC users, albeit an 

important stakeholder group, are largely neglected. Very little research has been undertaken to 



 

investigate how real-world users actually use these symptom checkers, as identified by recent 

review articles [1, 8, 46], with one exception [59] testing the Technology Trust Model on 

users of one OSC and another [85] examining the user experience of OSCs. Critical 

questions such as how patients and caregivers interpret and use the diagnosis and advice 

provided by OSCs, how valid they assume the diagnosis and advice are, what impact OSCs 

have on their care-seeking and health outcome, how to design explainable OSCs that can 

empower users to evaluate the diagnosis and advice, and what constitutes a satisfactory 

explanation, remain to be answered [44, 62]. 

Second, expert evaluations of OSCs (e.g. [3, 4, 11, 53, 62, 65]) have shown that 

diagnosis and triage advice provided by symptom checkers are often inaccurate. Yet, those 

OSCs fail to describe the evidence base underpinning and offer no explanation for how the 

OSCs come to the results, which impose risks on the users and put the users into the 

challenging position to evaluate and decide how to deal with the diagnosis and triage advice 

[33, 62]. Thus, it is essential that users are able to understand and explain how the diagnosis 

and triage advice is made [79], so that they can make more informed decisions. 

Due to OSCs’ enormous popularity in the high-stakes context of healthcare, much 

research is needed to address how explanations could be supported in health consumers’ 

interaction with OSCs. This research starts to address this research gap through the 

combination of an interview study and a design study. 

 

Explainable UI and Styles 

Enhancing transparency in intelligent systems has been discussed in the research of 

explainable AI (XAI) [21], which focuses on ex- plaining and justifying the outcomes of AI-

driven decisions or recommendations [13, 36, 40, 51, 72]. Explainable intelligent systems can 

achieve different explanatory goals by single-style or hybrid explanations [39, 64]. 

Providing explanations has been studied in improving user satisfaction, user perception, and 

user experience as well as system transparency [39, 50, 56, 69]. The personalized explanation 

model in hybrid recommender systems [40] has inspired the presentation of explanations, i.e., 

how to formulate the text to the users and choosing explanation style based on the 

recommendation model [17]. Previous research has examined different explanation styles 

including rule-based explanations [39], feature-based explanations [45], algorithmic 



 

explanations [14], post-hoc explanation [74], and rationale-based explanation [15], 

generating by text or visualizations to offer local or global explanations of the 

recommendation models [47]. Existing explanation styles are limited in addressing the 

multifaceted user experience in high-stake contexts such as healthcare, which requires a further 

understanding of the user’s mental model and the explanation goal when generating and 

presenting explanations to the users [2]. 

The user’s mental model represents the knowledge of information systems 

generated and evolved through the interaction with the system [47]. Miller argued that 

explainable AI researchers should consider the multi-discipline knowledge to improve the 

user experience, not just from the researcher’s intuition to provide global explanations 

(explaining the decision model) [41, 47]. The user-centered XAI needs to consider the 

cooperative principles and the conversations between researchers, domain experts, and the 

users to identify the goals of explanations (e.g., How, Why, Why not, What if, etc.) [41, 57]. 

The philosophy of science and epistemology has discussed the theories of contrastive 

explanation, and counterfactual causality [35, 58, 78]. These theories could help us to define 

the user-centered explanation through three principles. 1) human explanations are contrastive : 

perceiving abnormality plays an important role in seeking an explanation, i.e., the users 

would be more like to figure out an unexpected recommendation [47]. 2) human explanations 

are selective: the users may not seek a “complete cause” of an event; instead, the users tend to 

seek useful information in the given context. The selective explanations could reduce long causal 

chains’ effort and the cognitive load of processing countless modern AI models’ parameters. 3) 

human explanations are social: the process of seeking an explanation should be interactive, 

such as a conversation. The explainer and explainee can engage in in- formation transfer 

through dialogue or other means [28]. These principle informed the design of rationale-

based, feature-based and example-based explanations in this research. 

Our work is deeply rooted in the conversational explanation in XAI [60, 67], i.e., the 

known mechanism of how the user requests an explanation from a chatbot-based AI 

application. Our design space is situated within a rich body of studies on conversational AI or 

chatbots applications, e.g., AI-driven personal assistant [42, 84]. 

The design of conversational agents offer several advantages over traditional WIMP 

(Windows, Icons, Menus, and Pointers) interfaces [6, 43]: 1) a natural and familiar way for 



 

users to tell the system about themselves, which in turn improves the usability of a system 

as well as updates the user’s mental model to the system. 2) the design is flexible (like a 

dialogue [71]) and can accommodate diverse user requests without requiring users to follow a 

fixed path (e.g., the controllable interfaces [75]). 3) the design could augment by a personified 

persona, in which the anthropomorphic features could help attract user attention and gain user 

trust [68]. The HCI community has long been interested in the interaction benefits offered by 

conversational interfaces [84]. We referenced to multiple state-of-the-art conversational 

agent techniques in designing our OSC, e.g., group decision supports [63], psychotherapy 

[61], in-depth interview for healthcare [12] and educational [83]. 

We found little attention has been paid to the transparency and explanation issues 

in high-stake domains such as healthcare and OSCs, despite their importance and enormous 

popularity. Our works aim to bridge the explanation design in explainable AI (XAI) and the 

underexplored medical domain [29]. We adopted a user- centric evaluation framework in 

measuring the user experience of an explainable OSC [37, 38, 72, 73]. The framework 

contains explicit (questionnaire) and qualitative user feedback through semi- structured 

interviews. Our experiment adopted the established assessment tools, e.g., NASA-TLX [23] 

and ResQue [54], to measure the subjective user feedback, e.g., satisfaction, trust, and workload. 

 

RESEARCH DESIGN 

To answer the research question of how explanations could be used to promote 

diagnostic transparency of online symptom checkers, we designed two consecutive studies. 

First, we conducted an inter- view study to explore existing OSC users’ experiences, with a focus 

on explanation. The interview study was premised on 1) the general recognition of using 

explanations to enhance the transparency of intelligent systems, and 2) the lack of empirical 

evidence on whether and how users need explanations in their interactions with OSCs, and 

specifically how explanations could help. We deemed an interview study appropriate for identifying 

and clarifying the role of explanations in users’ interactions with OSCs. Building upon the 

specified user needs for explanations, we used Study 2 to de- sign and test explanation 

design on an OSC. Study 2 tested and extracted concrete design knowledge about 

explanations for OSCs. We obtained the IRB approvals for both studies before they took 

place. 



 

STUDY 1: DO USERS NEED EXPLANATIONS? 

This interview study solicited user needs for information in their OSC experiences. The 

study was exploratory by nature, but the goal was to generate a list of concrete interaction 

scenarios where causal information specific OSC design could be beneficial if provided. 

 

Method 

From September 2019 to June 2020, we conducted 25 semi- structured interviews 

with users of OSC apps. We recruited participants through both social media and the web-

based participant recruitment tool provided by our institution, which is open to the public in local 

communities. Qualified participants were selected through a screening survey with the following 

eligibility criteria: (1) the participant was over the age of 18; (2) the participant’ purpose of using 

OSC app(s) was to seek potential diagnoses; and (3) the last time the participant used the 

OSC app(s) was less than one year. We finally selected 34 eligible participants. We first 

conducted a pilot study to test and revise our interview protocol with 9 participants. The pilot 

study data is not included in our data analysis. After finalizing our interview protocol based on the 

pilot study, we officially started the data collection process. 

Our final set of 25 participants aged from 19 to 54. They have diverse educational 

backgrounds and occupations (e.g., student, landscape designer, university staff, software 

engineer, professor). The OSC apps they used include Ada, Ask NHS, K Health, Babylon, 

Your.MD, and a system checker provided by a university. The majority of them (21 out of 25) 

used more than one OSC apps. They used OSC apps to consult for various symptoms, such as 

headache, allergy, and irregular menstruation. We conducted individual inter- views with our 

participants. Each interview took from 40 minutes to about 1 hour. We started with general 

questions such as what OSC apps they have used, when and why they used the OSC app(s). 

We then asked more specific questions focused on different aspects of their experiences with and 

perception of the OSC app(s), such as the conversation experiences, the diagnosis process of 

the app(s), the results they received and the following actions they took. Five interviews took 

place offline prior to the COVID-19 outbreak. 20 were conducted online through Skype, Zoom, 

and phone call, due to the distance between the participants and us or the COVID-19 

outbreak after February 2020. Each participant (including partici- pants of our pilot study) was 

compensated with a $20 USD Amazon gift card for their time and effort. The demographic data 



 

are shown in Appendix A. 

We used thematic analysis to analyze our data [5]. Driven by our analytic interest in 

understanding whether users need explanations and if so, what kinds of explanations they 

would like to have, we adopted an inductive approach [5]. Three authors first familiarize 

themselves with the data by repeated reading, during which each of us marked an initial list of 

ideas that are related to our analytic interest [5]. We then held meetings to compare and 

combine our initial lists of code through extensive discussions. With the consolidated list of 

codes, we then sorted codes into potential themes and sub-themes. Next, we review the set of 

candidate themes and sub-themes together. Through rounds of discussion, we defined and further 

refined the themes and sub-themes and achieved a satisfactory thematic map of the data [5]. Our 

final thematic map consists of three themes pertaining to the types of explanations that our 

participants would like to have, which we present in our findings. When reporting our 

participants’ quotes, to protect their privacy, we use S1, S2, etc., to denote different 

participants. 

 

Findings 

 Confused by the questions. Our participants felt confused about the 

questions asked by the OSCs in terms of the sequence, quantity, and relevance. They 

found that the sequence of questions oftentimes seemed to be random. For example, S10 

found the questions asked by Your.MD and K Health jumped back and forth without a clear 

order, I think these checkers ask questions without a clear order. For instance, after 

asking about diet, Your.MD suddenly asked ‘have you ever traveled in the last three 

months’, ‘if it is something related to the environment’... it asked about my symptoms at 

first, and then it asked about the environment, and then asked about my symptoms 

again. I felt it was annoying, to be honest. I feel it’s unprofessional... 

S14 also found that sometimes the order of questions was strange to her, and would like 

to know why a certain question was asked after the previous ones, 

Ada asked me some very strange questions. It first asked me if I had a 

headache, then it asked me about my breathing muscles, and then cough. I think it 

should ask about my cough first, and then about my breathing muscles. Because you 

must have certain symptoms before a physical reaction, that is, it should ask about my 



 

cough first, then ask about my breathing muscles. Also, I don’t know what the relation 

between respiratory muscles and cough is. It would be better if there’s some information. 

For example, it may have a dialog box that pops up. For example, it can show in the 

box, ‘I ask you this, because you show a certain symptom that may be related to this... 

On the quantity of the questions, our participants reportedly experienced frustration 

and boredom if being asked too many questions. For example, S6 told us that she lost patience in 

the end when she was using Ada and K Health, “I feel they have so many questions, you need 

several minutes to finish it. Because the questions are too many, I don’t have such 

patience to answer them all. So I kind of lost patience at the end. 

Participants sought to explain why those OSCs had to ask so many questions. For 

example, S5 compared the experiences of using OSCs versus the experiences of consulting 

human doctors. She acknowledged that the OSCs asked much more questions than 

human doctors maybe because checkers could not see her and could not assess her 

conditions based on how she looked, 

I think they asked me too many questions. They tried to cover every single possible 

aspect. But I remember when I was seeing a doctor, the conversation was much shorter, 

maybe because doctors can exclude some possible diagnosis just by looking at me. 

Most of our participants also questioned the relevance of questions asked by the OSCs. 

For instance, S14 was confused about why the OSC asked her questions related to her eyes while 

she had nose allergies, 

But Ada asked me some questions that I think (these questions) were irrelevant. 

For example, it asked me whether my eyes were red or swollen. I think it’s just allergies, 

which may not have much to do with my eyes. Then I was asked if my eyes had 

uncontrolled movements. I felt that it had nothing to do with my nose allergies. It may 

have, but I don’t know. 

S2 wished there could be some explanations provided regarding how the questions were 

related to the consulted symptoms, saying, 

When I use Your.MD and when it asks a question i think unrelated to my symptom, I 

would doubt what is the meaning, why does it ask that? So, maybe I would trust it if it 

explains a little bit why the question is related. For example, when it asks whether I am 

sexually active, it can provide some information like what is the percentage of female 



 

who are sexually active have this symptom or something like that. Just explain why it 

asks this question; otherwise, I will be concerned about my privacy. And I will doubt the 

accuracy of this checker. 

 

 Seeking explanations for the result. Our participants were curious to know 

how OSCs generated the diagnosis and suggestions. They would like to know which 

symptoms and information they input actually lead to the suggested diagnosis and advice. For 

instance, S11 who used Ada felt that there seemed to be not much relation between the 

questions he answered and the results he received, 

Actually, not much relation (between the questions he answered and the results). 

For the possible causes listed to me, Ada doesn’t tell [me] why my symptoms have a 

match. It just says something in a statistical way, like how many people might have this 

cause. I think the APP should show the relations, like explain why it thinks this might be 

a possible cause, which question it asked and which answers I gave have led me to this 

diagnosis... 

The lack of such explanations made S11 felt the OSC not so helpful, 

The questions Ada asked me, were too broad and the results it showed to me 

were like a ton of possible causes of my diseases, which did not help and I didn’t get a 

clear vision, a clear explanation about why it thought I was having this disease and what 

the APP did was just like telling me to go to the doctor immediately and that did not help 

at all.. 

Another telling case is that S13, who was a university staff used the OSC provided by the 

university, would like to know what symptoms she inputs actually led to the diagnosis, 

Like I said, if they were to be able to, at least for the (University name redacted) 

one,...if in the end, the results could say, "we think you have anxiety, and the reason we 

think you have anxiety is because of this and this". If they could just give us a little bit of 

explanation as to why they think the results are what they are. I think that would be a good 

feature. 

S13 further described in detail what kinds of explanation she 

would like to have, I kind of wish that after they would give me the results, they 

would say, and this is how we arrived at the results... like whenever you put all your 



 

Information in, then this little pop-up screen comes up and it says it (the health condition) 

could be this, could be that. It would be nice that at the end of this, it could say 

something like this is the process by which our symptom checker app used in order to 

determine that it could be one of these three or four or five reasons. I just wish the 

symptom checker, after they give the results, would tell me "this is our formula for giving 

that result." 

S16 who used K Health and Your.MD shared the same opinion as S13. He emphasized 

that providing some explanation regarding which symptoms lead to the diagnosis could help him 

know what are the main problems that he need to pay extra attention to, ..if it can explain 

which symptoms lead to the result...First, it’s easy to do, and second, from the user’s 

point of view, we will better know what are the main problems that have contributed to 

such a result, so that we can pay attention to it. 

S21 tried to guess what input led to the diagnosis, and thought maybe the OSCs assigned 

different weights to different symptoms that she had input, 

When I want to check what I got, usually I type different symptoms...like the 

irregular periods, hair loss, or maybe stomachache...I think the apps count everything in 

terms of the probability, or they assign my irregular periods more weight to get the final 

results... For example, I have irregular periods, this is a main symptom for me 

recently...but I also have other symptoms, like stomachache, right?... Do these apps 

counting all of these symptoms equally? They may give my irregular material more 

weight? 

 Seek explanations for the knowledge base. Our participants were interested in 

learning about the data source and also the possible similar cases (e.g., someone has/have 

the same symptoms as oneself ) that could help them to compare against their own 

conditions. They believed that such explanations could help them understand and interpret the 

recommended diagnosis and medical advice better. For instance, S17 would like to know more 

information regarding the data source and whether the OSCs were tied to medical 

institutions, which could impact her trust towards the OSCs, 

I think a lot of people are skeptical specifically towards the data because you can 

make up the numbers, say whatever you want. Yeah, People want to know that it’s 

reputable and then it’s kind of been credential. So in many cases, reputations are 



 

important. And if it’s tied to a hospital system or if it’s nonprofit, people may like view that 

as more authentic or valuable than it’s just for profit business who is doing it without any 

medical guidance 

S22 who used K Health would like to know more about the knowledge base and 

how the system actually uses her data and compares her to others, I would like to know 

who built them (the 

checkers). I mean, what kinds of expert inputs are given?... I noticed that they said 

they might compare me to a couple of hundreds cases. Well, they did it based off of my 

age and my gender. Was there other things that might be involved also? So whenever 

they’re there taking this data, just maybe a little more information about how exactly 

they’re doing these comparisons and things like that. 

S20 told us that she could not assess the results she received without knowing how 

the OSC collected the data, although the OSC told her people with similar symptoms had the 

possible diseases that she probably had. 

Part of me is like that (the list of possibilities of each potential diagnosis provided 

by the checker) makes sense like people with those symptoms had those things. But I was 

like, did people just fill out this symptom checker and then they’re assuming that people 

indeed had a migraine. I don’t know, I don’t know how they collected the data, So I’m not 

totally sure. 

 

Summary 

Based on the user study findings, we proposed three possible ex- planation styles in 

enhancing the transparency and explainability of OSCs. 

First, the OSC users were confused by the questions proposed by the system, e.g., the 

sequence, quantity, and relevance. Therefore, it could be helpful to provide explanations during 

the conversation and interaction, i.e., after each prompted question. Hence, we generated our first 

explanation style by providing the rationale of each question prompted by the symptom checkers. 

That is, for each promoted question, the system should provide additional information about 1) 

why does the system ask these questions? 2) how many questions would be asked or 

needed? 3) what information does the system need from me? 

Second, the OSC users desired a better understanding of the medical recommendations 



 

from the system, i.e., what are the reasons that the system used to make the decision? 

This indicates that a user can benefit from seeing explanation after the conversation and 

interaction, i.e., after the user received the medical recommendations. Based on this finding, 

we designed our second explanation style to provide post-hoc explanations based on the 

features that are used to make the medical recommendations. In this case, the user need is 

to explain the prediction from the system, i.e., how does features of the instance contribute to 

the prediction [41]? why do I receive this medical recommendation? 

Third, the OSC users wanted to know the data source and to compare the similar 

cases to help them to understand the medical recommendation better. That is, to provide an 

example identical to the instance and with the same record as the prediction, i.e., the 

example-based explanations [41]. The example would be provided after the user received the 

recommendation. Thus, we generated our third explanation style by providing post-hoc explanations 

based on the data source and an example with similar or the same symptoms, which to fulfill the 

user needs of why do I receive this medical recommendation? and what is the data source 

used to decide for me? 

 

STUDY 2: HOW TO EXPLAIN? 

To explore the effects of providing explanations in OSCs, we chose to replicate the 

Centers for Disease Control and Prevention (CDC)’s coronavirus self-checker [7]. The COVID-19 

OSC is an interactive clinical assessment tool for users “on deciding when to seek testing or 

medical care if they suspect they or someone they know has contracted COVID-19 or has 

come into close contact with someone who has COVID-19 ”[7]. We chose to design the OSC 

for COVID-19 for four reasons: First, COVID-19 is a crucial issue in the global pandemic. A 

usable OSC may be used to help contain the current and future epidemics. In fact, in our 

Study 1, two participants (S17 and S24), whom we interviewed when the large-scale outbreak 

of COVID-19 had started in the U.S., told us they had started using symptom checkers to 

check whether they were infected or not frequently. Second, many companies (e.g., Apple, 

Google) and medical and public health institutions (e.g., Mayo Clinic, CDC) have developed 

COVID-19 OSCs in response to the COVID-19 crisis, which has been widely adopted. For 

instance, reopened universities during the COVID-19 pandemic are at high risk. Many 

universities have implemented or adopted COVID-19 symptom checkers to help students 



 

and employees conduct self-screening after reopening the campus, e.g., Florida State 

University [76], Pennsylvania State University [66], Quinnipiac University [77], the University of 

Iowa 

[49] and more. Developing a better COVID-19 symptom checker can help individual 

users and institutions manage the risks. Third, focusing on one specific disease helps us control 

the variables in the experimental platform better to compare the effects of the proposed 

explanations styles. Fourth, it helps lower the learning curve for our study participants since they 

were aware of the on-going pandemic and have a certain knowledge about COVID-19. 

 

System Design and Explanation Styles 

The COVID-19 OSC is a chatbot-based self-assessment tool that via text (shown in 

Figure 1). We chose to design a chatbot user interface due to the following reasons: 1) All the 

OSC apps adopted by our participants in study 1 and the COVID Self-Checker offered by CDC 

are chatbot-like designs, so we can assume the prospective users and health consumers are 

already familiar with the interface. 

2) According to our literature review, conversational interfaces like chatbot have 

advantages over traditional WIMP interfaces, such as offering natural user interactions 

(e.g., conversation), al- lowing diverse user requests (e.g., allowing various symptoms), and 

personifying features to gain user trust [84]. 3) The conversational explanation is the widely 

adopted mechanism of how the user requests an explanation from robots or AI-driven 

applications [60, 67]. 

The COVID-19 OSC was built based on Botman, an agnostic PHP library that is designed 

to simplify the task of developing chatbot and conversational interface 1. We implemented the 

app using the Laravel framework and PHP scripting language. We chose the framework to 

minimize the costs for our research team and easy- to-use user interfaces for most 

participants to lower the learning curve. The COVID-19 OSC has three components (shown in 

Figure 2a): 1) an input box to receive user commands. 2) input and output functions to present 

messages from the chatbot and users; messages are distinguishable by the personas and box 

colors. 3) quick response buttons that provide user clickable buttons to accelerate the message 

input. 

Figure 2a presents an example of how a user began the conversation by typing a 



 

command, which would trigger a predefined conversation method. The method would 

promote the welcome messages to the user and asked if the user would like to proceed or  

 

1 https://botman.io/ 

abort the conversation. Each question came with two clickable buttons (Yes/No), allowing 

the user to respond by simply clicking the desired answer. Figure 2b presents an example of 

how the COVID-19 OSC prompted questions based on the clinical decision tree (see Appendix 

B), i.e., the “Feeling Ill”, “2-Week Contact” and “Showing Symptom” questions. 

The original CDC’s COVID-19 OSC generates diagnostic and triage 

recommendations through clinical decision tree algorithm, while the process and rationale of 

diagnostic recommendations are not transparent to the users. In our replica, we add three 

style of explanations to improve the transparency of the diagnostic and triage 

recommendations, including rationale-based, feature-based and example-based 

explanations (shown in Figure 3). The proposed explanation styles were inspired by the empirical 

findings in Study 1 and the conversational explanation in XAI [60, 67]. 

Style 1: Rationale-based Explanation this style focuses on the immediate 

feedback on the rationale of the proposed questions. That is, the style would provide an 

explanation after each question the system promoted to the user. For example, the “2-Week 

Con- tact” question promoted the user “In the last two weeks, did you care for or have 

close contact with someone diagnosed with COVID- 19? (Yes/No)”. The rationale of this 

question is to know if the user has close contact history that may imply a high-risk 

coronavirus exposure, so the tool would offer the explanation as “I ask your contact history 

of COVID-19 to determine your risk of virus exposure.” Another example shown in Figure 3a, 

the “Medical Condition” helps people assess their symptoms and determine if they may 

need to be tested for COVID-19, through chatting with the chatbot question asked the user’s 

existing condition, e.g., “Do any of these apply to you? Obesity, High blood pressure, Blood 

disorder, Smoking?”. The rationale of this question is that the underlying medical conditions 

are at increased risk of severe illness from COVID-19. The tool would provide explanations as 

“I ask two above questions due to people who have severe underlying medical conditions 

like heart or lung disease or diabetes seem to be at higher risk for developing more 

serious complications from COVID-19 illness.” All rationale-based explanations (and the 



 

wordings) are based on the CDC guideline [7]. The rationale-based explanation is an intentional 

post-answer explanation to avoid possible bias to the users. 

 

Style 2: Feature-based Explanation this style offers a personalized summary based 

on user input answers, which are the features used in the clinical decision tree model. The 

explanation provides an itemized summary to the users so that they can understand and 

review why they received a particular recommendation from the system. The answers are 

explained by the structure of binary (Yes/No) or countable questions. Figure 3b presents a 

sample feature- based explanation containing six features regarding the clinical 

recommendation derived from the user’ input answers. Feature 1, 2, 4, and 5 are binary 

questions that will be explained in affirmative or negative sentences, e.g., for the question of 

“Feeling Ill”; the ex- planation would be “you are feeling ill.” for a positive response and “you are 

not feeling ill.” for the negative response. Feature 3 and 6 would be countable questions 

that will be explaining in a string array. The explanation would be an array to list all the items in 

the iteration. For instance, for the question of “Showing Symptom”, the explanation would be 

“you have two symptoms (breathing, muscle) related to COVID-19” if the user submitted 

positive answers to the following symptoms: [moderate difficulty breathing] and [muscle aches or 

body aches]. 

Style 3: Example-based Explanation this style offers an identical example of a 

patient who receiving the same clinical recommendation with the same user input 

answers. This explanation would only provide the key factors related to the clinical 

recommendation. The logic to determine the key factor is to prioritize two latter and positive 

answers from the user inputs. If there are no positive answers, then the last two negative answers 

would be used. Figure 3c presents a sample of the example-based explanation, the user’ input 

answers triggered the rule 9 in Table 5. The explanation would focus on the two positive and latter 

answers of the question “Showing Symptom” and “Medical Condition” since the two questions are 

the key questions to decide the final clinical decision. For rule 2, the explanation would be 

focusing the two latter negative answers, i.e., “(Explanation) Based on CDC COVID-19 

guidance, a person who has no symptom and no COVID-19 contact history would get the 

same recommendation above.”. The explanation promoted the user about the 

information/data source, i.e., Based on CDC COVID-19 guidance. 



 

(a) Begin a Conversation                                (b) Sample Conversation 

Figure 2: The system design of the COVID-19 OSC: (a) An example of how a user began a conversation to get 

diagnostic about COVID-19. (b) A sample conversation of how a user interacted with the tool. 

(a) Rationale-based               (b) Feature-based                      (c) Example-based 

Figure 3: The diagnostic and triage recommendations of the COVID-19 OSC and the explanations (highlighted by the red box). 

(a) Rationale-based: this design provides the rationale of each asked questions. (b) Feature-based: this design offers 

explanations by summarizing the user answers. (c) Example-based: this design explains the recommendation by giving an 

identical example as well as the data source (e.g., based on CDC guidance). 



 

 

Evaluation 

 Participants. We recruited participants from our university’s participant 

recruitment website, social media, and word-of-mouth. To be qualified in this study, every 

participants should 1) be an adult (18+ years); 2) be a registered undergraduate or 

graduate student in the university; 3) has a computer or laptop with the internet to 

participate in the study remotely. We chose to recruit university students for this study because 

the coronavirus checkers were widely adopted in many universities for screening the Fall 

2020 returning students [49, 66, 76, 77]. Their feedback could better help to refine the COVID-19 

OSC for the users in the educational context. 

A total of 20 students were recruited for this user study, from August 17 to August 

28, 2020. The subjects included fourteen females and six males whose ages ranged from 

19 to 37 years old (M=25.65, SD=4.27; M=Mean, SD=Standard Deviation). There were five 

undergraduate students and fifteen graduate students from different majors and diverse cultural 

backgrounds. The demographic data are shown in Appendix A. 

To control for any prior experience with the COVID-19 checkers and conversational 

agent techniques, we included two questions in the pre-study questionnaire. The average 

score of COVID-19 checkers familiarity “I feel I am familiar with COVID-19 checker or 

screen app” was low (M=2.70, SD=1.83) on a seven-point scale. The average score of 

conversational agent familiarity “I feel I am familiar with any chatbot agent or app” was 

relatively higher (M=4.75, SD=1.91) on a seven-point scale. The feedback indicated the 

majority of participants were not familiar with any existing COVID-19 checkers but had 

sufficient knowledge of conversational agents to use the proposed design in this study. Each 

participant received $20 grocery gift card as compensation. 

 Study Design. Given the extraordinary circumstances of the COVID-19 pandemic and 

the requirement from the IRB office, all user studies were conducted virtually through Zoom. We 

shared the experimental system link and asked the participant to share his/her screen in the 

Zoom meeting. All user study sessions were video and audio recorded. We obtained written 

consent through an online form at the beginning of each user study session. 

We deployed an experimental design with four conditions: 1) A baseline interface, a 

standard checker with all explanation styles disabled (Figure 1). 2) a rationale-based 



 

interface, offering explanation after each prompted questions to the user (Figure 3a). 3) a 

feature-based interface, offering post-hoc explanations based on the user input answers (Figure 

3b). and 4) an example-based interface, offering post-hoc explanation based on a similar case 

(Figure 3c). We followed a within-subject design, asking all participants to use each interface for 

one training and three study tasks. All of them were required to complete the first training 

session to ensure their familiarity with the interfaces. The participants were assigned to fill out 

a post-stage questionnaire at the end of each condition. At the end of the study, participants 

were invited to a semi-structured interview. To minimize the learning effect and ordering bias, 

we followed a Latin square design to balance the conditions given to each participant. The 

question order in the post-stage questionnaire was randomized to prevent the order bias. 

In the training session, we urged the user study participants to use the first interface they 

were assigned, so they had a chance to familiarize themselves with the system. To minimize 

individual bias, the subjects were told to act like a college student based on three pre- defined 

scenarios. They were requested to use the COVID-19 OSC to find out if the student needed 

immediate medical attention and COVID-19 testing, based on the diagnostic results. Participants 

were given the same information-seeking scenarios for each interface. 

The assigned tasks were designed to be realistic tasks that could be naturally 

performed by college students. The scenarios were designed to cover three specific rules in 

the decision tree model, to ensure the participant could experience sufficient use cases of 

checking COVID-19, i.e., scenario 1, 2, and 3 represents the specific rule 4, 7, and 9 in 

Appendix B. 

Scenario 1: Sage (female, 26 years old) is a junior year college student who wants 

to self-screen for potential COVID-19 symptoms. She does not feel ill, but she has close 

contact with someone diagnosed with COVID-19 in her dormitory. No other high-risk contact 

history. Please use the COVID-19 checker to find out if she needs immediate medical attention 

and COVID-19 testing. 

Scenario 2: Ben (male, 20) is a first-year college student who wants to self-screen for 

potential COVID-19 symptoms. He served as a volunteer in a local hospital last week. He starts to 

feel ill and has symptoms like fever, sore throat and loss of taste today. He does not know if he 

had contact with someone diagnosed with COVID-19. He did not visit nursing homes or other 

high-risk areas in the past two weeks. Please use the COVID-19 checker to find out if she 



 

needs immediate medical attention and COVID-19 testing. 

Scenario 3: Ron (male, 22) is a senior year college student who wants to self-screen for 

potential COVID-19 symptoms. He did not visit nursing homes or medical facilities in the past 

two weeks. Today, he feels ill and has symptoms like difficulty breathing (not life-

threatening) and muscle aches. He was diagnosed with high blood pressure disease last year and 

is un- der treatment. Please use the COVID-19 checker to find out if he needs immediate 

medical attention and COVID-19 testing. 

Participants took between 49 and 72 minutes (M=60.37, SD=7.02) to complete the 

study. They spent around five minutes in each interface: Baseline (M=4.59, SD=1.41), 

Rationale (M=5.12, SD=1.16), Feature (M=4.51, SD=1.48), and Example (M=5.06, SD=1.48). 

The Rationale interface took a longer time to complete, but we did not find a significant 

difference between spent time across the four interfaces. The post-study interviews took 

15 to 30 minutes (M=25.40, SD=2.66) to complete. 

 Measurements and Data Analysis. We adopted a mixed- method 

approach to address the research questions, sequentially combining statistical measures, 

quantitative survey data, and inductive thematic analysis, in which we used the qualitative 

data to explore quantitative findings [82]. The quantitative data was collected based on 

subjective metrics to measure the effectiveness of the explainable COVID-19 checker. The 

subjective measures were captured by the post-stage questionnaire (a 7-point Strongly dis- 

agree to Strongly agree Likert scale). We adopted a user-centric evaluation framework to 

measure the user experience of the pro- posed explainable OSCs. We asked identical four 

NASA-TLX usability questions (the physical construct was not included due to the four 

interfaces not having much difference in the aspect of physical demands) and 18 user perception 

questions in the questionnaires. The survey questions were selected and modified from the 

applicable existing constructs (factors) from the works of [36, 55, 56, 75], including eight 

constructs of quality, control, effectiveness, trust, transparency, satisfaction, awareness, and 

learning. (See Appendix C for details). The choice of constructs and questions were inspired by 

the works of [37, 38, 72, 73] to evaluate the explainable user interface in multiple contexts. 

The qualitative data was collected by conducting post-experiment semi-structured 

interviews. We prepared 10 interview questions about the pros and cons of using the COVID-19 

OSC (See Appendix D for details.). We do not re- port the emergent themes generated from 



 

our thematic analysis of the interview data because they do not contain nuanced insights, 

since participants mainly talked about how they appreciated the explanations, etc.. 

 

Results 

To determine and compare the effects of the three explanation styles in the COVID-19 

OSC, we conducted a paired Wilcoxon signed- rank test for each factor. Table 1 presents 

the subjective score of user feedback on the baseline interface and the three interfaces 

augmenting explanations. Based on the quantitative analysis of survey data, we found 

explanations could significantly increase user perception in multiple aspects. We further adopted 

inductive thematic analysis to explore user feedback from post-study interviews. 

 Post-hoc Explanations Could Improve Perception of Diagnostic Quality. Based on 

the post-survey analysis, We found all scores from the manipulation groups were higher than the 

baseline interface. Still, only the feature-based explanation (V = 10, p = 0.014) and the example-

based explanation (V = 15, p = 0.011) were significantly higher than the baseline. The 

explanations increased the quality score by nearly 1 point, which was a fairly large effect on a 

7-point scale. Thus, we confirm that explanations can enhance the user perception of 

diagnostic quality. 

We found participants preferred to read the explanations after they had received the 

medical recommendation. P3 shared about how the explanations helped her accept the 

medical recommendation from the COVID-19 OSC: “It would like to have the [diagnostic] 

decision first.. and combined with my experience before, like what information and 

knowledge I got before, or from a website. So if I feel [the explanations] make sense to 

me. I will follow the recommendation.” This acceptance of the medical recommendation 

signified that P3 perceived a high-quality diagnosis from the COVID-19 OSC. 

The rationale-based explanation seemed to require significant cognitive loads to 

remember all the explanations and process them in the end, thus hurting its user experience. 

P4 commented that “the app is like giving me feedback on each question or each answer I 

responded on... this making rationale like a recommendation at the end. And also, 

throughout the progress.” 

 Explanations Could Facilitate Medical Decision-Making. The COVID-19 OSC 

could assist the patients in making medical decisions such as seeking appropriate medical 



 

resources or professionals. The scores of rationale-based explanation (V = 11, p = 0.030), 

feature-based explanation (V = 5, p < 0.01) and the example-based explanation (V = 19.5, p < 

0.01) were significantly higher than the baseline. Although the feature-based one was 

outperformed the other two manipulations, all explanation styles increase the effectiveness 

scores by nearly or over 1 point, which is a fairly large effect on a 7-point scale. We thus 

confirm that providing explanations can help the user make better medical decisions. 

 

 

 

During the post-study interviews, participants commended the post-hoc explanations (in 

particular, the feature-based and example- based explanations) as a personalized health condition 

summary. For instance, P2 stated “[the system] gives a pretty detailed explanation as to 

why they recommend what they do. So as a result, I’ll be able to make a more subjective 

decision based on what I’ve been told through the chatbot rather than just like telling me 

to do this ... so you feel a bit more confident in yourself as to, like, whether or not I should 

get tested”. In this example, the explanation provided sufficient information to assist the user to 



 

proactively and confidently make the medical decision. On the other hand, the explaining can help 

the user to comprehend the medical conditions and information. P4 said “I think the 

summarized information is useful when I’m talking to medical professional”. The 

participant mentioned the explanations could help her better communicate with the medical 

professional, which can also contribute to a better medical decision for the user. 

 

 Explanations Could Improve User Trust in Diagnosis. We focused on 

whether and how explanations could improve user trust in the COVID-19 OSC. We found the 

scores of rationale-based ex- planation (V = 9, p = 0.011), feature-based explanation (V = 

11.5, p < 0.01), and example-based explanation (V = 2.5, p < 0.01) were significantly higher 

than the baseline system. All explanation styles increased trust scores by nearly or over 1 point, 

which was a fairly large effect on a 7-point scale. The feature-based one was outperformed 

by the other two manipulations. Providing explanations can increase the user trust in the 

OSC. 

The post-study interviews confirmed this point. For instance, P3 shared “No matter what 

kind of explanations... they provide you a different format of explanations... that provide me 

some rationale behind [the COVID-19 OSC], So it made me more trusting”. The example 

helps explain how rationale-based explanations can lead to better user trust, e.g., rationale behind 

asking certain questions, or rationale behind certain diagnostic decisions. We notice the 

authority information sources can increase the user trust, like P1 mentioned “As a user, I 

would probably trust the app more if I know it has some affiliation or connection with CDC 

or a source that people just trust”. That is, in the example-based explanation, the COVID-19 

OSC dis- closed the data source from an official authority, which made the participant trust the 

medical recommendation. P14 shared similar feedback, “... and because the CDC is like just 

this governmental generalized resource, it makes it more trustworthy and reliable”. 

 Explanations Could Enhance Diagnostic Transparency. One of the primary goals 

of providing the explanations was to make the COVID-19 OSC’s diagnostic recommendation 

more transparent. We would like to know if the users knew why the medical 

recommendations were provided to them. We found the scores of rationale-based explanation 

(V = 4.5, p < 0.001), feature-based explanation (V = 0, p < 0.001) and example-based 

explanation (V = 5.5, p < 0.001) were significantly higher than the baseline system. All 



 

explanations condition increased the transparency score by nearly or over 2 to 3 points, 

which was an enormous effect on a 7-point scale. The feature-based was outperformed by 

the other two manipulations. We confirm that providing explanations can increase the 

transparency of the OSC. 

The qualitative user feedback also supported this conclusion. For example, P20 

said “the [feature-based explanation] gave me why such a medical decision was made. 

Yeah, I know about what are my symptoms. And yeah, I know why does the reason that 

it gave give such recommendations.” The participant would be able to understand the 

reasons of why the OSC made the decision. It is an important aspect to measure the level of 

system transparency. P10 further mentioned how she perceived transparency thanks to the 

explanations, “I have an apparent idea of why I get this kind of summary, and I know the 

reasons, and this is more convincing to me. If I don’t know the reasons, I will still be a 

little bit worried about whether [the medical recommendations] are true or not”. Explaining 

helped eliminate the uncertainty and confusion for receiving the recommendations. 

Transparency made the medical decision more convincing. 

 Explanations Could Help Increase Health Awareness. Inter- acting with the 

COVID-19 OSC can help users gain awareness of their body conditions or symptoms, which is 

critical in the COVID- 19 pandemic. We found the scores of rationale-based explanation (V = 

29.5, p = 0.025), feature-based explanation (V = 8, p < 0.01) and example-based 

explanation (V = 19, p < 0.01) were significantly higher than the baseline system. All 

explanations condition increased the awareness score by nearly or over 1 point, which was 

a fairly large effect on a 7-point scale. The feature-based was outperformed by the other two 

manipulations. We thus conclude that providing explanations can increase the awareness of 

body conditions or diseases. 

The qualitative user feedback suggested that participants agreed the explanations would 

function like a reminder of their body condition and COVID-19 information. For instance, the 

feature-based and example-based explanations would be a personalized summary that the users 

can use as a script. For instance, P12 mentioned “If you want to treat [the explanation] like 

a script. So you can have a conversation with another person.” The rationale-based 

explanation would be useful for understanding COVID-19-related knowledge as well as 

communicating with others, like the contact history, high- risk area, associated symptoms, etc. 



 

For instance, P18 said “Like an explanation for something... if you’re trying to tell someone 

else that they need to get [COVID-19] tested too.” P3 said “[the explanations] gives me 

more sense of focus on my body condition”. 

 Explanations Could Facilitate Learning. It would be beneficial if the COVID-19 

OSC could help users learn more about COVID-19. We found the scores of rationale-based 

explanation (V = 24.5, p < 0.01), feature-based explanation (V = 36.5, p = 0.033), and 

example-based explanation (V = 36.5, p = 0.033) were significantly higher than the baseline 

system. All explanation styles increased the learning scores by nearly or over 1 point, which 

was a fairly large effect on a 7-point scale. The rationale-based one was outperformed by the 

other two manipulations. We confirm that providing explanations can help users learn new 

knowledge from the OSC. 

In addition, we found explanations could have an extended effect beyond the specific use 

scenario. For instance, P12 said “yeah, like in both settings like, you know, educating them 

so that they can talk to the doctor, but all the words that they can use to tell their family 

and friends that this might be happening to them.” Thus, explanations could facilitate 

disease-related conversations or remind family members and friends after the use of an OSC. 

It is interesting to see the explanations on questions would better help the users to 

incidentally learn new knowledge from the COVID-19 OSC. 

 Explanations Could Contribute to User Experience. User experience is multifaceted. 

Here, we discuss the aspects of satisfaction and usability. We found the scores of rationale-based 

explanation (V = 34, p = 0.046), feature-based explanation (V = 22, p < 0.01), and example-

based explanation (V = 4.5, p < 0.001) were significantly higher than the baseline system. 

All explanation styles increased the satisfaction score by nearly or over 1 point, which was a 

fairly large effect on a 7-point scale. The feature-based was outperformed by the other two 

manipulations. We confirm that providing explanations can increase the satisfaction of the 

OSCs. 

All participants in the study agreed that the four systems were easy to learn and use. 

However, explaining every single question required more cognitive loads to read and process 

the information, and thus more time to finish the tasks. A similar pattern can be found in the 

NASA-TLX test (shown in Table 2). Both rationale- based (V = 0, p = 0.019) and feature-

based explanations (V = 0, p = 0.026) helped significantly improve the information-seeking 



 

performance (TLX2). We did not find any significant difference in mental demand (TLX1), 

effort (TLX3), and frustration (TLX4), which indicated all interfaces used in this user study were 

comparably easy-to-use. However, providing too much information and explanations may cause 

an extra cognitive burden for users. 

 

DISCUSSION 

In this paper, we presented our work to promote diagnostic transparency by augmenting 

online symptom checkers with explanations. Through the first interview study, we found that 

users desired to see explanations about questions, data sources, and results, which existing 

OSCs fail to accommodate. Our follow-up design study proposed and tested three explanation 

styles in a COVID-19 OSC. Our research echoes previous work on how explanations could 

enhance the transparency of intelligent systems [39, 70]. We showed that a more transparent 

OSC helps reduce uncertainties and con- fusion for receiving the medical recommendation. In 

addition, our research shows that explanations improve the overall user experience of OSCs, 

because 1) users perceive better diagnostic quality in the post-hoc explanations; 2) users can 

better understand symptoms and clinical decision model; 3) the explanations can help users 

organize medical information so they can make better decisions, such as whether to see a 

medical professional; and 4) an understandable or comprehensible medical recommendation 

supported by authoritative sources can enhance user trust. 

Our research also demonstrate the contributions to explainable AI (XAI). First, our work 

provides empirical evidence to extend the understanding of how to present explanations in a 

conversational manner [57, 60, 67]. The human-AI conversation is the widely adopted mechanism 

of how the user requests an explanation from a conversational AI-driven application. We 

designed, embedded and evaluated three explanation styles in a chatbot and discussed the 

related user experiences in a healthcare context. Second, our work advances the effort of 

improving transparency and trust in high-stakes domains requiring reliability and safety such 

as XAI in healthcare. Prior work mostly focuses on the decision model explainability [52], 

our works pay more attention to the end-user side experience and usability. 

Third, we discuss the possible usage of XAI in a pandemic context. Our work contributes to 

the urgent challenge of the COVID-19 pandemic in terms of designing an easy-to-use, 

understandable, trustworthy symptom checker [30]. Fourth, our research highlights the broader 



 

social implications of providing explanations to the Online Symptom Checkers (OSCs). Our 

finding indicates providing explanations helps users to learn and internalize medical knowledge about 

their symptoms, strikingly different from the non-explanation scenario where users receive 

suggestions but do not know why. Users could then spread such knowledge to other people 

who have not used the OSCs. In this way, explanations at the interface could have a broader 

impact and reach a wider population. 

Our works provide empirical evidence on how users may use OSCs to check their 

early symptoms and gain more knowledge about their conditions. The OSC’s 

recommendations could help users identify the appropriate care level and services before 

seeking medical advice [53, 81]. The users could become active participants in the medical 

decision-making process, which can be seen as a form of patient empowerment [80]. Our 

findings could advance the traditional health recommender systems in terms of personal health 

persuasion, empowerment, and trust. 

Design Implications: Our research indicates the need to enhance some form of 

transparency and explanation in designing OSCs. We suggest the following design 

implications: First, explaining the information source/authority could affect user trust. The 

users would like to know if the medical recommendation and information were endorsed by the 

authority or healthcare professions. The findings shed light on the new opportunities to 

engage the professional in the loop of explanations. Second, users may prefer different 

explanations in medical information seeking. The explanations should not be static or “one-size-

fits-all”. Users may like some form of control and customization in receiving the explanations. For 

instance, a user may like to see light explanations in the beginning and full explanations after 

receiving the medical recommendations. The users may be more willing to see the 

explanations when the recommendation is abnormal (i.e., out of their expectations). The 

findings imply that the explanations should be adaptable and controllable based on the users’ 

real-time information needs. Third, we observed that system transparency has an impact 

on users’ health awareness. Users tend to know the self-interest information instead of the 

system’s decision model. The finding indicates the importance of providing relevant 

explanations to the users, e.g., the background information or reasons for the prompted medical 

recommendations. The explanation is then could be used as a way to help the user further 

learning and gaining health awareness about themselves. 



 

 

LIMITATIONS 

We are aware of some limitations of our studies. First, we narrowed the disease scope to a 

specific disease (i.e., the COVID-19) to better control the variables in our user study. However, 

many real-world OSCs allow users to explore numerous symptoms and diseases. Interaction 

and conversation would be more complicated. External validity would require further exploration 

and studies. Second, we had a relatively small sample size, which may limit the statistical 

power. Our sample is also limited to the characteristic of our sampling pool and may not represent 

the general OSC user population. We are aware that the information needed for a symptom 

checkers is general across different age groups. There is a strong need to test the design in 

different age groups in future works. Third, we can attribute differences to which explanation 

participants inter- acted, but we cannot draw causal conclusions about which parts of the 

texts caused which effects. We have considered adding control and combined explanations in 

our future works. Due to the constraint of within-subject study, we aimed to minimize the bias 

across conditions, so the combined condition was not included. All these limitations need to be 

further explored in future works. 

 

CONCLUSION AND FUTURE WORKS 

This paper reports on a research project about explanations in user’s interactions 

with online symptom checkers. We showed that existing online symptom checkers are limited in 

the explanations they offer. The appropriate provision of explanation interwoven with the 

conversation flow could improve user experiences with online symptom checkers in multiple 

ways. Our research points to much research in the future regarding what information needs 

healthcare consumers have and how to provide explanations for consumer-facing 

healthcare systems. 

Our findings highlight how explanations can be interwoven with conversation flow, 

yielding implications for future OSC designs. First, Put User in Control: our findings depict the 

diverse user needs that the OSCs users may need the explanations in a different situation. For 

instance, based on the post-experiment interview, users with severe or acute symptoms may 

not like to view the explanations before receiving the diagnosis. Curious learners may want to 

know more descriptions of the prompted questions. A returning user may want to disable the 



 

explanations to speed-up the query completely. We would consider and evaluate a controllable 

explanation setting that users can request or browse the explanation when needed in our future 

design [72]. 

Second, Multifaceted Explanations: In this paper, we introduced three explanation 

styles for the question and the diagnostic pre- diction. However, more transparency could be 

provided in diverse ways. For example, a patient may be more willing to provide true symptoms or 

health information or re-use the OSC if the system explained how their data would be protected. 

The users may trust the OSC more if they are told the diagnostic predictions are confirmed or 

provided by reliable sources. Our future research, system design, and evaluation would consider 

diverse and various explanation styles as well as combinations of them. 

Third, Context-Aware Explanations: our findings already demonstrated how OSCs could 

help promote health awareness and learning and remind users to pay attention to their condition 

or under- lying symptoms. Participants also appreciated the authoritative sources embedded 

in the explanations. This suggests that future explanations could be more proactive and context-

aware. For example, regarding preventive measures and resources of epidemic diseases such as 

COVID-19, the OSCs could include actionable information about testing eligibility and the 

locations to get a test. 

Fourth, Be cautious of the Potential Downsides: Explaining may come with negative 

aspects. For instance, too many explanations may cause information overload that reversely 

impairs user experience. Facing the overloaded explanations, users may ignore the prompted 

messages or suggestions from the systems. On the other hand, the healthcare system design 

tends to hide its decision process to the users [62]. Providing explanations at an inappropriate 

level of transparency may reveal the sensitive details so the user could hack the system or 

intrude the patient privacy, e.g., to know the flaw of the algorithm or to detect sensitive data 

sources, etc. For a high-stake domain like healthcare, all these negative aspects may cause 

health, liability, and legal risks. More studies would be needed to tackle all these challenges. 
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A DEMOGRAPHIC INFORMATION 

The demographic information are shown in Table 3 and 4. 

B CLINICAL DECISION TREE (CDT) 

Symptom checkers are widely adopted in the medical domain to provide diagnostic 

and triage to patients or the general public [62]. These medical-related recommendations could 

be generating by a data-driven clinical decision tree (CDT) [26]. We create a CDT for 

COVID-19 based on the CDC recommendations [7] (shown in Table 5). We manually tested all 

possible symptom combinations and stored the CDC recommendations for building the CDT 

model. In the CDT, we defined 10 rules based on symptoms or contact history question 

combinations. The rules are determined by three COVID-19 related symptom questions and four 

COVID-19 contact history questions. The detailed description is listed below.

• COVID-19 Symptom Questions 

1.  “Feeling Ill”: This question asked if the user feel sick, e.g., “are you feeling ill? 

(Yes/No)” 

2. “Showing Symptom”: This question asked if the user have any symptoms 

related to the coronavirus, e.g., “Do 

you have any of the following? [fever], [cough], [moderate difficulty breathing], 

[sore throat], [muscle aches or body aches], [vomiting or diarrhea] or [new loss of 

taste/smell] (Yes/No).” This question would repeat seven times to ask the symptom 

independently. 

3. “Medical Condition”: This question asked if the user has any underlying 

medical conditions that required fur- ther attention, e.g., “do any of these apply to you? 

[chronic lung disease, diabetes], [high blood pressure] (Yes/No)” This question would repeat 

two times to ask the user for two different sets of conditions. 

• COVID-19 Contact History Questions 

1. “2-Week Contact”: This question asked if the user has close contact with 

COVID-19 confirmed cases, e.g., “In the last two weeks, did you care for or have close 

contact with someone diagnosed with COVID-19? (Yes/No) ” 



 

2. “Nursing Home”: This question asked if the user belongs to the population who are at 

high risk, e.g., “do you live in a long-term care facility or nursing home?” 

3.  “Healthcare Facility”: This question asked if the user worked in high-risk 

workplaces, e.g., “In the last two weeks, have you worked or volunteered in a healthcare 

facility or as 

a first responder? Facilities include a hospital, other medical settings (including 

dental care setting), or long-term care facilities. (Yes/No)” 

4.  “PPE”: This question asked if the user has proper personal protective equipment 

while working in the high-risk workplace, e.g., “Did you wear all recommended personal 

protective equipment while you were in close contact with someone diagnosed with 

COVID-19? (Yes/No)” 

Our online COVID-19 symptom checker was designed to pro- vide the COVID-19 

diagnostic based on the CDT table. For example, if there is a healthcare worker (Healthcare 

Facility=Y) who has close contact with COVID-19 confirmed case (2-Week Contact=Y), but 

he/she is not feeling ill (Feeling Ill=N) and not live in a nursing home (Nursing Home=N) and 

wearing shield and mask (PPE=Y) in the workplace. The user input data would fit Rule 3 

that the diagnostic would be he/she does not require immediate medical attention (Medical 

Attention=N) but eligible for COVID-19 testing (COVID-19 Testing=Y). To be noted, the 

dash symbol (-) means the questions are not needed for the rules. For instance, if a user is not 

felling ill (Feeling Ill=N) and has no COVID-19 contact history (2-Week Contact=N), the user 

input fulfill rule 2 that need neither immediate medical attention nor COVID-19 testing, no more 

information is required from the user. 
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C POST-STAGE QUESTIONNAIRE 
1. Quality: To measure if the users 

perceive the good medical recommendations. 
Q1: The app provides good medical 

recommendations for me. 
Q2: I like the health recommendations provided 

by the app. 

2. Control: To measure if the system is 

easy to use. 

Q3: I become familiar with the app very quickly. 

Q4: The app helped me to make medical 
decisions faster. 

3. Effectiveness: To measure if the system helps the 
users make good decisions. 

Q5: The app helps me to make better medical 
choices. 

Q6: I find useful medical recommendations 
using the app. 

4. Trust: To measure the user confidence in the 

system. 

Q7: I am convinced by the medical suggestions 

that the app recommended to me. 

Q8: The app can be trusted. 

Q9: The app provides sufficient medical 
recommendations for me to make a good medical 
decision. 

5. Transparency: To measure if the system 
explain how the system works. 

Q10: The app explains why medical 
recommendations were recommended to me. 

• Q11: I understand why the medical 
recommendations were recommended to me. 

6. Satisfaction: To measure if the system 
is ease of use or enjoyment. 

Q12: Overall, I am satisfied with the app Q13: I 
will use this app again. 

Q14: I would like to share this app with my 
friends or col- leagues. 

7. Awareness: To measure if the users 
aware more about COVID-19 after use the system. 

Q15: The app makes me more aware of my 
body conditions regarding COVID-19e. 

Q16: The app provides medical 
recommendations as I expected. 

8. Learning: To measure the learning 
effects after use the system. 

Q17: The app helps me to better communicate 
COVID-19 related information (e.g., preventive measures, 
testing policy, etc.) with others. 

Q18: The app helps me to learn COVID-19 
related information (e.g., preventive measures, testing 
policy, etc. 

 
Except the control construct, all statistics summarized 

here sup- ports good internal consistency (Cronbach’s α ), 
and the descriptive statistics for the composite variables are 
available in Table 1. We also reported the NASA Task Load 
Index (NASA-TLX) scores [20, 23] in Table 2. 

D POST-EXPERIMENT 
INTERVIEW QUESTIONS 

1. Which COVID-19 OSC do you prefer? 

2. Why do you prefer this COVID-19 OSC to others? 

3. Which COVID-19 OSC is enough for you to 
understand and diagnose your conditions? 

4. Which COVID-19 OSC do you trust? 

5. Do you know how or why does the COVID-19 OSC 
generates the results? 

6. How do you assess COVID-19 OSC’s diagnoses? 

7. What benefits do you perceive in the COVID-19 

OSCs? 

8. What negative consequences are associated with 
using the COVID-19 OSCs? 

9.  What challenges do you encounter when using the 
COVID- 19 OSCs? 

10. What functions would you like to have (if any)? 

• 

• 

• 

• 

• 

• 
• 
• 

• 

• 

• 

• 


	Exploring and Promoting Diagnostic Transparency and Explainability in Online Symptom Checkers
	Exploring and Promoting Diagnostic Transparency and Explainability in Online Symptom Checkers

