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Title of Study: INFORMATION AWARE FLIGHT PATH DESIGN FOR FLOW FIELD

ESTIMATION AND PERFORMANCE INVESTIGATION OF ACTIVE FLOW CONTROL

AIRCRAFT CONTROLLERS

Major Field: MECHANICAL AND AEROSPACE ENGINEERING

Abstract: This thesis discusses the feasibility and performance of implementing a COTS re-
ciprocating piston compressor for a developed active flow control (AFC) actuation framework
to quantify the aerospace-relevant performance ramifications of control architecture and com-
pressor operational choices as well as the design and implementation of a systematic framework
for specifying measurement trajectories for wind field structure system identification.

Three Active Flow Control architectures are studied under varying compressor operation
schedules: supply volume metering (SVM), exit area metering (EAM), and a combined
approach (VAM). The analysis framework in this study integrates internal pneumatic actuation
and discharge dynamics, an experimentally-calibrated compressor pressure and thermal
dynamics model, three feedback control architectures, and flight dynamics models. The
framework is implemented in simulation to provide a user-friendly tool for linking AFC
architecture choices to achievable flight trajectories. Actuator performance is evaluated using
actuation time, output, compressor duty cycle, and specific energy consumption. Aircraft
tracking performance is evaluated as usable time and slalom centerline deviation. The
analysis indicates that exit area metering provides the best efficiency and run time with
some structural drawbacks, while the combined approach provides the best flight-tracking
performance at the expense of additional complexity.

This thesis also develops a systematic framework for specifying UAS-borne wind measurement
trajectories based on information recovery. The framework quantifies information-richness in
terms of wind field parameters and uses an initial flow structure estimate to construct a least
squares optimization approach, including two alternative definitions of parameter information.
The framework is implemented via dynamic programming within a flight dynamics and gust
response simulator. The test cases include an isolated rotational (tornadic) flow structure and
one embedded in a uniform wind field. The results indicate that an approach that optimizes
based on observed flow gradients provides improved parameter estimate accuracy over one
using only estimated flow structure gradients.
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CHAPTER I

INTRODUCTION

1.1 Motivation

With technological advances in active flow control aircraft, implementation of such aircraft

in the field is gathering interest. One area of implementation of interest is in stealth cases.

Since AFC aircraft have no moving control surfaces, they are less detectable. A case where

this may be needed is when an aircraft is being used to track a ship in the ocean by detecting

disturbances in the flow field. For low observability, this action would need to occur while

radar cross signature and radio communication links are reduced. This thesis has two main

goals to support further work on this mission:

1. Determine optimal control architecture and operating conditions for an active flow

control system with a commercial off-the-shelf (COTS) piston compressor

2. Develop a framework to determine the optimal flight path to estimate flow field

parameters from wind field measurements

A COTS piston compressor is selected as the power supply of the aircraft to reduce cost and

allow for more flexible propulsion options fo the aircraft.
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To accomplish the goal of determining the optimal control architecture and operating condi-

tions, this paper will

• Model compressor input to implement into AFC simulation

• Run simulations of different AFC configurations to compare the system performance

• Simulate the compressor with different operating conditions

• Simulate various flight maneuvers to test the aircraft’s performance

In order to develop the framework to determine the optimal flight path estimate of a flow

field’s structure, this paper will also:

• Identify vortex flow field structure

• Determine influences on parameter estimation accuracy

• Formulate information term

• Develop agnostic optimization routine to guide aircraft flight path

Due to the computational complexity of modeling ship wake effects [11, 16], he flow field

estimation routine will be tested with a simplified vortex model based on a model developed

by Ash, Zuckerwar, and Zardadkhan.

1.2 Active Flow Control systems

Active flow control (AFC) has promised performance, maneuverability, and affordability

[1,17,43,49,53] for various applications including aircraft and compressor/turbine design [24],
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yet fielded aerospace systems have not realized the improvements seen in laboratory and

wind-tunnel testing. One major reason is the comparatively high installed power requirements

of AFC on the airframe. Contemporary AFC aircraft design work relies on experimental

aerodynamics and computational fluid dynamics, both of which are relatively expensive ways to

span the relatively large trade space needed for design studies. While laboratory aerodynamics

experimentation and detailed computation examples have proven the principles [23,26,41,42],

efficient aerospace architecture and integration tools are crucial to enabling fielded systems

like those in contemporary research programs such as DARPA’s CRANE program. These

tools include integrated simulation test environments and performance metrics to identify

the performance sensitivities over the trade space and configurations and inform the choice

of the most efficient AFC implementation architectures. These tools must incorporate

concise mechanisms to evaluate the impact of design decisions, including component level

modeling, discharge conditions, pressure regulation, and feedback, and an understanding of

the important tools that can be used in rigorous robust control analysis and the ability to run

real-time will provide hardware-in-the-loop simulation and human interoperability testing.

Despite the need, strong nonlinear coupling and interactions have complicated the search

for efficient tools to predict the performance implications of AFC configuration choices.

AFC is not well-suited to open loop control design due to these effects and a reduced order

model supporting output feedback control will generally provide an improvement in AFC

system controller [47] implementation. For complex systems like AFC implementations,

producing a combined reduced order model may be involved, and if adequate performance

may be reached via single-input-single-output controller design, controller design complexity

could be significantly reduced. Accordingly, this study evaluates the performance of a

distributed control system that implements three proportional feedback controllers, with

limited coupling [48]. For the proposed AFC system, the compressor is controlled by a

switch controller, while the valves and slots in the system are controlled by their respective
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controllers.

To provide a conservative bound on AFC configurations, this study uses a mass-flow demanding

circulation control approach using the Coanda effect to impart momentum into the flow to

delay flow separation [50]. The system performance sensitivity regarding mass flow power

consumption is investigated about the control metering and compressor controller choice.

AFC systems having a dedicated or separate compressor are notorious for mass flow generation

being the dominant (90%) AFC power demand [10,21].

1.3 Flow field estimation framework

Tornados remain a highly unpredictable dynamic event associated with convective supercells,

characterized by large velocity gradients and very localized structures that can cause significant

human and structural damage. While current radar-based weather forecasting can indicate

likely regions for tornado formation, the actual event happens suddenly and human observation

remain the primary tool for estimating the size, severity, and trajectory of the tornado.

The lack of forecast ability is due to both limitations on measurement and forecasting.

Radar-based measurements sense moisture, and not all tornados are rain wrapped. The

complex multi-scale physics involved in tornado formation and relatively limited knowledge

about tornado dynamics further increase uncertainty in real-time tornado localization and

structure determination. New methods such as infrasound detection and tracking are

being developed to increase the prediction capabilities of weather forecasting, however, the

bulk of forecasters must continue to rely on human stormchasers for direct observation of

tornadic conditions. The ability to localize and estimate tornadic structures from onboard

unmanned aerial systems (UAS) operating in the area would provide a mechanism to

reduce the need for human stormchasing observers in the area of dangerous weather. UAS-

borne atmospheric measurement efforts have led to dynamic measurements of local pressure,
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temperature, humidity, and wind conditions. Current convective supercell measurement

campaigns generally rely on UAS trajectories designed by human choices, such as compliance

with legacy measurements such as vertical sounding profiles, mission planning conveniences

such as the racetrack or “lawn-mower” paths, or intuition such as flying towards observed

dynamic events. Integration of UAS-borne measurements into the weather forecasting

enterprise will benefit from a more disciplined approach to recovering maximal information

about the flow structure, especially for large numbers of coordinated vehicles.

This paper develops an information-aware flight path planning framework to support efficiently

estimating the structure of wind motions from a UAS inferring local wind conditions from

small-scale disturbances. This approach is based on defining an integral-based notion of path

information, and incorporating that with gust response models and a dynamically-refined

flow structure estimate. The performance is quantified in a dynamic wind field and flight

simulator incorporating a quasi-steady model of a rotating tornadic event embedded in a

steady wind. The results provide a direct comparison of the flow field structure and its

parameter uncertainties.

1.3.1 Wind inference algorithms

Wind interactions that disturb objects in the environment can be estimated by quantifying

the disturbance of the aircraft due to gusts [7]. This concept can be applied to aircraft, where

the difference between the aircraft’s measured and modeled motion is assumed to be the gust

response and inverted to estimate the local wind conditions [44, 45].
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1.3.2 System identification and applied information theory

System identification frameworks have been applied to flow velocities in water to identify

the source and sink singularities in a flow via Least Squares [38]. Least squares can be

effective in parameter estimation for nonlinear models, as it reduces the reliance on an

established state space model. The framework discussed in this paper utilizes a similar

parameter estimation routine, discussed in [30], which utilizes Least Squares Regression. This

method minimizes the error between measured and estimated states to identify the flow field

parameters. Information theory is applied to the system identification of the flow field to

improve the parameter estimation. Having a more informative model leads into have higher

certainty in the flow field system identification. The more informative a data set is, the more

it is capable of being distinguishable from different models [28].

1.3.3 Wind field modeling

This study primarily modeled vortex flows, concentrating on those that are receiving the

most attention in tornado physics identification. Recent work has compared the potential

vortex, Burger’s vortex, and the Ash, Zuckerwar, and Zardadkhan (AZZ) vortex model,

which incorporates pressure relaxation into the vortex structure, causing velocities in the

structure to initially grow with increasing radius and then decay beyond a peak velocity [3].

The model’s agreement growing across multiple domains [4] makes AZZ the assumed vortical

structure in this study. Vertical variation is still not well addressed in concise tornadic vortex

models, and this study uses a two-dimensional (planar) wind field to focus on the system

identification and data information aspects.
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1.4 Thesis Structure

The rest of this thesis structure is as follows: the performance study on the AFC system

is discussed in chapter 2. The system architectures are discussed, looking at the different

configurations as well as defining the maneuvers to evaluate the system performance. With

AFC system defined and discussed, the next two chapters focus on the system identification

and information flight path frameworks. Chapter 3 looks into how the flow fields were modeled

and simulated as well as investigates the parameter estimation framework for an isolated

tornado flow structure using predetermined flight paths. With this framework established

and some baseline results, chapter 4 then defines the framework for using information from

the flow field structure to guide the aircraft’s flight path.
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CHAPTER II

AFC AIRCRAFT PERFORMANCE STUDY

2.1 Active flow performance in aircraft

While considerable work quantifies active flow control performance in a laboratory environment

[23,41], the limited number of flight-tested configurations constrains the availability of aircraft-

specific measurements. The most common design for AFC systems includes using the bleed

air from the compressor in the engine to supply the air and mass flow required for the system,

as seen in [14,20,55]. For the example in Crowther [55], a small-scale UAS was designed with

an implemented AFC system that used the bleed air from the engine to provide control for

trim and flight maneuvers in place of traditional control surfaces. However, these methods

can be wasteful, as when the aircraft is not utilizing the bleed-air, it is dispelled into the

ambient flow and not stored in a tank for later use. System operation negatively affects

engine performance, with aircraft thrust reductions of up to 7% for a modest bleed flow of

2.6% [14]. These negative performance transients require the AFC and flight control systems

to account for powerplant performance degradation. Additionally, the usage of bleed airflow

is limited to the engine temperature limits. Using a higher percentage of bleed flow increases

the temperatures seen by the turbine for turbojet powerplants, and must thus be relegated

carefully. For instance, a full-sized transport aircraft can maintain max bleed flow safely for

8 minutes, as observed by Hemmerly [20]. With these constraints, it is important to explore
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and evaluate different AFC systems that can store air for future use and that put as little

strain as possible on the aircraft powerplant.

2.2 Compressor modeling

Three main compressor types power onboard AFC systems: scroll, rotary vane, and recipro-

cating piston compressors. Scroll compressors typically have a higher efficiency than rotary

compressors for small-medium scale use, while rotary compressors are more effective for larger

scale settings [22,35,52]. A scroll compressor’s high sensitivity changes in air temperature and

composition make the design most effective at a specific operating condition [12,27,54], which

is limiting for an AFC system experiencing relatively rapid charge and discharge transients.

The achievable compressor output lapses with altitude [46] (e.g., typically a 20% reduction at

3000m) as the efficiency decreases due to increased pressure ratio [29,32,39], an effect further

reducing output.

Vane compressors generally achieve a higher efficiency than piston counterparts due to

leakage losses in the piston/cylinder interface [5, 51]. For the piston compressors, the rolling

compressor offered a higher coefficient of performance (COP) at all operating conditions in a

heat pump application relative to the reciprocating piston; the average COP increase has

been measured at 10% [13].

The lower efficiency of a piston compressor is somewhat mitigated by the wide range of

operating conditions and significantly reduced airframe integration challenges. Inexpensive

compressors with a sufficient weight to CFM output ratios are commercially available. Proving

the feasibility of implementing a piston compressor could significantly reduce the financial

costs and implementation complexities of realizing an AFC system for UAS.
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2.3 Active flow control modeling and simulation

This project builds on the pneumatic dynamics developed in [18,19], where three valve and

exit area meterings were considered for the internal pneumatic structures of an AFC system

and reduced order models developed for open and closed-loop responses of the actuation

concepts, characterizing actuation performance during discharge from a pre-charged tank

condition (i.e., no operational compressor).

The current study expands on previous work [8, 18, 19] by integrating an onboard compressor

model based on polytropic modeling and experimental testing on a commercially-available

piston compressor. This study also integrates the AFC actuation (including the compressor)

with a flight dynamics simulation to provide a mechanism to assess in-flight performance

assessment for two mission task elements.

2.4 System Modeling

The aircraft’s onboard pneumatic system consists of a compressor, a supply tank, and a

discharge plenum in each wing as illustrated in Fig. 1, capable of supply valve and exit area

metering.

Plenum
𝟑

Compressor

Supply 
𝟐 Valve

Plenum Exit

𝟒

Figure 1: Active Flow Control system Layout

Pneumatic modeling consists of a compressor, tank volumes, pneumatic lines, and valve

components. This study integrates the effects of compressor operation, and the other
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components are consistent with [18]. An implemented simulator provides an output Cµ based

on the desired input Cµ, and 6DOF flight simulator is integrated to provide trajectory study

capability.

2.4.1 Pneumatic modeling

Compressor

The compressor selected for the system is the XD4000-24, a continuous-duty cycle compressor

manufactured by Oasis. It is a direct current portable piston compressor. The specifications

for the compressor are shown in Table 1, referenced from [34].

Type Single-stage piston
Output 8 CFM @90psi

Max pressure 200 psi
Power 2.2 hp
Weight 65 lb

Table 1: XD4000-24 Compressor Specifications

We applied a polytropic efficiency compressor model [40], in which the compressor outputs a

mass flowrate ṁ as a function of power required Ẇ , as

Ẇ = ηṁ
nRT1
n− 1

[(
p2
p1

)n−1
n

− 1

]
, (2.4.1)

where ambient pressure p1 and temperature T1, the polytropic index n, and universal gas

constant R are considered fixed. The supply tank pressure p2 represents the discharge pressure

for the compressor and constraints output.

The compressor polytropic efficiency for this system is extrapolated from experimental data

to capture the change in compressor efficiency as the downstream pressure changes. To
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accomplish this, the density change over time is calculated as a function of the discharge

pressure p2, followed by the change in mass to calculate the mass flowrate seen in the

experiment via

ρ =
p2
RT

(2.4.2)

m = ρV (2.4.3)

ṁ(t) =
∆m(t)

∆t
, (2.4.4)

since a mass flow sensor could not be placed at the compressor outlet.

Assuming that the compressor operates at its rated power Ẇ continuously, Eqn. (2.4.1) can

be rewritten as a function of pressure ratio and mass flowrate

η =
ṁ

Ẇ

nRT1
n− 1

[(
p2
p1

)n−1
n

− 1

]
. (2.4.5)

The compressor efficiency is modeled as a second-order polynomial based on experimental

testing quantifying the pressure ratio increase within a closed container, discussed in Section

2.5. The mass flowrate may then be isolated to be a function f(p2/p1) of the pressure ratio

only by rearranging Eqn. (2.4.1) to be

ṁ = ηẆ

(
nRT1
n− 1

[(
p2
p1

)n−1
n

− 1

])−1

. (2.4.6)
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Pneumatic model verification

To verify the model performance, a charging experiment was implemented with the compressor

connected to an air tank as seen in Fig. 2. The experimental setup measures the compressor

head/nozzle temperature Tno, the supply tank pressure p2, supply tank air temperature T2,

and incorporated a mass flow sensor to measure the discharged air mass-flow ṁout. The

experiment charged the tank from empty to operational pressure (0 to 180psi).

Supply

Comp

Valve

Mass Flow 
Sensor

𝒐𝒖𝒕

Compressor Head 
Temperature Sensor 

𝒏𝒐𝒛

Internal Tank 
Temperature Sensor 

𝟐

Pressure Gauge
𝟐

Figure 2: Experimental Setup

The nozzle temperature was modeled and compared to the experimental data. The physical

experiment measured the nozzle temperature rather than the direct air temperature. The

compressor nozzle temperature was modeled as a convective heat transfer system [25,36] as

Cno
dTno
dt

=
T2 − Tno

Φin

− Tno − T1
Φout

(2.4.7)

Cno = ρnoVnocp,no (2.4.8)

Φ =
1

hA
, (2.4.9)

where Cno is the compressor nozzles thermal capacitance, T2 is the air temperature discharged

by the compressor, T1 is the ambient temperature, and Φin and Φout are the thermal
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resistances of the inner and outer nozzle surfaces, respectively. The nozzle head was composed

of aluminum and the convection was assumed to be forced within the nozzle and free on its

exterior. The tank internal temperature was assumed to be constant and equal to the system

suction air temperature, or the compressor discharge air temperature. The assumptions’

validity will be discussed in Section 2.5.

The compressor output pressure was also modeled as described in [31]. The discharge pressure

is the supply tank pressure and is modeled via

p2
t
=
m

t

RT1
Vsup

=
ṁRT1
Vsup

. (2.4.10)

Equation (2.4.10) relates p2 to the output mass flowrate ṁ and supply tank volume Vsup.

The predicted pressure was compared with the experimental results.

2.4.2 Pneumatic control configurations

Three variations of the AFC system were compared to assess the effect of valve and exit area

meterings. The configurations are supply valve metering (SVM), exit area metering (EAM),

and both valve and area metering (VAM). The meterings control the open area A of the

valves and slots in the system, and are summarized in Table 2.

Test Configuration Supply valve Exit area

SVM P control Fixed
EAM Fixed P control
VAM P control P control

Table 2: Valve Control Configuration for Pneumatic Simulator

The SVM approach holds the exit areas (plenum openings) constant while the supply tank

valves are controlled by a proportional controller (“P control”), where the input signal is the

14



Cµ error, and the exit signal is the supply valve area A2.

The EAM concept holds the supply tank valves area constant while the plenum exit slots are

controlled by separate P controllers, where the input signal is the same Cµ error from SVM

and the output signal is the slot exit areas A3 and A4 for the starboard and port plenums,

respectively.

The VAM approach maintains the plenums at a constant pressure by adjusting all the system

valve areas. The supply tank valves are controlled by a P controller, where the signal input

is the error between the starboard plenum pressure p3 and the target plenum pressure pid of

30 psig. The exit slots are controlled by a P controller acting to minimize the error between

the input and output Cµ.
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Figure 3: Pneumatic system and the three actuation metering concepts studied.
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2.4.3 Compressor controller

Each configuration includes a binary compressor control based on a pressure switch activating

the compressor once a set supply tank pressure p2 is reached, as shown in Fig. 3. Four cut-in

pressures (30, 60, 120, and 180 psig) were tested for the pressure switch to quantify the effect

of cut-in pressure on system performance. The pressure range covers the nominal plenum

pressure through maximum tank operational pressure.

2.4.4 Flight dynamics modeling

Construction

Flight maneuvers were modeled using the 6DOF simulator discussed in [8]. The simulator

utilizes the lateral and longitudinal aircraft dynamics detailed in [33] with aircraft force and

momentum coefficients determined using the linear design method in [6].

The simulator receives joystick inputs for the Euler angles (pitch, yaw, and roll) and throttle,

which are then used as inputs for the pneumatic system to calculate the system output Cµ.

The equations used to model the pneumatic system were derived from [9] and are discussed

in [18]. These equations calculate the mass flow and pressure losses due to the valve fittings

and system ducting effects. Based on the achieve Cµ output, the simulator computes the

integrated aircraft position and orientation.
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Airframe example and flight maneuvers

The simulator incorporated the AFC system into a group 3 UAS aircraft. The aircraft specs

are shown in Table 3.

Wingspan b 47.5 ft
Chord c 5.7 ft

Weight (MTOW) 1700 lbf
Powerplant Continental O-200

Table 3: Aircraft Specifications

The aircraft’s ailerons were replaced with the proposed AFC system as in Fig. 1. The

integrated onboard compressor feeds the supply air tank, which supplies the mass-flow to

the plenums, and controls this flow through the use of valves on the tank exit. The plenums

receive the mass flow from the supply tank and control the discharged air by adjusting the

plenum exit area.

The AFC system weight breakdown is listed in Table 4. The system total weight is 122 lbs,

which includes the system components and fittings.

Component Weight, lb

Compressor and Power Supply 95
Tank 10

Ducting 7
Plenum 10

Table 4: AFC System Weight Breakdown

The aircraft was subjected to two flight maneuvers. The first maneuver was a step maintaining

a max roll input, corresponding to 95% max Cµ achievable by the aircraft. The other maneuver

tested was a continuous slalom maneuver, where the input Cµ was sinusoidal, with amplitude

at 50% max Cµ achievable by the system. The Cµ inputs were held until the supply tank

pressure was depleted and maintained during compressor cycling to assess compressor duty

cycle and achievable flight trajectories.
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2.4.5 Performance quantification

Actuator performance

Some figures of merit must be defined to properly compare the different test configurations

results. The actuator figures of merit are related to the directional Cµ system output, and

consist of rise time tr, actuation time ta, energy consumed Ein, power efficiency (duty cycle)

D, integrated (“total”) Cµ, and power-specific Cµ.

0.63

tatr

ఓ,௧௢௧

𝐶 ఓ
/𝐶

ఓ
,௠

௔
௫

1

Figure 4: Performance Metrics Definitions

Actuation time response Two parameters were used to quantify the actuation time

dynamics. Rise time tr is defined as the time to reach approximately 86% of the desired

input Cµ,in. Actuation time ta is defined as the time that the output Cµ stays above the

“useful” or minimum Cµ output for the maneuver, Cµ,min.

Actuator output magnitude “Useful Cµ” is defined as approximately 63% Cµ,in. The

total Cµ is defined as

Cµ,tot =

∫
Cµ dt,

and quantifies the directional Cµ response integrated area.
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Energy and power consumption The duty cycle D is defined as

D =
tc
ta
,

or the percentage of time the compressor is operational during the full actuation period. The

continuous duty compressor does not require a rest period, however, the percent of time

the compressor is operating directly translates to power consumed, and duty cycle serves to

quantify this effect. Because head temperature rises to an asymptote during operation and

mass flow output is reduced at high temperature, reducing the duty cycle can also improve

efficiency. The duty-cycle was quantified over three actuation periods under a commanded

Cµ,max and normalized by that configuration’s actuation time.

The specific Cµ, denoted by Cµ, is defined as

Cµ =
Cµ,tot

Ẇ tc
, (2.4.11)

and quantifies the ratio between the total Cµ produced by the compressor and the total

energy consumed by the compressor at max CFM output.

Mission-specific performance

Max roll input The max roll input bank case modeled the aircraft at the maximum

roll input to observe the aircraft performance when outputting maximum Cµ. 95% of the

maximum achievable momentum coefficient Cµ,max was used as the input signal for desired

momentum coefficient Cµ,in. The aircraft maneuver was held until the output Cµ reached

0.63Cµ,max, resulting in the useful Cµ encompassing the shaded region in Fig. 4.
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Slalom maneuver The slalom maneuvers were conducted commanding a cosine input.

The input signal amplitude was set to half of the max roll input to maintain a stable sustained

slalom in the 6DOF simulator as seen in Fig. 5.

Figure 5: Slalom Maneuver Command

The yaw and pitch inputs were held at constant, and the throttle for the aircraft was set to

75% of the max throttle input to maintain directional stability for the aircraft.

The roll stick input had an amplitude of half the maximum bank input (50% roll). Additionally,

a period of π
12.5

was selected for the s turns, with the resulting roll input proportional to

Cµ,in = 0.5Cµ,max cos
( π

12.5
t
)
. (2.4.12)

To quantify the aircraft trajectory performance, the aircraft’s slalom centerline drift d with a

depleted supply tank was calculated as the distance between the actual flight path X after

compressor activation and the linear trajectory for the duration of compressor usage, defined

as the slalom centerline CL via

d =

tf∑
t=tc

min (X(t)− CL) . (2.4.13)
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2.5 Pneumatic model verification

Figure 6 shows the experimentally quantified efficiency ratio. The experiments indicate the

compressor reaches a maximum efficiency near a pressure ratio of 7.5, or a supply tank pressure

of 100 psig. A second-order polynomial fit was used to provide a functional description of the

behavior as

η = −0.0093

(
p2
p1

)2

+ 0.1462
p2
p1

+ 0.073. (2.5.1)
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Figure 6: Compressor Efficiency, η vs Pressure Ratio

The resulting compressor efficiency curve performs similarly when compared to experimental

data, as seen in Fig. 7, where a 4.2 cubic foot tank is charged from 0 to 180 psig in experiment

and simulation. The significant pressure transients in Fig. 7 influenced the decision to not

implement isentropic modeling of the internal pressures in the AFC system.

While the model underpredicts performance in the higher pressure regimes (> 90 psig), the

peak errors were less than 10%, which was sufficient to resolve the differences seen in the

following actuator and flight performance assessment sections.

The experimental nozzle temperature record is shown in Fig. 8 and shows the variations
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between the model and experimental nozzle temperature data. The model and experiment

deviation is likely related to the assumption that the forced convective heat transfer coefficient

is constant. The heat transfer coefficient for a pressurized system varies as the system

pressure changes, as discussed in Gao [15]. The model’s discharge air temperature becomes
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Figure 8: Temperature comparison

established after the first few charge and discharge cycles and begins to more closely follow

the experimental data. The internal air temperature increased by a maximum of 30◦F during

75 minutes of continuous charge and discharge. There was a 10% increase in tank temperature

for the charging session alone. The 6 psi average pressure deviation and nozzle temperature’s

maximum deviation of 7◦F in the established operation was sufficient to establish trends in

the system’s performance.
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2.6 Flight Maneuver Results

2.6.1 Max Roll Input

The max roll input maneuver was used to understand the baseline AFC actuation performance

and observe the variations due to the different valve meterings at the most extreme roll case,

where the system would be at its highest demand. The aircraft experiences aggressive roll

and negative pitch until the tank is depleted and the compressor is utilized, allowing for the

aircraft to perform a descending loiter.

Rise Time and Actuation Time

The achieved Cµ curves for the different valve meterings are shown in Fig. 9, showing that

EAM maintains discharge for significantly longer than SVM, and marginally longer than

VAM.

5 10 15 20 25

Time,sec

0.01

0.02

0.03

0.04

0.05

C

PS = 180

PS = 120

PS = 60

PS = 30

Useful C

(a) SVM

10 15 20 25 30 35 40

Time,sec

  

(b) EAM

10 15 20 25 30 35 40

Time,sec

  

(c) VAM

Figure 9: Achievable Cµ curves over time.

The differences due to compressor cut-in pressure are less significant and are strongest in

the decaying Cµ region of EAM. This lack of separation between the cut-in pressures may

be attributed to the tank pressure decreasing rapidly until either the desired pressure in

the plenum is reached or matches the pressure in the supply tank. This phenomenon would
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explain the actuation time equivalence of the cut-in pressures above 120 psi.

Figure 10 shows VAM achieves the fastest rise time and SVM the longest. Rise time does

not change significantly between cut-in pressures, suggesting the rise time is limited by the

airspeed itself within the pneumatic system and the compressor operation is independent of

the directional Cµ rise time.

0
.2

2

0
.2

2

0
.2

2

0
.2

2

0
.1

6

0
.1

6

0
.1

6

0
.1

6

0
.1

3

0
.1

3

0
.1

3

0
.1

3

30 60 120 180

0

0.2

0.4

0.6

0.8

1

SVM

EAM

VAM

Figure 10: Rise time

Figure 11 shows actuation time is influenced by the compressor operation. Actuation time
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Figure 11: Actuation time

increases with cut-in pressure in a nonlinear fashion with decreasing slope. The diminishing
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returns with increasing cut-in pressure may be related to the compressor operating at pressures

higher than the ideal pressure ratio.
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Figure 12: Compressor on/off operation time distribution

Power

The power consumed by the compressor can help guide power source selection, which could

have a significant effect on airframe endurance. Figure 12 shows that SVM achieves the

lowest compressor duty cycles and EAM the highest, an important finding for duty-cycle

limited compressors. This finding means that the compressor is used proportionally less in

the SVM configuration than the other configurations during system actuation. This reduction

in compressor usage comes at the cost of limited actuation time, as SVM provides about half

the actuation time as the other configurations. This result means that if a maneuver will not

be sustained for an extended time period, SVM may provide better power efficiency than

EAM and VAM. EAM prolongs actuation at the cost of higher compressor usage. The VAM

case trades off actuation time for lower compressor usage, with a 20% decrease in actuation

time for lower compressor usage. The decreased compressor usage depends on the cut-in

pressure selected for the system. The duty cycle changes significantly between the 30 and 60

psi cut-in pressures, with significantly less variation between the 180 psi and 120 psi switch

cases, suggesting there is no increased benefit to operating the compressor at higher supply

tank pressure. Between the three valve control configurations, the pressure switch case with

the highest disparity between them is when the cut-in pressure is close to 60 psi, a trend
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consistent with the actuation time results.

The duty cycle decreases in a nonlinear way as the compressor cut-in pressure is decreases.

In the VAM case, the change from 180 psi to 120 psi results in a 0.8 percent decrease, while

the change from 120 psi to 60 psi is 36.2% percent decrease.

To illustrate how cut-in pressure affects the duty cycle for the three valve meterings, Fig. 13

shows the duty cycle percentages for this system at cut-in pressures from 30 psi to 180

psi. Three distinctive trends are observed consistent with the previous observation that the

compressor duty cycle trend is strongly affected by the system valve meterings. From Fig. 13,

we see that EAM has the most dramatic increase in duty cycle, SVM with slowest increase,

and VAM as the balanced metering. The VAM system follows the same trend as the EAM

metering for the lower cut-in pressures (less than 45 psia), then changes slope and follows the

same slope as the SVM metering to until it reaches max duty cycle. The VAM configuration

is influenced more by the EAM metering when the supply tank nears depletion, and becomes

more dominated by the SVM metering while the supply pressure is higher than the plenum

pressures. The VAM concept generally operating in a region bounded by the other two

concepts is consistent with it combining control strategies from both supply valve and exit

area metering. This duty cycle trend means that the VAM metering, which provides more

than 70% increase in actuation time than SVM, has a much more flexible range of cut-in

pressures where the compressor is not run continuously for the entire actuation than EAM.

Figure 14 shows that total Cµ directly correlates with actuation time and the compressor

switch on pressure. When the compressor turns on at higher tank pressure ratios, the full

system actuation time is increased. The total Cµ generated by the compressor sees a sharp

decrease as the cut-in pressure approaches ambient pressure. This effect reflects a decrease in

compressor operation time and reduction in mass flow input.
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The power-specific momentum coefficient Cµ does not follow the same trend. For the SVM

metering, we see in Fig. 15 that the specific momentum coefficient decreases as cut-in pressure

increases, and vice-versa for the EAM metering. The VAM metering increases and then

decreases, following a parabolic trend with increasing cut-in pressure, peaking around the 60

psi cut-in pressure range. This behavior is significant as it is consistent with the results from

the duty cycle discussion that there is little benefit for operating the compressor at higher

cut-in pressures, where there is a no increase in specific Cµ for the VAM and a 6.5% and 3%

decrease for SVM and EAM respectively, and the cut-in pressures near the compressors ideal

pressure ratio provide the best performance for EAM and VAM.
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Although the changes seem to be small for the max roll input case, as the input for roll

decreases, the disparity between the valve meterings and cut-in pressures increases as there is

less demand on the system to impart momentum into the airflow.

2
.4

2

1
.5

1
.4

2
.5

3
.1 3

.4
3
.3

2
.5 2

.8

2
.4

2
.4

30 60 120 180
0

2

4

6

8

10

S
p
ec

if
ic

 C
, 
C

 /
 h

p

10
-3

SVM

EAM

VAM

Figure 15: Specific Momentum Coefficient, Cµ

2.6.2 Slalom Maneuver

For the slalom maneuver, the roll input resulted in the output Cµ oscillating with an

amplitude of 0.0245 or 49% of max Cµ as seen in figures II.16(a) and II.16(b). Referring

to these figures, the slalom maneuver was conducted with no input from the compressor to

replicate a compressor-failed condition. The results show that EAM valve metering allows

for the longest sustained slalom, which is consistent with the max roll input results. The

aircraft trajectory maintains the slalom until the AFC system is no longer able to produce

the required momentum. The most significant differences in the compressor-off trajectories

are due to the actuation time differences provided by configuration different valve meterings,

EAM maintaining a slalom 4 times longer than SVM, and VAM achieving a slalom 3 times

longer than SVM.

The configurations activate the compressor at differing points, and CL[ ] indicates the slalom
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Figure 16: Compressor off operation
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Figure 17: Performance with compressor and tank operational.

centerline during compressor operation.

The centerlines for the various meterings differ due to the slalom input amplitude reducing

at different points along the original signal path, which can be seen in Fig. II.17(a) where

SVM and VAM begin to decay at 0.015 Cµ and EAM at 0.02 Cµ. In Fig. II.17(b), the

SVM trajectory fails to achieve a slalom maneuver once the supply tank is depleted and

switches the compressor on. EAM has an initialization transient for the first 40 seconds

when the compressor turns on while VAM maintains nearly the same original trajectory when

transitioning to the reduced amplitude slalom. These results show that the compressor is

able to sustain a reduced-amplitude slalom maneuver after tank discharge. The compressor-

only achievable amplitude corresponds to a Cµ output slightly under 0.0075, or 30% of the
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originally commanded slalom input amplitude.

Figure II.18(a) shows the SVM configuration has the highest centerline drift by several orders

of magnitude, with VAM outperforming EAM with the least centerline drift. The large drift

error of the SVM configuration may be attributed to the SVM system’s inability to periodically

repressurize the plenum as the commanded Cµ approaches zero. The compressor in the EAM

and VAM configurations can produce enough mass flow and have a small charging period

when the commanded Cµ is below 0.01, which may be contributing to those configurations

holding a more stable slalom than SVM once the compressor turns on. This behavior is

probably attributed to the exit area controller in the EAM and VAM configurations, allowing

the aircraft to compensate for the system’s reduced mass flow output by altering the plenum

exit area and thus allowing the compressor to overcome the system’s exit mass flowrate. This

phenomenon can be seen in Fig. II.18(b), where both the EAM and VAM meterings have

the highest specific momentum coefficient. Although EAM has the highest specific Cµ, the

benefit of having higher Cµ generation efficiency does not directly translate to increased

tracking performance for the slalom maneuver. Centerline drift indicates that a combination

of both supply and exit area control is needed to keep the aircraft in a slalom. The specific

momentum results show trends consistent with the max roll test, and indicate that the

benefits of Cµ generation with EAM and VAM become increasingly clear with sustained

compressor usage.

2.7 Overall Performance and Comparison

Comparing the three-valve meterings, one might assume that EAM provides the best perfor-

mance. It provides the highest specific Cµ, longest actuation time, a moderate rise time, and

the largest total Cµ and power specific Cµ. The flight performance results show that although

EAM provides a longer actuation time, it underperforms during flight maneuvers whenever
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Figure 18: Slalom centerline drift and specific momentum coefficient show the effect of the
valve meterings on the maneuver.

the tank is depleted when compared to the VAM metering. Although the VAM metering has

moderate actuation time and specific Cµ, it provides the best overall flight performance in

terms of slalom tracking.

While this study shows that VAM achieves the best overall performance, the approaches have

differences in implementation complexity and structural requirements. Although the SVM

metering has limited performance, it is comparatively simple to implement, requiring only a

single actuated valve, and can be constructed with commercially-available components. The

EAM and VAM systems are more complex as they require controllers to adjust the plenum
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slot openings, which are custom parts and more involved.

EAM does not enforce plenum pressure limitations. Plenum pressure ratings are likely to

achieve lower ratings than the supply tank (e.g., rapid prototyping fabrication of plenum

examples for this aircraft with a working pressure of 30psi demonstrated ultimate failure at

45psi), and any fielded system will require a mechanism to limit pressure in the discharge

components. SVM applied to enforce plenum pressure limits results in a VAM configuration.
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CHAPTER III

SYSTEM IDENTIFICATION FRAMEWORK

3.1 Flow Field Modeling

3.1.1 Isolated rotational structure

The AZZ tornadic vortex structure encodes a minimal set of parameters of interest to

forecasters: tornado size, wind speed, and location. The model assumes that a tornado,

modeled as a vortex, has a certain core radius Rcore, a max tangential velocity Vθ,max, and is

centered at (x, y) in a two-dimensional plane, as illustrated in Fig. 19.

The radial velocity of the tornado is given by

vθ(r) = 2Vθ,max
r/Rcore

1 + (r/Rcore)
2 . (3.1.1)

The radial distance r from the center of the tornado is converted to Cartesian coordinates

to define the location of the tornado in latitude, longitude like coordinates (The simulation

implements it as North and East distances). For a tornado centered at (x0, y0),

∆x = x− x0, ∆y = y − y0, (3.1.2)
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Figure 19: Minimal tornado vortex parameterization

and

r =

√
(∆x)2 + (∆y)2. (3.1.3)

3.1.2 Flow velocity components

Although the definition of the flow field tangential velocity provides a compact description, it

is not the quantity measured by a local measurement system, as happens when a multi-axial

sensor or estimation scheme resolves the wind velocities at a certain position. For this, we

use the definition of the tangential flow in a flow potential where

vθ =
Γ

2πr
(3.1.4)

and the definition of the directional velocity components u and v as

u =
Γ∆y

2πr2
(3.1.5)
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and

v = −Γ∆x

2πr2
. (3.1.6)

Substituting equation 3.1.4 into equations 3.1.5, 3.1.6, the the wind velocity components in

rectangular coordinates is

u =
vθ∆y

r
(3.1.7)

v = −vθ∆x
r

(3.1.8)

3.1.3 Embedded tornado

The other flow field modeled is the AZZ vortex model embedded with a bulk uniform flow.

The bulk uniform flow, shown in figure 20, is influenced by two parameters, the flow velocity

vβ and the flow direction β. The flow is embedded into the AZZ Cartesian flow direction

coordinates (u, v) to form the embedded flow velocities uemb and vemb.

Figure 20: Embedded Flow Parameters
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uemb = u+ Vβ cos β (3.1.9)

vemb = v + Vβ sin β (3.1.10)

3.2 Gust response and flight dynamics simulation

The underlying flight dynamics model is a linearize flight dynamics framework [2], which

incorporates exogenous disturbances to describe gust response [44,45].

Data is collected using a spatio-temporal interpolation routine defined in [37] to provide

estimates of the wind field. The routine implements 4D (3 spatial, 1 temporal degree of

freedom) linear interpolation, where the change in a unit area is measured for different time

instants, which can be evaluated as a 4D first order Taylor expansion that evaluates the unit

area for the three wind velocity components u, v, w.

Incorporating the wind velocity measurements for the wind field into something related to the

aircraft, the state space model used for the assumed aircraft incorporates gust disturbance in

the form

ẋ = Ax+Bu+Bgg, (3.2.1)

where A and B are the plant and control dynamic matrices, respectively, and x and u are the

system and control states. The gust disturbance, g, is modeled with the directional velocity

measured from the wind field

g =

 u

v

 . (3.2.2)
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Since the purpose of the system identification is to identify the parameters of the tornado wind

field, it is assumed that the aircraft state space model is known, with the matrix containing

describing the gust influence Bg assumed to be identity. With this assumption, it is assumed

that the aircraft has perfect measurement of the wind field and there is no interference with

the sensors onboard.

3.3 Parameter Estimation

Least squares regression was used to estimate the parameters in the tornado model. The

regression method minimizes the error ε between the estimate of the wind field wit the true

wind field data collected by the UAS.

εn =

tf∑
k=1

(ĝk − gk)
2 (3.3.1)

ĝ = f
(
θ̂
)

(3.3.2)

θ̂ = [Vθ,max, Rcore, x0, y0] (3.3.3)

Once the least square error is calculated, the overall error across each UAS in the swarm is

averaged. This averaged error is then minimized to acquire the best estimate for the tornado

model.

VN(θ) =
1

N

N∑
n=1

εn (3.3.4)
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θ̂N = arg min VN(θ) (3.3.5)

For this system, the inputs used the flight path for the UAS, which would be the inputs to

the control surfaces if looking at the state space model in equation 3.2.1. The outputs are

the directional wind velocities, u and v.

3.4 Flight simulation

The aircraft flight simulation was implemented in MATLAB using the interpolation routine

outlined in [37] with a 10 Hz frequency.

All simulation trials were benchmarked to a tornado in Mullinville, KS in 2002 which was

estimated to have a core radius of 265 m and max tangential velocity of 34.8 m/s.

The embedded flow field has a bulk flow at 10 m/s with a direction at 20 degrees north of

east.

3.4.1 Flight trajectories

Three trajectories were selected. Two single agent cases, and one multi-agent case.

In order to understand the importance of having multiple agents in the estimation process,

trials were first conducted with one UAS to see if reasonable estimates were achievable.

The UAS flown in these trials used two different maneuvers. The first was a circular loiter

around the tornado and the other was a slalom along one edge of the tornado. The better

performing of the two trajectories was selected to be implemented into the multi-agent case.
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For Both the single and multiple agent cases, the minimum distance to the center of the

vortex was increased in increments of 500m to observe the effectiveness of each case with

increased distance from the tornado. This is valuable part of the experiment as it will reveal

under ideal conditions, the farthest a single UAS or swarm can be from a tornado and still

translate relevant information about its structure.

Circular loiter For the circular loiter case, two scenarios were simulated. The first scenario

focuses on the effect of the radius of the loiter. The flight path radius was varied with a

constant center. The other scenario observes the affect of location, with the loiter radius

being held constant and the orbit center shifted above the vortex center. (see figure 21 for

example flight path).
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Figure 21: Estimator Errors

Slalom (single agent) The slalom trajectory was modeled as a sine function with a large

enough amplitude,a, to be able to cross multiple contour lines as well as a sufficient period,

P , to keep the slalom maneuver spaced out. The slalom is directed parallel to the vortex

center to avoid the high speed and dynamic winds of the vortex center. (see figure 22 for

example flight path)
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Figure 22: Slalom trajectory

y = a sin

(
x(t)

P

)
(3.4.1)
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Figure 23: Multi-agent trajectories

Multi-Slalom (multi-agent) For the multi-agent analysis, multiple UAS are commanded

in slalom maneuvers at different paths about the tornado to try and gather as much information

on the different contours as possible. The paths were designed to be on different sides so that

more contours can be observed by the swarm. The initial paths selected were chosen to be

perpendicular to one another and as parallel as possible to the tornado so that the swarm

can hit multiple contours while also keeping a safe distance from the tornado vortex. The

simulator tested a combination of 2, 4, and 4 agents within the wind field (see Fig. 23 for a

representation of the trajectories)

40



3.5 Simulation results

3.5.1 Single Agent Case

When observing the single agent cases, it is seen in Fig. 24 that they all share a similar

pattern where after approximately 2.5 km, there is a sharp increase in the estimator error. It

can be assumed that for an ideal case, the farthest an aircraft should fly from the vortex core

should be no more than 2 km. Within this region, a single aircraft can acquire estimates

with less than 1% error.
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Figure 24: Estimator Errors
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Figure 25: Wind Field Comparison for 2 km

Looking at figures 25 and 26, the deviation can be seen much more clearly, with the estimated

tornado core radius and max tangential velocity changing drastically. The fixed radius may

seem to be more effective, however the increased range accuracy is due to the aircraft orbiting

back within 2500 km of the vortex.
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Figure 26: Wind Field Comparison for 2.5 km

The slalom maneuver provides the most consistent estimates for the tangential velocity and

core radius estimates and has an acceptable ±5m difference with the relative location of the

tornado. These are the reasons why it was selected as the flight path for the multi-agent

swarm. Additionally, the slalom flight path is able to more freely cross over more contour lines,

which provides more data on the field and thus a better estimate of the tornado parameters.

3.5.2 Multi-Agent Analysis

For the multi-agent analysis, the UAS are given inputs of slalom maneuvers at various path

about the tornado to try and gather as much information on the different contours as possible.

Here, we will observe if the estimate quality is improved for the system. Here, we compare

the estimate quality of 1, 2, 3 and 4 agents in the swarm at various orientations about the

tornado (see Fig. 27).

Looking at the errors and the reconstructed wind fields in figures 28 and 29, there is a clear

benefit to implementing multiple agents into a vortex wind field. There is a considerable

increase in accuracy/ reduction in error past the 2.5 km mark and even continues to provide

quality estimates up to 5 km away from the cortex center. This can be attributed to the fact

since there are more agents in wind field, that are at staggered distances from the vortex,

more contour lines are crossed and thus more data to build up an estimate of the tornado
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Figure 27: Multiple Agent Estimator Errors
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Figure 28: Multiple Agent Wind Field Comparison for 2 km
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Figure 29: Multiple Agent Wind Field Comparison for 2.5 km

parameters.
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CHAPTER IV

INFORMATION OPTIMIZING FLIGHT PATHS FRAMEWORK

4.1 Parameter Interchange Estimation

From [30], the flow field identification accuracy deteriorated as the aircraft flew farther from

the vortex source (more than 6 times the true parameter values of Vmax and Rcore at distances

above 2 km from the vortex center). To understand the reason for this deterioration, the

error for a range of possible combinations of both parameters (0 - 300 m/s, m for Vmax and

Rcore respectively) is plotted and observed in figure 30. Performing this procedure, it is

observed that the resulting error local minima increase as the identification is performed at

increased distances from the vortex center. What is also interesting from this study is that

the local minima follow a somewhat symmetrical arc that falls on the interchanged values of

the parameter estimates of Vmax and Rcore.
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Figure 30: Error contours of parameter combinations at varying distances from vortex center
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With this characteristic, a flight trajectory to identify the vortex parameters can be guided by

this phenomenon. This trajectory entails comparing the Vmax and Rcore parameter estimates

with the interchanged estimate and calculate the resulting error. The aircraft seeks locations

in the flow field that maximize this error in order to find the Vmax and Rcore parameter

estimate global minimum. The aircraft performs an estimate, then compares this estimate

with the interchanged values, and calculates the resulting error. If the error is below a

certain threshold, the aircraft moves closer to the estimated center. Once the error increases

to a certain threshold, the parameter estimate can be considered reliable. This process is

highlighted in figure 31.

θ̂ = [Vθ,max, Rcore, x0, y0] (4.1.1)

θ̂inverted = [Rcore, Vθ,max, x0, y0] (4.1.2)

εinverted = |θ̂ − θ̂inverted| (4.1.3)

4.2 Information Optimization

Contemporary flow field parameter estimation approaches generally include an approach

rather than a flow field dependent. In [30], aircraft flight paths were specified a priori and

their performance evaluated. The parameter interchange technique leaves open the choice of

acceptable error threshold, which may or may not be achievable given current measurement

conditions.
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Figure 31: Inverted Estimation Process

An alternative approach is to provide parameter error minimization through information

maximization, reducing the reliance on user-specified conditions and allowing generalization

to other flow field structures. This method would also reveal the best (in a flow structure

estimation context) possible path to follow in a flow field. Such an approach first requires

a systematic definition of ’information’ in the context of wind field measurement. This

information term should consist of parameters that affect the parameter estimate quality,

such as flight path distance, data density, average spatial gradient, and gradient variance.

4.2.1 Wind structure information definition

The flight path length p was selected to encode the intuition that as the aircraft covers more

distance, the aircraft collects more data and hence more information on the flow structure.
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Information recovery is also proportional to the flow field structure’s spatial gradient, defined

as the rate of change of the flow velocity over the change of the flow field structure parameter.

For instance, one of the spatial derivatives is the rate of change of the flow velocity over the

change of the flow structure with respect to max tangential velocity Vmax.

1
p

∫
∂vθ
∂θ

dp (4.2.1)

The spatial gradient forms the core of the information term as different flow structures will

have different spatial gradients. Areas where the spatial gradient is largest are areas where

the different flow structures are more distinguishable, and data gathered from these areas is

most valuable to extracting accurate estimates. The spatial gradient average observed by the

aircraft is used to influence its motion towards areas where the spatial gradient is largest.

(a) Vmax (b) Rcore (c) r

Figure 32: Gradient Fields

The gradient variance σ is included to quantify the idea that trajectories with more contour

crossings improve the flow structure estimate accuracy. Data density ρ is used to quantify the

effect of aircraft measurement sparsity and its detrimental effect on estimate uncertainties.

The information term is then normalized by the maximum gradient experienced for each of

the flow field parameters. This normalization was implemented using two different methods:

global maximum and relative maximum. The global maximum gradient is defined as the max
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total gradient expected across the entire estimated flow field, with gradient fields shown in

figure 32. The relative maximum gradient is defined as the max gradient observed by the

aircraft over its trajectory, as shown in figure 33.

(a) Vmax (b) Rcore (c) r

Figure 33: Relative Aircraft Gradients

The information term Iθ for a parameter θ may then be summarized as

Iθ = pσ
ρ

p
/max

(
∂vθ
∂θ

)∫
∂vθ
∂θ

dp, (4.2.2)

which is simplified to

Iθ = σρ/max

(
∂vθ
∂θ

)∫
∂vθ
∂θ

dp. (4.2.3)

The total information is the sum of the information terms for N parameters (ie for the

isolated structure, it is a sum over the Vmax, Rcore, and r information terms).

I = ΣN
n=1Iθ,n. (4.2.4)

4.2.2 Minimization Technique

A dynamic modeling approach was used in order to optimize the information gathered by the

aircraft. The aircraft minimizes the entropy E = I−1 (information inverse) to identify the

location with the highest expected information. The minimization routine is implemented in
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two ways: as a function of the aircraft location E(x, y), and as a function of aircraft heading

E(∆ψ). The distance constraint is implemented such that the aircraft is constrained to move

at a constant velocity. The optimization was then implemented via dynamic programming as

minE(x, y)

s.t. ∆d =
√
∆x2 +∆y2.

The second case added a heading constraint to the optimization to provide an achievable

waypoint for the aircraft to fly towards.

minE(∆ψ) (4.2.5)

s.t. ∆d =
√
∆x2 +∆y2 (4.2.6)

∆ψmax ≥ ∆ψ (4.2.7)

4.3 Flight path results

4.3.1 Inverted Estimation

Implementing the inverted estimation method, the aircraft was able to successfully estimate

the vortex parameters within 10% of the true values. Depicted in figure 34, the aircraft

flies directly towards the center of the vortex until the acceptable threshold is met. For this

example, the threshold was determined as 3 orders of magnitude (100). This criterion led the

aircraft to stop two times the core radius away from the vortex center.

The figure depicts the simulated true flow field (blue) as well as the estimated flow velocities
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Figure 34: Isolated vortex Inverted Estimation Information Path

from the aircraft (red). Although this method recovered parameter estimates, it is limited

by the need to determine the acceptable error value at which to terminate search as well as

relying on the assumption that the aircraft can reliably locate the vortex center. Additionally,

this method does not clearly identify where the best information is located in the flow field.

4.3.2 Optimized Information Paths

Relative Maximum From the single-constrained case simulation results in figure 35, the

aircraft travels approximately 700 m towards the center of the vortex and then alternates

directions on a line segment perpendicular to the flow velocity.

This flight path provides an average parameter estimate, with errors more than 30% of the

true values. When looking at the embedded flow structure, the aircraft flies through the

center of the field. This suggests that as flow structures become more complex, the path with

the most information may be the one that takes the aircraft toward the major source or sink

of the flow.

When the heading constraint is added, the estimated error drops below 2% of the true values
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Figure 35: Relative Max Information Paths with distance constraint

(a) Isolated vortex (b) Embedded Flow

Figure 36: Relative Max Information Paths with distance and heading constraint

for both flow structures. It seems the heading constraint smoothes out the aircraft’s flight

path and provides a much smoother path. Additionally, it seems the heading constraint

paired with the relative max spatial derivative information term leads the aircraft to follow

the region close to the peak of the Rcore gradient field. This may be due to the fact that the

Rcore gradient field peaks at a larger radius than the other parameters.

Global Maximum The simulation results in figure 37 show that the path with the most

information is one that travels into the vortex center and keeps looping and passing through

the center of the vortex. This flight path provides a lower estimate error in the single
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constrained case (less than 10%). When the heading constraint is added (see figure 38), the

aircraft still flies toward the center and spends the majority of the flight gathering data, but

now it loops and passes through the center of the vortex. This method provides a lower

estimate error less than 5% of the true values.
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Figure 37: Global Max Information Path

(a) Isolated vortex (b) Embedded Flow

Figure 38: Global Max Information Paths with distance and heading constraint

What seems to be common from the methods discussed is that including the heading constraint

improves the estimate error greatly, with some cases decreasing by 5%. The inclusion of the

heading constraint may help the optimizer from getting stuck at one point and forces the

aircraft to ”explore” the flow field. This addition also prevents the aircraft from following a

sporadic path and allows for more achievable flight paths.
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CHAPTER V

CONCLUSION

Comparing the three-valve meterings, the supply control provides the lowest actuation time

and specific Cµ, meaning it is the least efficient in managing the available air within the

system. Exit area control gives the best performance in terms of actuation time and Cµ

generation, and when both strategies are combined for VAM, the benefits from EAM are

more dominant than the negative performance from SVM.

Simulated flight performance results show that using a supply-based control results in the

highest trajectory error, and underperforming system metrics for dynamic maneuvers such

as a slalom. The exit area control strategy has the best system transient response, longest

actuation, and most efficient power requirements. These results do not translate to flight

tracking transients when exit area control is exclusively used. Although implementing both

supply and exit area control strategies performs at lower system performance than exclusive

exit area control, this distributed control approach significantly outperforms the other methods

when the supply tank is exhausted.

This paper shows that there are improvements to the AFC system’s transient response,

run time, and power requirements whenever a form of exit area control is implemented.

Additionally, it is shown that there are increased improvements to flight path tracking when

the VAM metering, a form of both supply and exit area control, is implemented at the cost of
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increased system architecture complexity due to incorporating two uncoupled feedback loops.

This paper also shows the feasibility of piston-based compressors supplying auxiliary mass-flow

can improve a system’s run time when used at certain supply tank pressures. The paper

shows that the compressor provides the best specific Cµ or most efficient Cµ generation when

used around the compressor’s ideal pressure ratio.

Additionally, the paper demonstrates that the compressor can provide enough mass flow to

the system when the tank is depleted to sustain minor maneuvers such as gust correction or

a shallow slalom, showing that the aircraft can still maneuver for periods longer than what

the supply tank can support.

The results open the path to implementing relatively cheap commercial off-the-shelf piston

compressors onto UAS with AFC systems. Designers can now be more informed on system

design choices when implementing such systems, reducing the total cost of realizing such a

system.

The information framework study has shown that a flight path influenced by the flow field

gradients is achievable through simulation and can provide reliable parameter estimates using

an MSE framework of different flow fields. These flight paths reduce the need to specify an

achievable accuracy or the UAS flight paths, in favor of providing an initial field model to

compare with the true flow.

Simulations of the three methods indicate that the flight path incorporating an information

term defined by the relative maximum flow gradients and including both distance and heading

constraints provides the most accurate flow measurements. Relative to the other methods

considered, this approach reduced parameter estimation error by at least a factor of 5.
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5.1 Future Work

With the study of the AFC system and the development of the information path framework,

it is shown that the AFC aircraft can determine flow structures from gathered wind data.

Since the study was possible with a simplified flow field structure source, future work would

include using more complex flow structures that may represent some object of interest causing

a large disturbance in the flow field. An example of this would be tracking a large ship at sea

with limited onboard radio capabilities and seeing if the aircraft can locate the ship.

Future work from this paper also includes implementing the information optimization routine

to model 3D flow fields utilizing multiple aircraft. Work on determining a data fusion strategy

between the multiple agents is currently being pursued.
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