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Abstract

Anthropogenic forces are dramatically altering the dynamics of many populations and 

ranges. A thorough understanding of drivers and mechanisms underlying population dynam­

ics is needed to better understand reasons for range shifts and broaden our understanding 

of how environmental and demographic drivers affect population trajectories. In this the­

sis, I present two chapters that investigate the population dynamics of a rapidly colonizing 

moose (Alces alces ) population in southwest Alaska. In the first chapter, I correlated envi­

ronmental variables with demographic rates estimated using a multistate model and found 

that annual patterns of vegetation productivity and winter severity affected calf survival 

most strongly, followed by twinning rate. In the second chapter, I applied transient life 

table response experiments (tLTREs) to demographic rates and components of population 

structure estimated using an integrated population model (IPM). I found that, although 

calf survival did not have the highest sensitivity out of all other parameters, variation in 

calf survival contributed the most to variation in population growth rate. Together, these 

chapters suggest that variation in environmental conditions drove variation in population 

growth rate via effects on calf survival. Results uphold and add nuance to the demographic 

buffering hypothesis (DBH), which states that species evolve to buffer highest sensitivity 

demographic rates against variation that could otherwise decrease individual fitness and 

population sustainability. My research indicates that an outcome of the DBH is that lower 

sensitivity vital rates ultimately have a higher actual impact on population growth rate. 

Additionally, I found that the environmental drivers that currently limit population growth 

exhibit long-term trends consistent with climate change in ways that are amenable to moose, 

which suggests climate change facilitated moose colonization of the region. The lack of short­

term trends, lower adult survival in the most heavily hunted part of the study area, and the 

abrupt colonization that aligned with the irruption of a local caribou (Rangifer tarandus ) 

herd indicate that human hunting pressure also played an important role in allowing moose 

to establish themselves at high density. These findings pertaining to drivers and mechanisms 
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of population dynamics are relevant for conservation and management of large herbivores 

across the world that might similarly expand into new areas.
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Chapter 1: General Introduction

While life histories and population dynamics of large herbivores have been studied ex­

tensively (Gaillard et al., 2000; Gaillard and Yoccoz, 2003), it remains unclear how patterns 

of survival and reproduction actually affect population growth. This is because most stud­

ies rely on methods that estimate environmental and demographic impacts on asymptotic 

growth rate (Caswell, 1989, 2000; Wisdom et al., 2000), which only encapsulates an overall 

trend of the population. A more powerful method, transient life table response experiments 

(tLTRE), decomposes overall trends into growth rate in between relevant time steps, or real­

ized growth rate (Koons et al., 2016, 2017). Focusing analysis on these observed, rather than 

potential, growth rates allows for more detailed knowledge of how environmentally induced 

fluctuations in demographic rates drive variation in population growth rates (Tuljapurkar, 

2010). Understanding how the environment has driven population dynamics is more impor­

tant than ever, as climate change alters the Earth's ecosystems.

Retrospective analysis of environmental factors — which can include weather, food avail­

ability, and disease — on population dynamics can disentangle the complex innerworkings 

of populations. This is because environmental impacts can depend on species (Berteaux and 

Stenseth, 2006), population structure (e.g Maldonado-Chaparro et al., 2018), interspecific 

competition (e.g Keech et al., 2011), and intraspecific competition (e.g Koons et al., 2015), 

to name a few. It is therefore important to account for as much as possible given prior 

knowledge of the species, population, and surrounding ecosystem. Additionally, because 

population dynamics are often tied to movement of species and populations (Sexton et al., 

2009), understanding what environmental factors are limiting population growth can illu­

minate reasons for events like colonization. This is particularly pertinent as many species 

ranges are transforming as the climate warms (Chen et al., 2011).
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Moose (Alces alces ) are an excellent study species that can be used to deepen our knowl­

edge of more general relationships between the environment, demographics, and population 

dynamics. The species has been studied intensively, as it is culturally, economically, and 

socially important to societies across the northern hemisphere (Franzmann and Schwartz, 

1998; Rosa et al., 2020). There are thus numerous long-term studies to facilitate comparison 

to (see Franzmann and Schwartz, 1998; Gaillard et al., 2000; Boertje et al., 2007). Moose 

are also physiologically and behaviorally plastic (Wattles et al., 2018) and can disperse long 

distances (Ballard et al., 1991), making them highly adaptable to changing environmental 

conditions. Moose are relative newcomers to North America, having only arrived 15,000 

years ago (Hundertmark and Bowyer, 2004; Meiri et al., 2020), and are expanding the ex­

tents of both southern (Wolfe et al., 2010; Wattles et al., 2018) and northern (Chubbs and 

Schaefer, 1997; Tape et al., 2016; Rosa et al., 2020) ranges. The reasons for these expansions 

have not been empirically tested, though hypotheses converge on a mixture of climate change 

increasing food availability (Tape et al., 2016; Rosa et al., 2020) and direct human influences 

improving survival (Tape et al., 2016; Wattles et al., 2018).

The moose population in Togiak National Wildlife Refuge (TNWR) in southwest Alaska, 

USA, is a population that has recently expanded and has also been monitored long-term. 

Moose existed in low densities from at least the mid-19th century (Abercrombie et al., 1900), 

but expanded from approximately a dozen individuals in the 1980s to over 3000 in 2017 

(Aderman, 2014; Aderman et al., 2019). The rapid increase occurred concomitantly with a 

statewide 2.1oC increase in winter temperatures (Walsh and Brettschneider, 2019) that has 

resulted in a higher frequency of mild winters (Callaghan et al., 2011; Lader et al., 2020), 

and a 1.3oC increase in summer temperatures (Walsh and Brettschneider, 2019) that may 

have caused an increase in deciduous shrub cover (Swanson, 2015; Macander et al., 2022) 

in suitable moose habitat. Humans have inhabited TNWR since time immemorial, and also 

likely played a role in this increase; the initial wave of moose population growth occurred 
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during the Mulchatna caribou herd irruption in the 1980s and 1990s (Valkenburg et al., 2003) 

that likely diverted hunting pressure from moose to preferred caribou (Aderman, 2014).

In this thesis, I investigate environmental and demographic drivers of moose popula­

tion dynamics in TNWR to both (1) Answer the question of why the abundance of moose 

in TNWR increased so rapidly, and (2) Broaden our understanding of how environmen­

tal variation affects population growth rate through impacts on demographic rates. In the 

first chapter, I correlated environmental conditions with demographic rates estimated from 

a long-term radio telemetry dataset. I accounted for important demographic and anthro­

pogenic conditions, including age, lifetime individual heterogeneity, and hunting management 

area inhabited by each moose. In the second chapter, I decomposed variance into annual 

demographic rates and components of population structure to calculate the contributions to 

variance of population growth rates. The models in these chapters are novel to moose and 

most ungulates, and build on to each other: the multistate model that estimates demographic 

rates in chapter 1 is integrated with a count state-space model to form an integrated pop­

ulation model (IPM) (Schaub and Kery, 2021) that estimates abundance and demographic 

rates.
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Chapter 2: Environmental and anthropogenic drivers of a rapidly expanding sub-arctic 

ungulate population1

1Zavoico, VS, JM Eisaguirre, SM Crimmins, AA Aderman, CPH Mulder, GG Frye, MA Cobb, MS 
Lindberg. 2023. Environmental and anthropogenic drivers of a rapidly expanding sub-arctic ungulate 
population. Prepared for submission: Ecology and Evolution.

2.1 Abstract

Species are shifting distributions in response to climate change worldwide, with range 

expansions already apparent in high-latitude biomes. Reasons for distribution shifts can 

vary by species and region, and it is important to understand these drivers when a species 

is of ecological and economic importance. We investigated environmental drivers of a moose 

(Alces alces) population that increased at least 400-fold from 1991-2017, in Togiak National 

Wildlife Refuge in southwest Alaska, USA. This population and range expansion occurred si­

multaneously with rising temperatures , shrubification, increasingly inconsistent winter snow­

pack, and varying management strategies. We tested the hypothesis that climate change and 

management facilitated this population expansion by studying moose population dynamics 

from 1998-2020 to better understand the reasons for the species' range expansion. We used 

a multistate model to estimate annual vital rates from monthly telemetry observations, and 

modeled vital rates as functions of covariates to test relationships between each vital rate, 

components of climate change in the region, and Game Management Units. Probabilities 

of calf survival and twinning increased in or after years of higher vegetation productivity 

(NDVI), and lower winter severity (WSI). Parturition probability correlated weakly and 

negatively with WSI, and cow survival correlated weakly and positively with NDVI. Addi­

tionally, differences in cow survival between management units indicated that human hunting 

pressure influenced population dynamics. While we did find that environmental conditions 

explained variation in vital rates, the moose population grew while neither NDVI nor WSI 

showed trends over the study time period. NDVI and WSI did correlate with long-term tem­

perature increase, however, which indicates that, at least historically, elements of climate 
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change and hunting pressure facilitated population expansion of this sub-arctic ungulate, 

and will continue to do so. Our study uncovers possible reasons for ungulate colonization 

of high-latitude systems, but more work is necessary to account for density-dependence and 

understand what impact calf survival and twinning have on population growth rate.

2.2 Introduction

Species worldwide are shifting their distributions in response to climate change (Chen 

et al., 2011; Bellard et al., 2012). The drivers of these range shifts are many and diverse, as 

environmental changes are variable, and species and populations may respond differently to 

the same stressors. Understanding the reasons for these distribution shifts can help predict 

future community composition, especially in the Arctic, where mean surface temperatures 

are increasing at three times that of the global average (Secretariat, 2021). The response of 

herbivores to changing environmental conditions is important to understand because they 

can have a large impact on ecosystem change, as they can affect plant species composition 

and growth (Kielland and Bryant, 1998; Christie et al., 2015) and plant resilience to cli­

mate change (Vuorinen et al., 2020). Some herbivores have substantially expanded their 

ranges in regions of the Arctic and sub-Arctic in recent decades (Tape et al., 2016, 2022) for 

reasons that have thus far not been quantitatively examined. By untangling the drivers of 

herbivore population changes along the northern edges of their ranges, we can better predict 

how species ranges, and thus what community composition, may look like in the future. 

Predicting population tra jectories is particularly important for arctic and sub-arctic large 

herbivores, which have cultural and economic value as subsistence and hunting resources.

One potential factor aiding large herbivore range expansion is increasing vegetation avail­

ability. The Arctic is, overall, “greening”, a likely outcome of increased plant biomass and 

a proliferation of tall shrub species (Epstein et al., 2013). This last phenomenon has been 

coined “shrubification” and describes both the increasing growth in previously occupied areas 
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and the rapid colonization of previously unoccupied areas (Tape et al., 2006; Myers-Smith 

et al., 2011; Epstein et al., 2013). For example, up to a third of tundra vegetation has 

transitioned to tall shrub habitat over 60 years in northwest Alaska (Terskaia et al., 2020) 

and shrub-dominated vegetation area has doubled over 50 years in northern Alaska (Sturm 

et al., 2001). Shrubification will likely benefit those large herbivores that eat tall shrubs 

(Tape et al., 2016, 2018) by increasing forage productivity (Zhou et al., 2017) and habitat 

connectivity (Zhou et al., 2020). Rising temperatures as a component of climate change is 

a key driver for shrubification across the Arctic, along with soil disturbance and herbivory 

(Myers-Smith et al., 2011). Thus, climate change could indirectly promote range expansion 

of large herbivores by increasing forage availability.

Another potential factor aiding large herbivore range expansion is changing winter con­

ditions. Winters in the Arctic and sub-Arctic are becoming less severe, with higher aver­

age temperatures (Walsh and Brettschneider, 2019) and more frequent rain events (Lader 

et al., 2020). Coastal areas are particularly affected, where decreasing sea ice extent com­

pounds winter warming and shifts continental climates to warmer, wetter maritime climates 

(Callaghan et al., 2011; Lader et al., 2020). Unlike shrubification, where advantages for 

herbivores are clearer, it is unclear how changes in winter conditions will affect herbivores. 

While factors like later fall snow onset can increase individual body weight and thus pop­

ulation growth rate (Loe et al., 2021), more variable snow depth and density can increase 

physiological exertion (Sweanor and Sandegren, 1989; Ballard et al., 1991; Ball et al., 2001; 

Keech et al., 2011). More specifically, exertion from foraging and movement in deep snow 

increases predation risk (Robinson and Merrill, 2012) and reduces body condition (Keech 

et al., 2011; Cosgrove et al., 2021), both of which decrease winter survival. Deep snow can 

also decrease reproduction rates, where lower body condition from high exertion can lead 

to failed pregnancies (Testa and Adams, 1998). Therefore, lower winter severity as a result 

of climate change might facilitate range and population expansion for large herbivores by 
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reducing physiological limitations in the winter.

Large herbivores not only inhabit complex ecological systems, but are also often inter­

woven into human systems. A potential cause for large herbivore colonization of the Arctic 

is release from human hunting pressure that either prevented populations from inhabiting 

the edges of their ranges, or maintained populations at low densities (Aderman, 2014; Tape 

et al., 2016, 2018). In southwest Alaska, competing hunting pressure with a local irrupting 

caribou (Rangifer t arandus ) population and a moose (Alces alces) hunting moratorium in 

a Game Management Unit (GMU) might have allowed moose to rapidly colonize an area 

where they had previously existed in low densities (Aderman, 2014).

Moose likely benefit from the changing winter, vegetation, and hunting dynamics of the 

Arctic. They exhibit physiological and behavioral plasticity at the edges of distribution 

extremes (Wattles et al., 2018) and can disperse long distances (Ballard et al., 1991), mak­

ing them adaptable to changing environmental conditions. For example, moose populations 

along their northernmost ranges in North America have expanded into new territories in the 

Canadian provinces of Labrador and Quebec (Chubbs and Schaefer, 1997; Rosa et al., 2020) 

and across the North Slope of the US state of Alaska (Tape et al., 2016). In both cases, 

increases in moose abundance occurred concurrently with shrubification (Tape et al., 2016; 

Rosa et al., 2020), and on the North Slope, abundance increased alongside decreasing hunt­

ing pressure (Tape et al., 2016). No study has yet, however, directly linked environmental 

and anthropogenic changes to increased population productivity that drove these kinds of 

colonization events.

An investigation of dynamics of a colonizing moose population must consider intrinsic 

demographic variation inherent in all mammal populations, and the ecology specific to a col­

onizing one. Age senescence is intrinsic to any placental mammal population , where female 
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fecundity decreases later in life (Loison et al., 1999; Ericsson et al., 2001). Thus, average age 

of the population can change population dynamics and must be considered. Not all females 

are equally fecund, however, and the effect of individual phenotypic and genotypic hetero­

geneity can affect population dynamics as well (Chambert et al., 2013; Badger et al., 2020). 

Finally, colonizing populations are potentially subject to different stressors than more estab­

lished populations; for one, they can be more subject to bottom-up, rather than top-down 

effects as predators may not cue into new food sources immediately (such as lack of brown 

bear (Ursus a rctos ) predation in Kaji et al. (2004)). Colonizing populations are also subject 

to rapidly increasing levels of density-dependence as populations approach carrying capacity 

from near-zero density (Kaeuffer et al., 2010). Therefore, any investigation of biotic and 

abiotic effects on a colonizing population should at least take into account age senescence, 

individual heterogeneity, predation dynamics, and density dependence.

We investigated effects of changing climate and hunting pressures on population dynam­

ics in a colonizing moose population of the sub-Arctic. Moose in Togiak National Wildlife 

Refuge (TNWR) in southwest Alaska existed at low densities (Abercrombie et al., 1900) 

until the 1980s (Aderman, 2014). From 1991 to 2017, the moose population increased at 

least 400-fold (Aderman, 2014; Aderman et al., 2019), and colonized far western reaches 

of TNWR, along and beyond the longitudinal tree- and shrub-line (Viereck, 1979). The 

population increase occurred concomitantly with a statewide 2.1oC increase in winter tem­

peratures (Walsh and Brettschneider, 2019) that has resulted in a higher frequency of mild 

winters (Callaghan et al., 2011; Lader et al., 2020), a 1.3oC increase in summer temperatures 

(Walsh and Brettschneider, 2019) that may have caused an increase in deciduous shrub cover 

(Macander et al., 2022), and hunting pressure change (Aderman, 2014). We thus tested com­

peting hypotheses that high population productivity is facilitated either by climate change 

or altering hunting pressure, or both, while accounting for intrinsic demographic variability. 

We represented climate change using metrics of winter severity and vegetation productivity, 
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hunting pressure using inhabited GMUs, and demographic variability using age and indi­

vidual heterogeneity. We tested hypotheses by correlating covariates to annual demographic 

parameter estimates in a Bayesian hierarchical multistate model that used 24 years of radio 

telemetry data collected for 106 individual moose. We considered our climate change hy­

pothesis supported if moose demographic rates were 1) positively associated with vegetation 

productivity and 2) negatively associated with winter severity. We considered our hunting 

hypothesis supported if cow survival was lowest in GMUs without hunting moratoriums, and 

highest in GMUs with hunting moratoriums.

2.3 Methods

2.3.1 Study Area

We analyzed radio telemetry and environmental data collected in and around Togiak 

National Wildlife Refuge (TNWR) in southwest Alaska, USA. The study area comprises 

21,063 km2 and includes GMUs defined by Alaska Department of Fish & Game, each with 

differing hunting management histories. Portions of GMUs 17A, 17C, 17B and 18 are located 

in the study area, and we divided GMU 18 in three according to drainages: 18-Kanektok- 

Arolik (18KA), 18-Goodnews (18G), and 18-Eek (18E) (Figure 2.1) to accommodate a moose 

hunting moratorium that took effect in 18G from 2003-2006 to increase cow survival, but 

didn't take effect in 18KA. As 18E and 17B represent a small area of TNWR, and were not 

subject to hunting moratoriums, we added them to 18KA and 17C, respectively. TNWR 

is in a transitional climate zone, with both maritime and continental influences on weather 

patterns. Maritime influence generally decreases with distance to open water, but becomes 

dynamic in winter and spring as sea ice cover changes distance from the coast. Average 

summer temperature in King Salmon, AK, the closest long-term weather station (Figure 

2.1) is 12.8oC (1991-2020), and average winter temperature is -7oC (Alaska Climate Re­

search Center, 2022b). Annual average precipitation is 54.5cm (1991-2020) (Alaska Climate 

Research Center, 2022a). TNWR is typically colder, receives more snow, and has a more 
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durable snowpack than King Salmon (Aderman, unpublished data).

Vegetation in TNWR transitions from alpine tundra in central mountains to upland 

shrubs on lower slopes, to lowland and coastal tundra communities at sea level. Numerous 

lakes and rivers support extensive riparian communities that host productive deciduous 

shrubs and trees, and far eastern valleys include mixed boreal forest. Generally, vegetation 

productivity and biomass decrease from east to west (Viereck, 1979). Tundra and low or 

dwarf shrub communities dominate the cover of TNWR (50%), followed by tall shrubs (20%), 

barren ground (16%), wetland (12%), and forest (2%) (Collins, 2003). Primary tall and dwarf 

shrub species are alder (Alnus spp.), willow (Salix spp.), and dwarf birch (Betula spp.), and 

primary forest species are white spruce (Picea glauca)and Alaska birch (Betula neoalaskana). 

Caribou from the Mulchatna and Nushagak Pensinsula herds share similar territories as well 

as human and natural hunting pressure with moose (Valkenburg et al., 2003). Both ungulates 

are preyed on by wolves (Canis lupus), coyotes (Canis latrans), wolverines (Gulo gulo) and 

brown bears, though predator abundance is unknown and predation is thought to be low 

(Aderman, 2014).

2.3.2 Telemetry Data

From 1998-2020, TNWR regularly fitted female adult, yearling, and calf moose with VHF 

radio collars (Telonics Inc, Mesa, Arizona, USA) equipped with a motion-sensitive mortality 

switch. VHF collars were replaced when moose lived long enough for collar batteries to die, 

and new individuals were collared every ~5 years to maintain sufficient sample size and a 

representative age distribution. Observers used fixed-wing aircraft to locate and determine 

calf association for each cow, and attempted to locate each individual once per month, but 

concentrated efforts during birthing months (May-June), the fall (November) and late winter 

(February-March). Due to various constraints, many individuals were not observed monthly. 

When observers heard a mortality signal, they located the individual as soon as possible to 
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confirm mortality. We calculated day of death as the median date in between the last live, 

and the first dead observation. Dates were recorded as day-of-year with respect to the first 

day of parturition (May 14).

2.3.3 Covariates

We tested hypotheses regarding climate effects on moose demographics using metrics of 

vegetation productivity and winter severity calculated from remotely sensed and weather 

data. For remotely sensed data, we collected TNWR-wide Normalized Difference Vegeta­

tion Index (NDVI), a common proxy for vegetation productivity, and Normalized Difference 

Snow Index (NDSI), which measures percent snow cover. We did this using NASA's Mod­

erate Resolution Imaging Spectroradiometer (MODIS) satellite imagery via Google Earth 

Engine (Gorelick et al., 2017) for summer (May-mid-September) and winter (November- 

April), respectively. MODIS satellite sensors have produced global 16-day composite images 

at 250 m resolution from 2000 to the present year, creating consistent spatial and temporal 

profiles of the Earth's surface. We quantified annual summer vegetative productivity using 

Total Integrated NDVI (TIN, but hereafter referred to as NDVI for simplicity), (Potter and 

Alexander, 2020; Frost et al., 2021) by summing pixels from each composite image into one 

image, then averaging all pixels within the TNWR boundary for each year. To quantify 

winter severity, we first used the same method as TIN to produce an average winter NDSI 

value. We then multiplied the scaled and centered NDSI, absolute value of mean winter tem­

perature (oC) (all years of which were < 0oC, except 2015-2016, which averaged 0.41oC) and 

total snow accumulation (cm) from King Salmon to produce a Winter Severity Index (WSI). 

We calculated annual NDVI estimates from 2000-2020, and WSI values from 2001-2019.

As we only had 19-20 years of WSI and NDVI, we needed to ensure they were represen­

tative of longer-scale climate change; simple linear correlations of measures over such a short 

time period might be subject to nonlinear oscillations. We examined how well NDVI and 
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WSI represented climatic changes by correlating each measure using simple linear regression 

with year, and the Pacific Decadal Oscillation (PDO) (NOAA, 2022). We included the analy­

sis with PDO because similar oscillations drive environmental processes that affect ungulates 

elsewhere (Post and Forchhammer, 2002), and because a known PDO phase shift at the end 

of the 20th century (Kosaka and Xie, 2013) could introduce bias to a linear regression. To 

further investigate whether NDVI and WSI represent climate change, we correlated King 

Salmon, AK July and aggregated winter temperatures with the time period we had data for 

(1970-2020), then correlated NDVI and WSI to King Salmon July and winter temperatures. 

We assessed correlations using an α = 0.05 threshold.

To account for age senescence in the population (Loison et al., 1999), we calculated in­

dividuals' ages for every time step. We assumed an age of 0 or 1 when a calf or yearling 

was collared, and estimated age of adults based on tooth wear. From the age-at-collaring 

estimate, we then calculated age for all following time steps. Age estimates based on tooth 

wear can be inaccurate (Hewison et al., 1999), however, so we analyzed all adult ages for all 

timesteps for outliers, but did not detect any.

To account for different demographic rates according to hunting regulations by GMU, 

we determined the GMU each moose inhabited over its lifetime. We intersected a 95% Min­

imum Convex Polygon (MCP) for each individual from lifetime telemetry observations with 

GMU polygons. We then categorized a moose's home range by GMU if 75% of the MCP 

overlapped with a GMU. Any moose that overlapped with multiple GMUs was considered 

to be in “Neither” GMU. Ultimately, 71 moose resided in GMU 17A, 4 in 17C, 15 in 18G, 

4 in 18KA, and 12 in neither GMU.

Finally, to assist with model convergence and interpretation, we scaled and centered all 

continuous covariates to mean = 0 and SD = 1. We set years without covariate values 
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to 0 (1998-1999 for NDVI, and 1998-2001 & 2020 for WSI). To assess multicollinearity, we 

calculated Pearson correlation coefficients (ρ) between all variables. No covariate correlations 

exceeded our ρ =0.6 threshold.

2.3.4 Model Framework

We configured a multistate - a variant of a state-space - model that used monthly observa­

tions from 106 cow moose to derive annual estimates of cow survival, calf survival, parturition 

probability and twinning probability, and to derive a global estimate of calf detection prob­

ability. We could only estimate calf detection because observations were only included when 

collared cows and their potential calves were successfully observed, and not when searched 

for but not found. Thus cow detection probability was considered perfect, but calf detec­

tion was not. We chose a state-space model configured in a Bayesian framework because it 

accommodated missing observations, and separated process from observational error, which 

was key in accounting for imperfect calf detection (Kery and Schaub, 2011; Lebreton et al., 

2009). We linked environmental and demographic covariates to annual estimates of survival 

and reproduction using submodels similar to logistic regressions within our multistate model.

To estimate survival, reproductive, and calf detection parameters, we used two sets of 

likelihood functions that processed monthly cow observations that we divided into four states: 

1) alive without calves, 2) alive with one calf, 3) alive with two calves, and 4) dead. The first 

set of functions, the state-process functions, described the latent true transitions between 

states. The second set of functions, the observation-process functions, mapped the true state 

on the raw data by conditioning the true states on the observations. This set of functions 

allowed us to account for imperfect detection.

To begin the analysis of any individual, we parameterized likelihoods and matrices that 

set the state- and observation-processes during the initial capture event, f . Both processes 
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were set as categorical distributions (Eqs. 2.1 & 2.2) from the matrix Ω that determined 

the state zi,ft of the ith (i=1,...,I, where I = 106) individual during its capture event, f, at 

time t (t=1,...,T, where T = 288) (Appendix Table 5.1a),

zi,ft ~ Categorical (Ωi,ft ) (2.1)

or the matrix Θ matrix that determined the observation yi,ft of the ith individual during its 

capture event, f, at time t (Appendix Table 5.1b):

yi,ft ~ Categorical (Θi,ft) (2.2)

We configured the observation process for the initial capture to assume perfect detection of 

the true state (the diagonal 1's in Appendix Table 5.1b), because the number of calves with 

each cow was determined during collaring.

For all subsequent observations of collared cows, we also assumed separate state- and 

observation-processes. The latent state process conditioned the state zi,t for the ith individual 

at time t+1 on the categorical distribution based on the matrix Z, which held the transition 

probabilities between states (Eq. 2.3). We parameterized transition probabilities to estimate 

cow survival, calf survival, parturition probability, and twinning probability for appropriate 

transitions between states at times t and t + 1 (Appendix Table 5.2a & 5.2b). Because most 

moose give birth from mid-May to mid-June, the first month of each study year (Aderman, 

2014), we used an indicator function that constrained reproduction to the first month of 

every year. We defined this subset of t with only the first month of each year as the discrete 

set tp ≡ {1,13,...,T - 11} (Appendix Table 5.2a & Eq. 2.3). Since survival processes occur 

year-round, we estimated survival probabilities for all months (Appendix Table 5.2b). As a 

result, for the first month, the state matrices were added together and estimated survival 

and reproductive probabilities, whereas for other months, the state process only estimated
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survival probabilities (Eq. 2.3):

The observational likelihood for all observations after initial collaring (Eq. 2.4) estimated 

calf detection probability to account for disparities between calf states and the observations 

from radio-telemetry flights. The observation process conditioned the raw observation y of 

individual i at time t based on the matrix O (Appendix Table 5.2c) that allowed for imperfect 

calf detection:

To analyze environmental, spatial, and individual effects with population parameters, we 

modeled cow survival (Eq. 2.5), calf survival (Eq. 2.6), parturition probability (Eq. 2.7), and 

twinning probability (Eq. 2.8) as functions of fixed and random effects. For our reproductive 

parameters - parturition and twinning - we lagged environmental conditions by one year 

to allow conditions during gestation to affect birth. Age as linear and quadratic effects 

were included in each model. To account for variable hunting management, we included 

GMU with 5 levels j as a random intercept for cow survival. To account for individual 

heterogeneity in demographic processes, we included random intercepts for each individual 

in each model. Finally, we included year as a random intercept for each function to produce 

annual estimates of each parameter. All models can be summarized as:
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We tested independence of each random effect between models by calculating pairwise Pear­

son's correlation coefficients (ρ) between all parameters for all individuals, using values of 

ρ <0.6 for independence. All ρ coefficients were below 0.6. We summarized annual parame­

ter estimates using posterior means and 95% Bayesian credible intervals (BCI).

To assess annual productivity, we calculated calves per 100 cows, a metric used to inform 

moose management, using posterior distributions of annual estimates from parturition and 

twinning probabilities (Eq. 2.9):

cf100 = 100 ×((αt ×(γt ×2)) +(αt ×(1 - γt))) (2.9)

We applied noninformative prior distributions to all coefficients, except cow survival 

which we expected to be high (Gaillard et al., 2000; Lowe and Aderman, 2014). We thus set 

the prior on the global intercept for cow survival to Normal(2,1), and Normal(0,2.25) for 

the intercept of other demographic parameters (Hooten and Hefley, 2019).

Coefficient priors for environmental conditions and age were set to Normal(0, 1.5). All 

random effects (yeary , indi, GMUj) were set to a Normal(0, τ) distribution, where hyperpri­

ors for τ were set to a Uniform(0,5) distribution (Kery and Schaub, 2011). The exception 

to this was τ for calf survival yearly random effects, which we set to Uniform(0, 7) to ac­

commodate higher-than-expected standard deviation.

To investigate temporal patterns in reproductive productivity, we also implemented 

posthoc generalized linear models (GLMs) in a frequentist framework between year and 

annual mean calves per 100 cows, and parturition and twinning probabilities. To maintain 

error propagation from the Bayesian multistate model, we conducted a GLM for each pos­

terior distribution sample, and summarized slopes from all GLMs using the mean. We used 

a gamma GLM with a log link for calves per 100 cows, and quasibinomial GLMs with logit 
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links for parturition and twinning probabilities.

2.3.5 Model Implementation

To sample from posterior distributions of parameters, we conducted Markov chain Monte 

Carlo (MCMC) simulations in JAGS (Plummer, 2012) accessed using program R version 

4.0.5 (R Core Team, 2021) utilizing the jagsUI package (Kellner, 2019). We ran the MCMC 

algorithm with 3 chains each consisting of 80,000 iterations with the first 20,000 discarded 

as burn-in, and used 100 iterations for sample adaptation. We assessed model convergence 

visually using traceplots and by ensuring that R (Brooks and Gelman, 1998) for each esti­

mated parameter was less than 1.1 (Gelman and Hill, 2006; Kèry and Schaub, 2011).

We assessed the relationships of covariates in multistate submodels according to both 

the proportion of the MCMC sample from each marginal posterior distribution with the 

same sign as the mean, denoted as f (Kellner, 2019). We summarized slope coefficients from 

posthoc GLMs by similarly assessing the proportion of the resulting slope samples with the 

same sign as the mean. To summarize demographic parameters from the entire study time 

period, we reported posterior means and 95% credible intervals of all annual estimates.

2.4 Results

MCMC chains in all models converged such that traceplots appeared sufficiently mixed, 

and R values remained <1.1. The TNWR moose population exhibited variable population 

demographics between 1998 and 2020. Of all demographic parameters, annual cow survival 

varied the least between years (Appendix Table 5.3), and averaged 97.37% overall (Figure 

2.2a). Calf survival varied the most between years (Appendix Table 5.3), and averaged 

27.13% overall (Figure 2.2b). Parturition and twinning probabilities varied similarly (Ap­

pendix Table 5.3), and averaged 48.46% and 81.50%, respectively (Figure 2.2c & 2.2d). The 
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population averaged 87.68 calves per 100 cows (Supplemental Figure 5.1). Mean calf detec­

tion probability was 0.69 (95% BCI = 0.68, 0.71).

We found no temporal linear trends for NDVI and WSI for the study time period, but 

both correlated strongly with King Salmon, AK summer and winter temperatures, respec­

tively, and King Salmon summer and winter temperatures increased linearly from 1970-2020 

(Appendix Table 5.4). Additionally, NDVI and WSI correlated with PDO (Appendix Table 

5.4), which phase shifted in a way that likely temporarily dampened NDVI and WSI linear 

increases (Kosaka and Xie, 2013).

Calf survival and twinning probabilities correlated strongly and positively with NDVI 

(Figure 2.3a & 2.3b), while cow survival correlated weakly and positively, and parturition 

did not correlate with NDVI (Appendix Table 5.5). The effect size of NDVI on calf survival 

was nearly three times that of twinning rate, where a 1.0 unit of NDVI increase resulted in 

an increase in calf survival from 3% to 50% and the same unit of NDVI increase resulted in 

an change in twinning rate from 73% to 92%.

Both calf survival and twinning probabilities correlated negatively with WSI (Figure 2.3c 

& 2.3d), but twinning probability correlated strongly and calf survival correlated weakly. 

Neither cow survival nor parturition probability correlated with WSI (Appendix Table 5.5). 

The effect sizes for calf survival and twinning rates were similar to each other (Appendix 

Table 5.4), where an increase in 6 WSI units resulted in calf survival decreasing from 36% 

to 6%, and in twinning rate decreasing from 95% to 70%.

All demographic parameters except calf survival related strongly with age as a linear 

term, and calf survival correlated weakly. Only parturition probability related with age as a 

quadratic term, albeit weakly. For both age terms, all parameters except twinning correlated 
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negatively (Appendix Table 5.5). Predicted parturition and twinning probability values us­

ing linear and quadratic terms from all MCMC iterations plateaued at approximately 10 

years of age, while predicted cow survival plateaued until age 10, after which it started to 

decline. Calf survival decreased steadily with age (Figure 2.4).

Cow survival varied moderately across GMUs (Appendix Table 5.3), and comparisons 

between GMUs for cow survival revealed higher cow survival in 18G than all other GMUs. 

GMUs 18KA and Neither consistently had the lowest cow survival, while 17A and 17C had 

similar moderate cow survival probabilities (Table 2.1).

Individual random effects indicated varying levels of individual heterogeneity for each 

demographic parameter. Calf survival showed the highest amount of variation between in­

dividuals (sd = 2.67) (Figure 2.5), while twinning (sd = 0.75) and parturition (sd = 0.67) 

probabilities showed moderate variation. The least variation between individuals occurred 

in cow survival (sd = 0.27). Pairwise Pearson's correlation tests between parameters by 

individual indicated a lack of correlation between all random effects, where all but one 

pairwise correlation resulted in |p| ≤ 0.05 (Appendix Table 5.6). The correlation between 

calf survival and parturition (p = 0.17) (Figure 2.5) was thus an outlier, but was still low 

enough that the parameters could be considered independent from one another. Pairwise 

Pearson's correlation tests between each individual's mean intercept and standard deviation 

for each parameter indicated negative, and substantially stronger correlations for survival

(pcowsurvival = -0.38 & Pcalfsurvival = -0.41) than reproductive estimates (pparturition = 0.05 &

Ptwinning = 0.09).

We found temporal trends for calves per 100 cows, and parturition probability, but not 

for twinning probability. Ninety-three percent of slope coefficients for calves per 100 cows 

over time fell below 0 and averaged -0.01, which equated to an average decrease of 1 calf 
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per 100 cows, per year. 94% of slope coefficients for parturition probability fell below 0 and 

averaged -0.02, which equated to an average parturition probability decrease of 1.2% per 

year, for any given moose. 54% of slope coefficients for twinning probability fell above 0, 

and averaged 0.00, indicating no change in twinning probability over time.

2.5 Discussion

We found similar relative mean values and variation of demographic rates compared to 

other ungulate and moose populations (Boer, 1992; Gaillard et al., 2000; Boertje et al., 

2007), indicating good model function. Important correlations between the most variable 

demographic parameters (twinning and calf survival) and environmental conditions, and 

a strong relationship between those environmental conditions and warming in the region, 

point towards the hypothesis that alleviating environmental conditions over a long period of 

time played an important role in the moose population expansion into TNWR. Higher cow 

survival in areas with hunting moratoriums speaks to the influence human hunting pressure 

can have on population dynamics, and provides a possible explanation for what limited 

population growth while environmental conditions improved. While moose are highly mobile 

and adaptive to novel environments (Wattles et al., 2018; Groves et al., 2022), this study 

suggests that climate change, specifically the increase in vegetation productivity and decrease 

of winter severity, and changing hunting pressure abetted the rapid population growth of 

this sub-arctic species by improving population vital rates known to limit population growth 

(Gaillard et al., 2000; Gaillard and Yoccoz, 2003).

2.5.1 Environmental Effects on Demographic Parameters

Calf survival, though typically associated with lower elasticity toward population growth 

rate, is known to be one of the most temporally variable demographic rates for ungulates 

and thus one of the limiting factors of population growth (Gaillard et al., 2000; Gaillard 

and Yoccoz, 2003). We found that calf survival correlated strongest with vegetation pro­
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ductivity (NDVI) (Figure 2.3 & Appendix Table 5.5), indicating that increasing NDVI was 

a driving factor behind the rapid moose population expansion in TNWR. The biological 

mechanism behind this pattern is likely one of improving calf and dam body condition with 

higher vegetation productivity; greater food quantity and, potentially, quality, allow dams to 

improve lactation rates before the calf weans from its mother, and provides ample nutrition 

for the calf as and after it weans (Festa-Bianchet et al., 1998; Ericsson et al., 2001). These 

factors likely combine to produce higher calf body mass by the end of fall, which has been 

shown to lead to higher overwinter survival in other cervids (Hurley et al., 2014; Loe et al., 

2021). Positive effects of higher NDVI might also be attributed to greater vegetation cover 

for protection against predators, but this phenomenon has not been observed in ungulates. 

Additionally, we found a weak negative relationship between calf survival and winter severity 

(WSI), which has not been well documented. This pattern was observed during one severe 

winter in southcentral Alaska, when 81% of calf winter starvation during the study occurred 

over one snow-heavy season (Ballard et al., 1991). Lower calf survival in more severe winters 

in our study area likely occurred through the same mechanism, where high snow reduced 

mobility and increased physiological stress, and reduced food availability. Since calves have 

less robust fat reserves than adults, these stressful winters could have pushed them to star­

vation. This relationship was weak, however, and merits further investigation.

Evidence we found of bottom-up influence on calf survival from correlation with NDVI 

and WSI contradicts previous reports of dominant top-down effects (Ballard et al., 1990, 

1991; Franzmann and Schwartz, 1998; Bertram and Vivion, 2002). The findings from a 

study that investigated calf survival before and after predator treatments may provide some 

insight for why our results contradict much of the literature. Keech et al. (2011) found 

that nonpredation calf mortality increased following wolf and bear reductions, and that calf 

survival was only then influenced by snow depth and temperature. Because predation pres­

sure in TNWR is low (Aderman, 2014), it is likely that NDVI and WSI only affect survival 
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because overall predation pressure is low.

The high twinning probability average across all years indicated consistently high cow 

body condition (Franzmann and Schwartz, 1998; Boertje et al., 2007, 2019), but our results 

show that twinning probability increased in years with higher NDVI, and lower WSI (Fig­

ure 2.3 & Appendix Table 5.5). The relationship between habitat productivity and twinning 

rate has been well documented in the literature, where greater nutrient content across moose 

habitat facilitates higher body condition (Boer, 1992; Franzmann and Schwartz, 1998; Gail­

lard et al., 2000). Pregnant cows in good body condition are then more likely to birth twins. 

Although twinning probability in the study area remained high across all NDVI values rel­

ative to other populations (Boertje et al., 2007), the observed positive relationship between 

twinning and NDVI suggests that low summer vegetation productivity can limit recruitment 

in the following year.

The negative relationship we observed between twinning probability and winter severity 

has not, to our knowledge, been documented previously in moose, where multiple popula­

tions showed no correlation between snow conditions and twinning rates (Testa, 2004; Boertje 

et al., 2019). These studies, however, took place in the core of Alaskan moose distribution, 

and the fact that we did find correlation could be unique to our study area that exists at 

the current edge of moose ranges, where winter conditions may be harsher. Other stud­

ies have found that moose populations inhabiting the peripheries of their southern ranges 

react differently to environmental conditions than those in the core range (Ditmer et al., 

2018; Ruprecht et al., 2020; Oates et al., 2021), and it may be similar for populations at the 

northern peripheries. The relationship between winter severity and recruitment has, how­

ever, been documented in grazing ungulates (Cosgrove et al., 2021). Because grazers paw 

through snow to access food, higher snow depth leads to caloric deficits by decreasing forage 

access and increasing physical exertion (Robinson and Merrill, 2012). Although moose are 
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browsers, a similar mechanism of caloric deficit might occur as pregnant females burn fat 

reserves moving through deep snow to access food. Excessive fat loss, perhaps unique to 

the extreme conditions moose occupy in TNWR, might decrease body condition, thereby 

reducing twinning probability.

We found limited to no influence of environmental conditions on cow survival or partu­

rition rates (Appendix Table 5.5), which we expected given large herbivore life history that 

tends towards stable cow survival and pregnancy rates (Gaillard et al., 2000; Gaillard and 

Yoccoz, 2003). Interestingly, the limited influence we did find was a weak positive corre­

lation between cow survival and NDVI (Appendix Table 5.5), which, considering how high 

elasticity is for adult survival in ungulate populations (Gaillard et al., 2000), could have 

ma jor ramifications for improving population growth rates. Similar to the relationship we 

found with calf survival, this effect could exist due to low hunting pressure; contrary to 

most of the literature that shows adult mortality is primarily due to predation (Bertram and 

Vivion, 2002; Ballard et al., 1991; Testa, 2004), one study found that nutrition improved 

adult survival in a low-predator environment (Oates et al., 2021). This was, however, a 

weak relationship and should be further investigated.

Climate change, in the form of higher vegetation productivity and less severe winters, 

was thus likely a ma jor driver of rapid moose population expansion in southwest Alaska, but 

not necessarily in the time period we studied. This is because we did not find that NDVI or 

WSI changed linearly over the 24-year study time period, but the population did (Aderman, 

2014; Aderman et al., 2019). We did, however, find that both NDVI and WSI correlated 

significantly with winter and summer temperatures at a nearby long-term weather station, in 

King Salmon, AK (Appendix Table 5.4). Over five decades, these winter and summer tem­

peratures increased significantly (Appendix Table 5.4), suggesting that, over a longer time 

period than our study, NDVI increased and WSI decreased. We might not have detected a 
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linear trend in WSI or NDVI in our study time period due to a multi-year oscillation of the 

Pacific Decadal Oscillation (PDO) that paused temperature increases worldwide (Kosaka 

and Xie, 2013). Considering NDVI and WSI correlated significantly with PDO (Appendix 

Table 5.4), a multi-year cooling event could have precluded the linear relationship we at­

tempted in our analysis.

Ultimately, we found that elements of climate change explained variation in vital rates 

of the moose population in such a way that indicates that vegetation availability and win­

ter conditions improved living conditions for moose since temperatures started warming in 

southwest Alaska. Conditions had clearly been amenable to low density moose populations at 

least in the eastern half of TNWR since the 1850s (Abercrombie et al., 1900), but our results 

suggest conditions improved steadily, which increased calf survival and twinning rates, which 

may have led to higher and more consistent population growth rates. The rapid population 

growth that began in the 1980s (Aderman, 2014) may be the result of a range boundary 

disequilibrium (Sexton et al., 2009), where improving TNWR habitat could have supported 

higher density moose populations , but some external factor prevented their growth.

2.5.2 Hunting

Differing cow survival rates by GMUs indicate human hunting pressure had a large in­

fluence on moose population expansion, and could have prevented growth despite improving 

conditions. The differences we found were in cow survival between GMU's, where cow sur­

vival was consistently highest in 18G, lowest in 18KA, and moderate and similar in 17C 

and 17A (Table 2.1). This indicates that human hunting pressure has the potential to alter 

important demographic rates, because managers and locals in 18G agreed upon a hunting 

moratorium in the mid-2000s that allowed moose populations to establish (Aderman, 2014). 

Following the moratorium, hunters avoided hunting collared cows (Aderman, unpublished 

data), thus potentially artificially overestimating cow survival. A hunting moratorium was 
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not established in 18KA, and cows there likely continually experienced high hunting pressure. 

Hunting in 17A and 17C was strongly monitored and controlled throughout the time period, 

thus explaining moderate cow survival levels. While we could not definitively establish hunt­

ing as a driver of vital rates, these differences clarify how human hunting pressure can have 

a substantial effect on ungulate populations and range expansion (Tape et al., 2016). Given 

that, anecdotally, hunting pressure diverted towards caribou when the Mulchatna caribou 

herd peaked in the mid-1990s (Valkenburg et al., 2003; Aderman, 2014), it seems likely that 

this diversion allowed human-induced low moose density populations to flourish in habitat 

that had rapidly been improving.

2.5.3 Age Effects

Our finding that age related strongly with nearly every demographic parameter suggested 

that age and environmental processes may affect the population separately; while we found 

environmental conditions affected some parameters, it still could not override intrinsic bio­

logical senescence. Inclusion of interaction terms in multistate submodels could support this 

interpretation, but we did not include such terms to reduce the model's complexity. Addi­

tionally, our results largely fell within exp ectations that adult and calf survival probabilities 

decreased as age increased (Boertje et al., 2019; Loison et al., 1999; Ericsson et al., 2001) 

and that twinning probability increased with age (Boertje et al., 2019). We were surprised, 

however, by the asymptotic relationship with twinning at older ages, and the strong negative 

relationship with parturition. While Boertje et al. (2019) found a similar increase in twin­

ning probability with age, twinning probability in their study decreased and became more 

variable at older ages, whereas we found twinning probability peaked close to the average 

age, and stayed high. This might be because of the high nutritional plane that moose in 

TNWR inhabit, that keeps older parturient moose consistently able to birth twins.

We expected similar results with parturition as we did with twinning, especially con­
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sidering results from other studies (Boertje et al., 2019) and earlier frequentist analysis of 

similar data that produced a similar relationship (Lowe and Aderman, 2014). Instead, we 

found a four-fold decrease in probability of parturition from the youngest to the average age 

followed by an asymptote to zero after age 10. One possible explanation for this largely 

undocumented result is that we were not able to reliably detect calves of middle-age to older 

cows during the first month of birth, which the multistate model used to estimated repro­

ductive parameters. We think the relationship between calf detection and cow age exists 

either because older cows might be better at hiding their calves, or because calf mortality is 

higher for older cows (Ericsson et al., 2001). Considering Lowe and Aderman (2014) found 

results supported by ungulate literature using similar data, the former argument seems most 

likely. This is especially true given our results of imperfect calf detection probability, and 

given Lowe and Aderman (2014) were able to estimate parturition by incorporating calves 

detected with cows after the first month of calves' lives. Allowing the model to estimate 

reproduction outside of the parturient month might increase estimates of parturition prob­

ability for older cows, and is worth pursuing in future model versions. Either way, the 

unexpected decrease in parturition with age deserves more attention outside of this study.

2.5.4 Individual Heterogeneity

Often, analyses similar to ours assume all individuals react similarly to environmental 

and demographic pressures, but individuals are not all of equal quality. This individual 

heterogeneity has been documented in other mammal populations (Chambert et al., 2013; 

Badger et al., 2020), where high quality individuals are able to sustain high reproductive 

output regardless of environmental or demographic conditions, but average to low quality 

individuals are sensitive to external and internal stochasticity. We only found evidence that 

collared cows differed by calf survival (Figure 2.5 & Appendix Table 5.3), which indicates 

intrinsic differences in maternal care between cows. If maternal care can be divided between 
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providing sustenance and protecting from danger (e.g. predators, rivers, etc.), and if calves 

are more likely to be sensitive to maternal care when neonate predation is low (Gaillard et al., 

2000), it would seem the differences between life-long calf survival in cows would be due to 

providing sustenance. However, a cow's success in feeding her calf is typically dependent 

on her body condition, and if there were large quality differences between individuals, we 

would also expect to see individual heterogeneity in twinning, which is sub ject to nutritional 

condition of cows (Franzmann and Schwartz, 1998). Our results thus challenge the idea that 

calf survival is sensitive to maternal care when predation is low (assuming, as we have, that 

predation was low throughout the study time period (Aderman, 2014)), and that the exis­

tence of calf survival heterogeneity is related to protecting calves from danger. Ultimately, 

more investigation is required to understand the dynamics we present here, especially given 

that individual heterogeneity can affect population growth (Barbraud and Weimerskirch, 

2005; Chambert et al., 2013; Jenouvrier et al., 2015; Badger et al., 2020).

It is also interesting that we did not find large variation in individual reproductive pa­

rameters, given that twinning and parturition rates varied so much between years (Appendix 

Table 5.3) and that twinning has been reported to vary substantially for moose (Boer, 1992; 

Gaillard et al., 2000). A possible explanation is that the bottom-up effects on reproduction 

are so strong they affect all individuals unilaterally; when conditions are bad, it's bad for all 

individuals, and vice versa.

2.5.5 Posthoc Analysis

Posthoc analysis of productivity and reproductive outputs suggested that population 

growth rate is slowing over the study time period, likely due to decreasing parturition. We 

attribute the potential for declining growth rates to parturition because while calves per 100 

cows and parturition probability decreased with time, twinning probability remained consis­

tently high. Therefore, whatever is causing parturition to decline is likely causing produc­
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tivity to decline. Since we didn't find a correlation between parturition and NDVI, and only 

a weak correlation between parturition and winter severity, which itself is decreasing with 

time (Callaghan et al., 2011), but we did find a negative relationship between parturition and 

age, the cause of parturition decline might lie in an aging population. This seems unlikely, 

however, as growing populations like moose in TNWR typically have a younger-skewed age 

structure. Another possibility is that the growing population is causing density-dependent 

effects on parturition, especially in eastern areas that might be approaching carrying capac­

ity.

2.5.6 Conclusions

Our findings suggest that climate change played an important role in rapid moose pop­

ulation growth in southwest Alaska, but not necessarily over the last three decades. Years 

with improved summer and winter conditions improved certain demographic parameters, 

but the population increased despite a lack of trends in those same environmental condi­

tions over our study time period. Differences we found in cow survival by GMUs, and 

correlations with summer and winter conditions support the hypothesis that human hunting 

pressure maintained moose at low densities while their habitat improved, until the neigh­

boring irrupting Mulchatna caribou herd (Valkenburg et al., 2003) diverted hunting pressure 

away from moose (Aderman, 2014). The correlations we found also point towards further 

population increases, as further increases in temperatures will likely increase vegetation pro­

ductivity in moose habitat (Frost et al., 2021; Macander et al., 2022), and decrease winter 

severity (Lader et al., 2020). Our study contributes to understanding how animals are ex­

panding their northern ranges in response to climate warming (see Chen et al. (2011)), and 

highlights the need to understand how colonization by large herbivores like moose might 

affect the ecosystem's ability to respond to climate change (see Vuorinen et al. (2020)). The 

link we forged between our study and population growth, however, would be stronger if we 

took population abundance into account, as density dependence can have an overwhelming 
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effect on demographic parameters relative to effects from environmental conditions (Post 

and Stenseth, 1998; Boertje et al., 2019). A strength of the multistate model we used in this 

study is that it can be integrated with a state-space model that uses population counts to 

estimate annual abundance in an integrated population model (IPM) (see Schaub and Kery 

(2021)). The IPM could account for density-dependence in the effects of environmental con­

ditions on population growth, and thus more definitively link climate change to population 

growth.
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2.8 Figures

Figure 2.1: Togiak National Wildlife Refuge (TNWR) boundary and Game Management 
Units (GMUs) in which radio telemetry was conducted.
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Figure 2.2: Annual estimates of demographic parameters from the random effect of year in 
all logistic regressions, including a) cow survival probability (note constrained y-axis), b) calf 
survival probability, c) parturition probability, and d) twinning probability. Solid black lines 
indicate posterior annual means, red lines indicate upper and lower 95% Bayesian Credible 
Intervals, and dotted lines indicate global posterior means.
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Figure 2.3: Fitted logistic relationships between demographic parameters and environmental 
covariates showed strong correlation for: a) annual summer NDVI and calf survival proba­
bility, b) previous summer's NDVI and the twinning probability, c) winter severity and calf 
survival probability, d) previous winter severity and twinning. Individual lines are poste­
rior realizations from each MCMC sample, bold black lines represent the median coefficient 
value, and black tick marks along the x-axis show the spread of covariate values.
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Figure 2.4: Fitted logistic relationships between demographic parameters and centered and 
scaled age covariates (linear and quadratic coefficients) that showed: a) negative linear 
relationship between age and cow survival probability, b) quadratic relationship between age 
and calf survival probability, c) negative quadratic relationship between age and parturition 
probability, d) positive relationship between age and twinning probability. Individual lines 
are individual samples of coefficients from all 60,000 iterations of the model, bold black lines 
represent the mean coefficient values, and mini histograms along the x-axis represent the 
frequency of ages across all years (all histograms are identical).
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Figure 2.5: Caterpillar plot of each individual's estimated lifetime effect on calf survival. 
Black dots represent posterior means and bars span the 95% credible interval. Bars are 
colored by the individual's estimated effect on parturition. Units are probability in logit 
space.
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2.9 Tables

Table 2.1: Comparison of cow survival means by Game Management Unit (GMU). We 
included GMU as a random intercept variable in models of cow survival to account for hunting 
management history. Means refer to the mean of the posterior distribution resulting from 
the difference of the posterior distributions of respective GMUs. f refers to the proportion 
of the posterior distribution with the same sign as the mean.

GMU Comparison Difference f
17A vs 17C 0.08 0.59
17A vs 18G -0.56 0.90
17A vs 18KA 0.68 0.84
17A vs Neither 0.45 0.88
17C vs 18G -0.65 0.84
17C vs 18KA 0.60 0.75
17C vs Neither 0.37 0.71
18G vs 18KA 1.25 0.94
18G vs Neither 1.02 0.97
18KA vs Neither -0.23 0.62
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2 
Chapter 3: Demographic drivers of population growth for a colonizing sub-arctic ungulate

3.1 Abstract

The demographic buffering hypothesis (DBH) states that natural selection minimizes 

temporal variation for high sensitivity vital rates, at the expense of higher variability in 

lower sensitivity vital rates. While this hypothesis has been upheld numerous times, it is still 

unclear which vital rates - those that vary, or have high sensitivity - actually impact observed 

population growth rates. Clarifying this discrepancy has implications for conservation and 

management of long-lived vertebrates, as conservation efforts often focus on improving high 

sensitivity vital rates. We conducted transient life table response experiments (tLTRE) 

with an integrated population model (IPM) that merged count and telemetry data of a 

rapidly increasing moose (Alces alces) population in southwest Alaska from 1997-2020. Our 

objectives were to better understand reasons for the colonization of moose in the area, 

and to further uncover patterns of impacts of vital rates on population growth rate for 

long-lived vertebrates. Overall, adult survival varied the least and exhibited the highest 

sensitivity, in line with the DBH, but contributed very little to variance in population growth 

rate. Calf survival varied the most, and contributed the most to variance in population 

growth rate. Our results suggest that an outcome of variability reduction in a vital rate, 

barring high predation or direct anthropogenic issues, is that the most variable vital rate 

subsequently drives population dynamics. Additionally, environmental conditions affecting 

calf survival have limited population growth over our study time period, and may have 

limited colonization when the population struggled to establish itself. More work is needed 

to understand factors influencing calf survival, and whether contributions from vital rates 

change as abundance increases.

2Zavoico, VS, JM Eisaguirre, SM Crimmins, AA Aderman, GG Frye, MA Cobb, MS Lindberg. 2023. 
Demographic drivers of population growth for a colonizing sub-arctic ungulate. Prepared for submission: 
Journal of Animal Ecology.
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3.2 Introduction

Populations generally benefit from stability (Gillespie, 1977), and have evolved to com­

bat environmental variation by enhancing fitness in a myriad of ways. The result is a life 

history strategy uniquely fit to certain climates and habitats. Driven by naturally occur­

ring environmental stochasticity, it is thought that species must trade off stability in some 

life history components to maintain those most important to their fitness. This trade-off is 

central to the demographic buffering hypothesis (DBH) (Pfister, 1998), which predicts an 

inverse relationship between the variance of a demographic rate and its potential impact on 

population growth rate (i.e. sensitivity/elasticity). Not all species ‘sacrifice' the same vital 

rates, however, and which vital rates are traded off depends on the life history strategy of 

the species (Gaillard and Yoccoz, 2003) and how close a population is to carrying capac­

ity (Eberhardt, 2002). Understanding inherent demographic pathways that most influence 

population dynamics for species can better inform conservation and management decisions 

(Zipkin and Saunders, 2018; Sher, 2022).

Long-lived species evolved a strategy prioritizing adult survival over reproduction, as fore­

going reproduction in bad years can lead to continual recruitment in future years (Eberhardt, 

2002; Gaillard and Yoccoz, 2003). An extreme example of this phenomenon is white-tailed 

deer abandoning freshly birthed fawns after a winter of nutritional stress; even with milk in 

the udder, females prioritized regaining body mass after the stressful winter to ensure future 

reproduction opportunities (Langenau Jr and Lerg, 1976). Juvenile survival typically has 

the lowest sensitivity of any vital rate, and thus most long-lived species follow this example 

of trading off juvenile survival for adult survival. As a result, and in line with the DBH, 

juvenile survival generally has the highest variance, though there are some exceptions (e.g. 

Rotella et al., 2012). For polytocous species, who may give birth to multiple young simulta­

neously, birth rate has lower variance than the rate at which they give birth to two or more 

offspring (Boer, 1992; Gaillard et al., 2000). However, neither patterns in variance for lower 
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sensitivity vital rates, nor their relation to population density or environmental conditions, 

have been exhaustively explored.

While tenets of the DBH are established, what is not as well known is how outcomes 

of the DBH actually affect population growth. Pfister (1998) stated that, because adult 

survival has the highest sensitivity, any variation in that vital rate should drive population 

growth rate. However, sensitivity only measures potential effects of vital rates on population 

growth rate (Caswell, 2000). Most studies since that of Pfister (1998) (see life table response 

experiments (LTRE) (Caswell, 1989) and life stage analysis (LSA) Wisdom et al. (2000)), 

calculated sensitivity using asymptotic growth rate, a process that ignores variance in popu­

lation structure and vital rates occurring in changing environments (Tuljapurkar, 1990). To 

combat this, recently developed transient life table response experiments (tLTRE) measure 

actual impacts on growth rate. tLTRE analysis accomplishes this by estimating contributions 

of variance from vital rates and components of population structure to realized population 

growth rate, thus accounting for environmental stochasticity (Koons et al., 2016, 2017). 

Therefore, tLTRE analysis requires population structure and vital rate data for coinciding 

time periods, which can be difficult to acquire for vertebrate populations. Integrated pop­

ulation models (IPM) are well suited to accompany tLTRE analysis, as they can be used 

to simultaneously estimate time-varying vital rates, population structure, abundance, and 

population growth rates using count and vital rate data (Brooks et al., 2004; Schaub et al., 

2007; Schaub and Abadi, 2011; Schaub and Kery, 2021). IPMs can handle gaps in datasets, 

and be conducted in a Bayesian framework, which allows for complete error propagation for 

derived parameters (Maunder and Punt, 2013).

We conducted tLTRE analysis with an IPM that incorporated count and telemetry data 

from a rapidly expanding moose (Alces alces) population in southwest Alaska. This particu­

lar moose population, in Togiak National Wildlife Refuge (TNWR), existed at low densities

51



from at least the 1850s (Abercrombie et al., 1900) to the 1980s, when it expanded from ap­

proximately 12 individuals, to over 3,500 in 2017 (Aderman et al., 2019), for largely unknown 

reasons. Current hypotheses include: 1) immigration from the east, 2) collaborative efforts 

between TNWR biologists and local residents to reduce illegal harvest, 3) availability of the 

Mulchatna Caribou Herd for subsistence needs during the irruption in the 1990s (Valken- 

burg et al., 2003), and 4) high quality and quantity of forage habitat (Aderman, 2014) likely 

the result of rapid ecological shift caused by climate change (Walsh and Brettschneider, 

2019; Potter and Alexander, 2020; Frost et al., 2021; Macander et al., 2022). We used tL- 

TRE analysis to uncover demographic drivers of the moose population in TNWR, which can 

both clarify reasons for the recent expansion, and improve understanding of demography of 

long-lived vertebrates.

3.3 Methods

3.3.1 Study Area

We analyzed radio telemetry and count data collected in and around Togiak National 

Wildlife Refuge (TNWR) in southwest Alaska, USA. The study area comprises 21,063 km2 

and includes various hunting management plans according to Game Management Units 

(GMUs). Portions of GMUs 17A, 17C, 17B, 17E and 18 are located in the study area, 

although we omitted 17B and 17E and partitioned GMU 18 into two portions: 18-Kanektok- 

Arolik (18KA) and 18-Goodnews (18G) (Figure 3.1) to accommodate the count data collec­

tion process. TNWR is in a transitional climate zone, where both maritime and continental 

influences impact weather patterns, depending on Bering Sea sea ice extent. Average sum­

mer temperature in King Salmon, AK, the closest long-term weather station (Figure 3.1) is 

12.8oC (1991-2020), and average winter temperature is -7oC (Alaska Climate Research Cen­

ter, 2022b). Annual average precipitation is 54.5cm (1991-2020) (Alaska Climate Research 

Center, 2022a). TNWR is typically colder, receives more snow, and has a more durable 

snowpack than King Salmon (Aderman, unpublished data).
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Vegetation in TNWR transitions from alpine tundra in central mountains to upland 

shrubs on lower slopes, to lowland and coastal tundra communities at sea level. Numerous 

lakes and rivers support extensive riparian communities that host productive deciduous 

shrubs and trees, and far eastern valleys include mixed boreal forests. Generally, vegetation 

productivity and biomass decrease from east to west (Viereck, 1979). Caribou (Rangifer 

tarandus ) from the Mulchatna and Nushagak Pensinsula herds share similar territories with 

moose, and are sub ject to human and natural hunting pressure. Both ungulates are preyed 

on by wolves (Canis lupus ), coyotes (Canis latrans ), wolverines (Gulo gulo) and brown bears 

(Ursus arctos ), though predation levels are unknown and thought to be low (Aderman, 2014).

3.3.2 Data Collection

3.3.2.1 Count data

Moose counts occurred in fall or winter from 1981-2019 using a minimum count approach. 

Each GMU was divided into different-sized Sample Units (SUs) that followed topographic 

features. Up to four fixed-wing aircraft worked together to survey each GMU, and one to 

two primary observers and the pilot (a secondary observer) systematically counted moose 

100-200m above ground level on flight paths that differed according to terrain; observers flew 

parallel transects spaced 0.4 km apart in flat terrain, but deviated from this pattern to fol­

low riparian or altitudinal corridors in mountainous terrain. Search intensity varied between 

SUs depending on the amount of habitat and the number of moose encountered. Observers 

delineated moose to age (calf or adult) and sex (males with antlers or females with calves), 

though the latter was difficult to impossible in late winter when most males had lost their 

antlers. Counts were conducted once or twice a year per GMU, but at varying intervals in 

between years according to aircraft and observer availability, and weather conditions; there 

are frequent data gaps between minimum counts for GMUs.
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From 2016-2019, Aderman et al. (2019) conducted sightability surveys during counts 

in TNWR by locating collared or unique individuals (e.g. blonde coat, single antler) prior 

to the count, then determining whether observers without knowledge of unique individuals' 

locations saw these animals during the count. Detection probabilities were thus calculated 

according to sex and snow cover.

As most counts were conducted in late-winter, we eliminated all fall counts and used 

detection probability for 100% snow cover, which occurred for most late-winter counts in 

late-winter.

3.3.2.2 Telemetry Data

From 1998-2020, TNWR regularly fitted female adult, yearling, and calf moose with VHF 

radio collars (Telonics Inc, Mesa, Arizona, USA) equipped with a motion-sensitive mortality 

switch. VHF collars were replaced when moose lived long enough for collar batteries to die, 

and new individuals were collared every ~5 years to maintain sufficient sample size and a 

representative age distribution. Observers used fixed-wing aircraft to locate and determine 

calf association for each cow, and attempted to locate each individual once per month, but 

concentrated efforts during birthing months (May-June), the fall (November) and late winter 

(February-March). Many individuals were not observed monthly, however, either because 

monthly flights did not occur, or because telemetry signals were not detected during flights. 

When observers heard a mortality signal, they located the individual as soon as possible to 

confirm mortality. We calculated day of death as the median date in between the last live, 

and the first dead observation. Dates were recorded as day-of-year with respect to the first 

day of parturition (May 14) (Aderman, 2014).
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3.3.3 Data Analysis: Integrated Population Model (IPM)

We built a stage-structured integrated population model with two age classes (Figure 

3.2) to estimate GMU and TNWR-wide population abundance, adult and calf survival, and 

parturition and twinning rates, while accounting for imperfect detectability in the recapture 

and count observation processes. The model allows combining count and telemetry data 

into a joint likelihood to estimate parameters. Both models followed the state-space model 

formulation that comprises state and observation equations. While the state equations de­

scribe the dynamics of true, but unknown latent states, the observation equation links the 

observed data with the state process, assuming observation error. Here, we first describe 

the submodels for the two datasets shown in Figure 3.3, and then describe the Bayesian 

implementation of the model.

3.3.3.1 Likelihood for the population count data

For population count data, we used stochastic equations to describe the state process for 

the two age classes we had appropriate data for: calves and adults. While yearling moose 

tend to have lower survival and reproductive rates than adults (Gaillard et al., 2000), we 

did not have data to explicitly model yearling demographic rates, and thus treated yearling 

moose as adult moose. Since population counts were conducted shortly before birth, we 

formulated the likelihoods in a pre-birth pulse population model framework. This involved 

using the count from year t (t=1,...T, where T = 24), shortly before birth began in year 

t+1, and the demographic rates calculated for year t+1 to estimate population abundance 

in year t+1. We thus formulated the state equations for Nca, calves, and Nad, adults in year 

t and GMU i (i=1,...,I, where I = 5), as:
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where ϕca is apparent survival probability of calves in a year t+1, and ϕca is the apparent 

survival probability for cows more than one year of age for a year t+1. Nca and Nad refer to 

the latent true abundances of calves and adults estimated from minimum counts in year t. 

We note here an important assumption of Eq. 3.2 that cow survival rates are representative 

of all moose survival rates. This exists because counts did not account for sex, and we only 

had radiocollar data for cows. This assumption may be problematic as bulls typically have 

lower annual survival rates than cows (Franzmann and Schwartz, 1998), but was not an 

assumption we knew how to account for. The symbol ft represents the fecundity in year t 

that we calculated as a function of parturition rate (α), twinning rate (γ), and singleton rate 

(1-γ):

ft = ((αt * (γt * 2)) + (αt * (1 - γt)) (3.3)

which we multiplied by 0.5 (Eq. 3.1) to reflect the assumption ofan even population sexratio.

The observation equation (Eq. 3.4) allowed us to account for imperfect detection of 

moose during counts, and linked the observed population count, y, to true population size, 

divided into calf and adult proportions. We formulated the observation process as a binomial 

distribution:

yt ~ Binomial(Ncalft + Nadultt ,Pcount) (3.4)

Using a binomial distribution for the observation process allowed us to use the sightability 

study that estimated an 84% detection probability for any moose in full snow cover (Aderman 

et al., 2019). We denoted the likelihood of the population count data as:
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3.3.3.2 Likelihood for the telemetry data

For telemetry data, we used a multistate model that estimated calf and cow survival, 

parturition and twinning probabilities, and calf detection probability using repeated obser­

vations of radio-collared cows across TNWR. We used the same state-space formulation and 

Likelihood (Ltelemetry ) in the IPM as in the multistate model in Chapter 2. For more details 

on the formulation of the multistate model, see the Model Framework section of the Methods 

section in Chapter 1 (page 17).

3.3.3.3 Joint Likelihood for the IPM

We assumed independence of the two (Lcount, Ltelemetry ) likelihoods, though count data 

included collared individuals. Despite this apparent violation of the independence assump­

tion, IPMs have been shown to be robust to minor dependencies between datasets (Abadi 

et al., 2010). The joint likelihood of the IPM was therefore the product of the likelihoods 

for the two datasets:

The advantage of analyzing the two datasets simultaneously in an integrated framework 

was that it allowed parameters derived explicitly from each model - count data from the 

population model, and demographic rates from the multistate model - to simultaneously 

inform each other. This both increases precision of parameters and allows for proper error 

propagation throughout the model (Schaub and Abadi, 2011).

3.3.3.4 Derived Quantities

To collect additional measures of population dynamics, we created additional quantities 

within the IPM derived deterministically from stochastic parameters. This included the total 

annual abundance of each GMU ( Ntot,i) and all of TNWR ( Ntot) by adding up annual Nca 
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and Nad estimates of all GMUs. We also calculated the realized population growth rate (λt) 

for each GMU (i) and TNWR as a whole:

Where we added a small quantity (0.001) to the denominator to avoid dividing by zero when 

abundance in a GMU was small (<5). We also calculated recruitment rate to determine the 

total amount of calves recruited into the next age class at the end of the year:

3.3.4 Model Implementation and Priors

We estimated abundance and demographic rates from 1997-2020 despite the availability 

of counts prior to 1997 because usable telemetry data began in 1997. Without demographic 

rate availability, we did not believe the IPM could provide reliable parameter estimates, and 

thus did not include count data prior to 1997.

To accommodate using process variance for sensitivity analysis (see Section 3.3.5), we 

separated sampling and process variance by implementing random effects (Burnham and 

White, 2002) for annual vital rate estimates. Annual vital rate estimates (say, θt) were thus 

modeled as:

θt ~ Normal(μ,τ) (3.10)

The mean (μ) from Eq. 3.10 was set as a draw from a hyperprior unique to each vital 

rate. We used non-informative Uniform(0, 1) hyperpriors for calf survival (φca) and twin­
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ning rate (γ) global means, as these are the most variable vital rates within and between 

large herbivore populations and thus the least predictable (Gaillard et al., 2000). We used 

informative hyperpriors for the more consistent vital rates, cow survival (φcw) and partu­

rition (α) (Gaillard et al., 2000). We derived the Beta(30, 2) hyperprior for cow survival 

by evaluating various forms of the beta distribution until we identified a form with good 

fit for high (>90%) adult survival rates typical of moose (Franzmann and Schwartz, 1998). 

We derived the Beta(33.8, 7.75) hyperprior for parturition (α) by fitting a beta distribution 

to long-term parturition means from other long-term moose studies (Appendix Table 5.7) 

using the fitdistr() function in the package “MASS” (Venables and Ripley, 2002). We set 

variance (τ) hyperpriors from Eq. 3.10 to non-informative Uniform(0,5) distributions for 

adult survival, and parturition and twinning rates (Schaub and Kery, 2021). We widened 

the calf survival hyperprior for τ to Uniform(0, 8) to accommodate higher-than-expected 

variance. For detection probabilities, we assigned a non-informative Uniform(0,1) prior 

for pcalfdetection, but deterministically equated pcount (Eq. 3.4) to 0.84 based on sightability 

estimates (Aderman et al., 2019).

Bayesian posterior distributions were sampled from Markov chain Monte Carlo (MCMC) 

algorithms. Three independent MCMC chains were used with 130,000 iterations, using 

10,000 for adaptation, discarding the first 50,000 as burn-in, and thinning each chain by 4 

for a total posterior sample size of 60,000. Model convergence was determined by examining 

traceplots for sufficient mixing, and by ensuring Gelman-Rubin convergence diagnostics, R, 

(Brooks and Gelman, 1998) were below 1.1 (Gelman and Hill, 2006). We conducted MCMC 

simulations in JAGS (Plummer, 2012) accessed using program R version 4.0.5 (R Core Team, 

2021) utilizing the jagsUI package (Kellner, 2019).
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3.3.5 Sensitivity and Life Table Response Experiments Analysis

We used tLTRE analysis (Koons et al., 2016, 2017) to measure the contribution of vari­

ability in each vital rate θi (the complement to θi is all other vital rates θj ), including 

components of population structure, to the temporal variance of realized λt: 

The resulting contributions measure how strongly fluctuations in λ have been driven by the 

direct and indirect effects of each vital rate and population structure component (Koons 

et al., 2016, 2017). The formulization of λt+1 we used for tLTRE was a combination of Eqs. 

3.1 and 3.2:

A strength of the formulization of λt from tLTRE (eq. 3.12) is that it allows for the

use of first derivatives of the λt equation with respect to any parameter θi, to calculate

sensitivities for each θi. This is in contrast with more traditional matrix analysis that requires

combining reproductive and survival terms to simplified measures of fecundity or recruitment 

(e.g. combining parturition and twinning into a fecundity term). To show the strength of 

tLTRE analysis for this study, we compared sensitivities and contributions calculated using

tLTRE analysis to sensitivities calculated using traditional two-stage population matrices 

(see Neubert and Caswell (2ooo)). There was no direct comparison to our formulization of 

λt (Eq. 3.12), so we created two analogous matrices: (1) a pre-birth pulse model
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where we substituted what should be ϕjuv in the bottom left with ϕcw because we did not 

separate juvenile from adult survival, and combined parturition, twinning, and calf survival 

into a recruitment term (rec) (Eq. 3.9); and (2) a post-birth pulse model 

where we combined parturition and twinning into a fecundity term (f ) (Eq. 3.3). We 

calculated sensitivities for each component of both matrices by multiplying the complex 

conjugate of the left eigenvector by the transposed right eigenvector (Caswell, 2000) in R 

(R Core Team, 2021). For both tLTRE and matrix analyses, we calculated sensitivities for 

each θi estimate from each MCMC draw. For vital rates we were able to include as random 

effects (adult and calf survival, parturition, and twinning) in the IPM, we used estimates of 

μθi (Eq. 3.10) as it allowed us to use only process variance in sensitivity analysis (Burnham 

and White, 2002). We summarized sensitivities and contributions using means and 95% 

Bayesian Credible Intervals (BCI's) of resulting posterior distributions.

3.4 Results

MCMC chains converged such that traceplots appeared sufficiently mixed, and R values 

remained <1.1. The moose population increased in every GMU over the study time period 

(1997-2020), and realized population growth rate (λt) was >1 for 78 of 92 total study years 

(Figure 3.4). Population growth rates were variable between GMU's, however, with both 

sub-GMU's in GMU 18 exhibiting overall higher growth rates than those in GMU 17 (Fig­

ure 3.4). Populations began expanding at different times between GMUs, as well, where 

populations were already increasing at the beginning of the study for both 17A and 17C, 

but started later in 18: roughly 2004 in 18G, and 2010 in 18KA (Figure 3.4). The moose 

population across TNWR increased steadily over time, and annual growth rate was > 1 

for 18 out of 23 total study years (Figure 3.5a). Population structure varied considerably 
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between years and did not reach an equilibrium, with annual proportions of calves varying 

between 0.5 and 31.8% (Figure 3.5b), and vice versa for proportions of adults (Figure 3.5c).

Moose vital rates were variable over time, though some varied more than others (Figure 

3.6). Cow survival (Φcw) varied the least and averaged 99% overall, while reproductive pa­

rameters parturition (α) and twinning (γ) varied moderately and similarly, averaging 61% 

and 66% overall, respectively. Calf survival (Φca) varied the most and averaged 46% overall 

(Table 3.1). Fecundity averaged 0.76 calves per cow, and recruitment averaged 0.31 calves 

per cow.

Sensitivity analysis using matrices and tLTRE analysis indicated that, all else being 

equal, adult survival would have the greatest potential to affect realized population growth 

over one year, no matter what composition of reproduction (rec or f ) adult survival was 

compared to (Table 3.2). Vital rates did not vary equally over time (Table 3.1), however, 

and when we took estimated retrospective process covariances among demographic parame­

ters into account (i.e. contributions), we found that fluctuations in calf survival contributed 

most (~84%) to temporal variation in realized population growth rates. Parturition (5.6%) 

and adult population proportion (5.6%) contributed moderately toward growth rate tem­

poral variance, followed by twinning (3.4%), and cow survival (1.3%) and calf population 

proportion (0%) (Figure 3.7 & Table 3.2). Calf population proportion and adult survival 

sensitivities were mathematically constrained close to 0 and 1 (Table 3.2), respectively, due 

to their respective partial derivatives within Eq. 3.12.

Importantly, there were many vital rates we could not calculate sensitivities for using ma­

trix models of the TNWR moose population (see dashes in Table 3.2) due to the limitations 

of the two-stage population matrix model most analogous to the tLTRE analysis.
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3.5 Discussion

The moose population in TNWR increased across all four GMUs from 1997-2020, though 

variance existed and realized population growth rate (λt) was not consistently > 1 (Figure 

3.4). The population exhibited demographic rates consistent with other ungulate (Gaillard 

et al., 2000) and Alaska moose populations (Franzmann and Schwartz, 1998; Boertje et al., 

2007), though average twinning rate was high, and average parturition was low relative to 

other studies (Figure 3.6) (Franzmann and Schwartz, 1998; Gaillard et al., 2000). Our results 

upheld the demographic buffering hypothesis (DBH) (Pfister, 1998) in that the demographic 

rate with the highest sensitivity, adult survival, (see Table 3.2) had the lowest variability (see 

Table 3.1). Moreover, that adult survival had the highest sensitivity but lowest variability, 

and that reproductive terms had lower sensitivities but the highest variability is consistent 

with the DBH for long-lived animals (Gaillard et al., 2000; Gaillard and Yoccoz, 2003). This 

indicates that natural selection selects for adults with high resistance to mortality and low 

expenditure towards offspring production (Gaillard and Yoccoz, 2003). Our tLTRE analysis 

suggests that an outcome of variability reduction in high sensitivity vital rates is that the 

vital rate with the highest variability - in our case calf survival - ultimately has the biggest 

actual impact on variance of λ (Figure 3.7). This has significant implications for the manage­

ment and conservation of species, where efforts might focus on maintaining high sensitivity 

vital rates that ultimately won't affect λ. Essentially, natural selection already maintains 

high sensitivity vital rates by - in this case - selecting for more robust adults, and more vul­

nerable calves. So by focusing conservation efforts away from highest sensitivity vital rates 

and towards higher variability, lower sensitivity vital rates like calf survival, conservationists 

and managers might have more success conserving populations. This statement may only be 

true when adult survival is free of high predation pressure, direct anthropogenic forces, or 

other factors that might suppress adult survival. Given how nascent tLTRE analysis is, more 

studies should be conducted to find patterns between variability, sensitivity, contributions 

and external factors among long-lived herbivores.
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That our results are so in line with other long-lived ungulates indicates that this moose 

population, though on the edge of its current range, is not in peripheral habitat. More specif­

ically, high adult survival rate compared to other moose populations (Gaillard et al., 2000; 

Franzmann and Schwartz, 1998; Oates et al., 2021), low adult survival variability similar to 

other healthy populations (Gaillard et al., 2000), and that calf survival is the most variable 

vital rate (Eberhardt, 2002) all indicate this population is below carrying capacity, and nu­

tritionally healthy. Based on geography alone, this moose population could be considered to 

live at the edge of its niche, but our study suggests the population is, at least overall, well 

within its physiological limits. This is especially true when comparing this population to one 

along the species' southern periphery, where low relative rates and high variance in adult 

survival are thought to result from high density dependence and inhabiting sub-optimal en­

vironmental conditions (Oates et al., 2021).

Contrary to most previous studies, we found that parturition process variance was higher 

than that of twinning (Table 3.1). Gaillard et al. (2000) reported the opposite for polyto- 

cous ungulates in general, and moose specifically (see also (Boer, 1992)). Given gestation 

is, relative to lactation, not very physiologically intensive, Gaillard et al. (2000) argued that 

parturition probability for a nutritionally sufficient population should more or less be con­

stant across a variety of environmental conditions. A possible explanation for our anomalous 

results is that calf detection during the first weeks of parturition is low and subject to chang­

ing conditions (ie, early leaf-out, bad flying conditions). Lower variance for twinning may be 

due to there being twice as many calves during an observation event, and therefore higher 

likelihood of returning to check for more calves. Partitioning calf detection by year could 

account for calves not detected in low-detection years, and stabilize parturition variance.
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To our knowledge, this study is the first to implement transient contribution analysis for 

an ungulate, and we found that variance in calf survival contributed the most to variance 

in population growth rate (Figure 3.7). This indicates that population growth rate was 

most limited by calf survival, and thus the factors that caused variation in calf survival; 

understanding what those factors are in ungulates can elucidate what caused variability in 

population growth rates. Outside of predation, which can dominate calf survival dynamics 

when strongly present (Ballard et al., 1991; Bertram and Vivion, 2002; Keech et al., 2011), 

annual calf survival is often determined by body mass by the end of the growing season, 

which, in turn, is determined by forage productivity (Couturier et al., 2009; McArt et al., 

2009; Hurley et al., 2014), forage diversity (Felton et al., 2020, 2021), and the length of the 

growing season (Hurley et al., 2014; Loe et al., 2021). Since predation pressure likely was 

low over the study time period (Aderman, 2014), the results from this study suggest that 

population growth rate was limited by growing season productivity and its effects on calf 

survival. Moreover, that calf survival was most variable in this population might indicate it 

is below carrying capacity; Eberhardt (2002) hypothesized a paradigm of chronological vital 

rate change as long-lived vertebrate populations reach carrying capacity, where calf survival 

is the most vulnerable vital rate, followed by fecundity, then by adult survival. Contribution 

of vital rates by year is needed (e.g. Koons et al., 2017; Taylor et al., 2018; Schaub and 

Kery, 2021), however, to confirm whether there is a change in vital rate contribution as this 

population increased.

Our results can help us answer the question of why moose populations have only recently 

increased in TNWR. It seems clear that current conditions are amenable to a healthy moose 

population, but southwest Alaska's climate and ecology have changed substantially in recent 

decades (Walsh and Brettschneider, 2019; Potter and Alexander, 2020; Frost et al., 2021; 

Macander et al., 2022). It is possible, then, that TNWR had sub-optimal conditions that 

only sustained low-density populations prior to the sudden increase. The speed at which 
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the population grew, suggests, then, a mismatch between their actual and their potential 

geographic distribution. This mismatch, coined range boundary disequilibrium, can reflect 

differences in dispersal, life history, recolonization history, or stochasticity (Sexton et al., 

2009). Given data limitations on many environmental and ecological conditions at the time, 

we can only speculate as to the reasons behind the disequilibrium, but it is difficult to ignore 

the irruption of the local Mulchatna caribou herd (MCH) in the 1990s (Valkenburg et al., 

2003) that could have diverted hunting pressure away from low-density moose (Aderman, 

2014). As we did find adult survival to have the highest potential impact on population 

growth rate, hunting pressure on cows could have suppressed population growth until that 

hunting pressure was released. Population growth after the MCH crash could be attributed 

to work between local hunters and TNWR managers that led to various hunting morato­

riums that could have helped establish high-density moose populations (Aderman, 2014). 

Therefore, we argue the most likely causes are a combination between improving habitat 

due to climate change, and a dispersal barrier caused by human hunting pressure.

Additionally, the later population increases in GMUs 18G and 18KA than in 17A and 

17C (Figure 3.4) suggest immigration from the east, as hypothesized by Aderman (2014), 

which likely supplemented growth happening within TNWR after initial population increase 

began. Though a strength of IPMs is the ability to estimate unobserved parameters like 

immigration (Abadi et al., 2010), we chose not to after difficulties with convergence; likely, 

the large temporal gaps between counts could not accommodate an unobserved parameter. 

The pattern of later western population increases also indicates the colonization of moose 

in western TNWR. Early reports of moose in the area only noted moose in the Togiak Val­

ley (Abercrombie et al., 1900), but did not explicitly state that moose did not inhabit the 

further west Ahklun mountains. These reports, as well as consistently zero moose counts 

implemented by TNWR before the mid-2000s in 18G and 18KA (Figure 3.4) suggest colo­

nizing moose populations in the Goodnews, Kanektok, and Arolik drainages.
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We hope this study can pave the way for greater insight in environmental and demo­

graphic drivers, and life history of long-lived ungulates and, more generally, long-lived ver­

tebrates. tLTREs, and the IPMs that usually accompany them, are valuable new tools for 

ecologists (Koons et al., 2016, 2017); conducting more tLTREs and IPMs on ungulate popu­

lations in a variety of habitats and demographic conditions will broaden our understanding of 

which population parameters actually operate on growth rate in time-varying environments, 

and therefore inform effective conservation measures (see Zipkin and Saunders (2018) for 

more discussion). Our analysis additionally demonstrates the usefulness of calculating sen­

sitivity using the formulization of λt (Eq. 3.12) used in Koons et al. (2016), compared to 

traditional matrix calculations. Though some parameters were constrained, we were able to 

decompose recruitment and fecundity to understand the role of all the parameters we were 

able to estimate (Table 3.2). Building upon overall contributions, and extending tLTRE 

analysis to successive time steps could yield even more detailed knowledge for how demo­

graphic parameters affect population growth rate, including whether contributions change 

as the population grows.
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3.8 Figures

Figure 3.1: Togiak National Wildlife Refuge (TNWR) boundary and Game Management 
Units (GMUs) in which radio telemetry and population counts were conducted.

Figure 3.2: Simplified life stages and transition probabilities used in the population model 
of the IPM. φ represents survival, and rec represents recruitment, a function of parturition, 
twinning, and calf survival probabilities.
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Figure 3.3: Directed acyclic graph representing the structure of the models within the IPM. 
Estimated parameters are shown in circles, where dashed circles are parameters from the 
observation process, and bolded circles are parameters from the state process, and data are 
shown in rectangles. Arrows represent dependencies between nodes. Node notations: y 
is count data, z is telemetry data, φ is survival, α is parturition, γ is twinning, and p is 
detection probability.
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Figure 3.4: Population trajectories and annual growth rate for every Game Management 
Unit (GMU) included in the study: a) 17A, b) 17C, c) 18-Goodnews (18G), and d) 18- 
Kanektok-Arolik (18KA). Solid black lines indicate annual population growth rate means 
(λt), red lines indicate upper and lower 95% Bayesian Credible Intervals (BCI) for growth 
rate. Dashed lines indicate estimated annual abundance, grey shading represents 95% BCI's 
for abundance, and colored dots represent raw count data. Note different y-axes for each 
graph.
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Figure 3.5: Annual population structure for Togiak National Wildlife Refuge (TNWR), cal­
culated as the sum of moose from each Game Management Unit (GMU). a) shows TNWR 
annual population growth rate and estimated abundance (N), b) shows TNWR annual es­
timated calf abundance (Ncalf) and annual proportion of the population that was a calf 
(squares), and c) shows TNWR annual estimated adult abundance (Nadult) and the annual 
proportion of the population that were adults (squares).
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Figure 3.6: Annual estimates of demographic parameters, where each year constituted an 
independent draw from a Normal distribution (i.e. a random effect of year), including a) cow 
survival probability, b) calf survival probability, c) parturition probability, and d) twinning 
probability. Solid black lines indicate posterior annual means, dashed lines represent overall 
means, and red lines indicate upper and lower 95% Bayesian Credible Intervals.

79



Figure 3.7: Contributions from each vital rate and population structure to annual realized 
growth rate (λt). Yellow bars indicate vital rates, orange bars indicate population structure, 
and lines represent 95% Bayesian Credible Interval (BCI) of the posterior distribution.
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3.9 Tables

Table 3.1: Posterior mean (μ) and 95% Bayesian Credible Intervals (BCI) of Normal distri­
bution means and standard deviations (σ) from which all demographic rates were sampled 
(Eq. 3.1o).

demographic rate mean μ 95% BCI mean σ 95% BCI
Φcw o.99 o.98 - o.99 o.56 o.o8 - 1.o5
Φca o.46 o.17 - o.78 3.62 2.33 - 5.7
α o.61 o.49 - o.74 1.4o o.89 - 2.2
γ o.66 o.53 - o.8 o.97 o.24 - 1.94
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Table 3.2: Comparison of sensitivities (sens) of demographic parameters as calculated using a pre-birth matrix (Eq. 3.13), a 
post-birth matrix (Eq. 3.14), and tLTRE analysis, and contributions of demographic parameters to λt calculated using tLTRE. 
(*) indicates a different “lambda” configuration (Eq. 3.12) was used to combine elements of either fecundity (f) or recruitment 
(rec). Dashes indicate sensitivities that were not possible to calculate given the limitations of calculating sensitivity using matrix 
models. Symbols and abbreviations for demographic parameters are as described following Eqs. 3.1, 3.2 & 3.3.

parameter Pre-birth matrix sens Post-birth matrix sens tLTRE sens tLTRE contribution
Φcw o.832 (o.818,o.846) o.825 (o.776,o.889) 1 (1,1) o (o,o.oo1)
Φca - o.5o1 (o.417,o.612) o.451 (o.37,o.539) o.o27 (o.o16,o.o41)
α - - o.342 (o.154,o.542) o.oo2 (-o.oo2,o.oo9)
γ - - o.126 (o.o56,o.2o5) o.oo1 (o,o.oo3)
f - o.295 (o.164,o.412) o.2o6 (o.o93,o.326)* o.oo4 (-o.oo1,o.o11)*

rec o.664 (o.636,o.692) - o.445 (o.443,o.447)* o.o2 (o.o12,o.o31)*
n1 - - 0.00 (0.00,0.00) 0.00 (0.00,0.00)
n2 - - o.235 (o.1o4,o.382) o.oo2 (o,o.oo4)
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Chapter 4: General Conclusions

Understanding drivers of population dynamics is vital to conservation and management 

of species. In this thesis, I investigated environmental and demographic drivers of a rapidly 

expanding moose population to 1) form greater understanding of how stochastic processes 

affect population dynamics of large herbivores, and 2) elucidate reasons for the sudden 

colonization of moose in this part of the sub-Arctic. In my second chapter, I correlated envi­

ronmental conditions to moose population demographic rates using a multistate model, and 

in my third chapter I examined contributions of demographic rates on population growth 

rate by employing transient life table response experiments (tLTREs) within an integrated 

population model (IPM). Together, these two chapters paint a picture of how environmental 

conditions affect population growth rate via effects on demographics. More specifically, I 

found that vegetation productivity and winter severity affected calf survival most strongly, 

and, in turn, variance in calf survival contributed more to variance in population growth than 

any other demographic rate. These results suggest that vegetation productivity and winter 

severity affected population growth rate through their effects on calf survival, though I did 

not directly calculate how variance in environmental conditions contributed to population 

growth rate. Because both environmental factors I included changed over long time spans 

due to climate change (see also (Walsh and Brettschneider, 2019; Lader et al., 2020; Frost 

et al., 2021; Macander et al., 2022)), the results of this thesis indicate that climate change 

likely played an important role in the rapid moose population increase in southwest Alaska.

The lack of trends of components of climate change over my study time period, however, 

complicates this narrative; abundance estimates from the IPM in chapter 3 made it clear 

that this population increased rapidly regardless of environmental conditions. Still, the fact 

that NDVI and WSI explained variance in calf survival and twinning in chapter 2 could 

indicate that environmentally limited population growth rate could have occurred before
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temperatures started increasing in the region. To synthesize arguments made in chapters 2 

and 3, a possible explanation for the discrepancy in the lack of short-term environmental 

changes and rapid population growth rate is this population experienced range boundary 

disequilibrium (Sexton et al., 2009) as habitat improved with warming temperatures, but 

human hunting pressure didn't allow moose dispersal into TNWR to form a sustainable pop­

ulation. It wasn't until the Mulchatna caribou herd (MCH) grew rapidly in the 1980s and 

1990s (Valkenburg et al., 2003) that hunting pressure diverted away from moose (Aderman, 

2014), and allowed them to flourish in newly suitable habitat.

This explanation follows the hypotheses from Tape et al. (2016) and Aderman (2014) 

but contradicts Groves et al. (2022), who argued recent moose colonization of the western 

North American Arctic is unrelated to climate change, and rather a function of high mobil­

ity and fluctuation-prone metapopulations. Historical narratives (see (Abercrombie et al., 

1900; Kowta, 1963)) support low density moose populations in the Togiak Valley in the late 

1800s, and likely before that, but little is known about population fluctuations before the 

1950s. Theoretically, then, this latest population increase could be a fluctuation that has 

happened before, which would support the argument made by Groves et al. (2022). But the 

fact that moose bones were not found in an archaeological dig in the Togiak Valley (Kowta, 

1963) suggests moose rarely, if ever, reached high densities, even when caribou populations 

were high, as they likely were in the 1860s (Skoog, 1968). Additionally, the abrupt increase 

of the moose population in the 1990s, known vulnerability to food availability in periphery 

ranges (Ruprecht et al., 2020; Oates et al., 2021), increases in annual temperatures in the 

region, and correlations between environmental conditions I found in chapter 2 support a 

climate change hypothesis modified by human intervention, similar to the hypothesis estab­

lished by Tape et al. (2016). As such, the consistent lack of any moose counted in 18G and 

18KA — the farthest west portions of TNWR — prior to the early 2000s followed by rapid 

increases (Figure 3.4) could represent novel moose populations in those areas, and thus, a 
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colonization event. Ultimately, these results have important implications not just for moose 

across Alaska, but any species whose ranges may be transforming with climate change; while 

warmer temperatures are altering animal ranges (Chen et al., 2011; Bellard et al., 2012), 

human activity plays an important role in what area a species can actually inhabit.

The inferences made in this project are principally due to the existence of TNWR's 

long-term monitoring project; this effort underscores the need to maintain these kinds of 

projects that span decades of ecological and climatological patterns. The advent of Bayesian 

statistics since the inception of the project was extremely fortunate, as our models were 

able to handle the many gaps in data (Schaub et al., 2007) that inherently exist in such a 

logistically challenging environment. Data collection in TNWR for this project continues to 

the present day, and data since 2020 (after our study) indicate a shift toward consistently 

low calf survival (Aderman, unpublished data). This follows the pattern since the mid-2010s 

of continuous low calf survival east of TNWR — outside of our study area — that has been 

attributed to higher than normal bear predation on moose calves (Alaska Department of 

Fish and Game, unpublished data). Though the hypothesis of the chronology of vital rates 

as a population nears carrying capacity (Eberhardt, 2002) would suggest a decline in calf 

survival as the first sign of increasing density dependence, record salmon runs in the region 

in past years (Alaska Department of Fish and Game, unpublished data) could be increasing 

bear density. In a form of apparent competition, bears emerging from hibernation before 

salmon run up rivers, and other food sources becoming scarce as bear density increases, bears 

could be turning towards more risky moose calves for sustenance. Nonetheless, the recent 

changing dynamics further underscore the need to maintain continuous datasets like this one.

Potentially changing community dynamics in southwest Alaska highlights another strength 

of this project: the framework of the IPM. The integrated framework allows for additions of 

many types of data (Schaub and Kery, 2021), including those of other species (see Queroue 
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et al. (2021) for an example of a multispecies IPM). The existing moose IPM provides a 

structure usable for other adjoining moose populations , and ungulate species, as well as 

integration of other count data types (especially GSPEs (Schmidt et al., 2022)) and other 

species counts. Given similar data types over the same time period for moose east of TNWR, 

caribou in the declining Mulchatna and Nushagak Peninsula caribou herds, and spatially ex­

plicit salmon escapement estimates, a study of community dynamics in the face of climate 

change is alluring.

Additionally, the small component of individual heterogeneity I included in chapter 2 

does not exhaustively evaluate how individual quality affects population dynamics. Multi­

state models are a powerful tool as “states” can be translated to many different definitions 

(Lebreton et al., 2009). For example, the estimation in another study of state transition be­

tween “initially a first time breeder”, “breeder”, and “non-breeder” led to powerful inference 

about how individual reproductive performance changed as population density increased 

(Badger et al., 2020). A similar configuration could lead to a deeper understanding about 

how individual heterogeneity affects population growth in a moose population, especially one 

that is increasing so quickly. A spatial aspect to this kind of analysis could also incorporate 

questions regarding life history strategy differences between colonizers (those moose at the 

western edge of the TNWR range) and those closer to the core of the range (those on the 

eastern border) that have been shown to drive evolution and faster growth rates of colonizing 

populations (Szűcs et al., 2017).

Ultimately, this thesis answers important questions about both specific ecological com­

munity change in the sub-Arctic, and broader questions about life history strategy of large 

herbivores. The construction of the multistate and integrated population models are also 

exciting jumping boards for further analysis that can answer deeper questions about large 

herbivore population dynamics, life history, and evolution.
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Appendix

5.1 Chapter 2: Supplementary Tables & Figures

Figure 5.1: Annual calves per 100 cows produced in the spring, a derived quantity from the 
multistate model calculated using annual parturition and twinning posterior distributions. 
Red lines indicate 95% credible intervals.
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Table 5.1: State and observation matrices for the capture event

(a) The matrix Ω representing the state process for the capture event

(b) The matrix Θ representing the observation process for the capture event

yi,t
no calf one calf twins dead

no calf 1 0 0 1
zi,t one calf 0 1 0 1

twins 0 0 1 1
dead 0 0 0 1
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Table 5.2: State and observational matrices for moose in Togiak National Wildlife Refuge for the multistate model. ϕcw 

represents cow survival probability, ϕca represents calf survival probability, α represents parturition probability, γ represents 
twinning probability (given a cow has given birth), and pca represents calf detection probability.

(a) The state process for the first month

92

(b) The state process for all months

t ∈/ Month 1 zj,t+ι

no calf one calf twins dead
no calf ϕcw 0 0 (1 - φcw)

zj,t one calf ϕcw (1-ϕca ) φcwφca 0 (1 - φcw)
twins ϕcw (1 -ϕca )2 φcwφca(1 - φca) φcwφca (1 - φcw)
dead 0 0 0 1

(c) The observation process for all observations following initial collaring event.

yj,t
no calf one calf twins dead

no calf 1 0 0 0
zj,t one calf 1 - Pca pca 0 0

twins (1 - Pca)2 1 - pca pca 0
dead 0 0 0 1



Table 5.3: Posterior distributions of random effect standard deviations for demographic pa­
rameters. All means were set to zero. Year and individual as random effects were included in 
all four logistic regressions to account for inter-year and inter-individual variation and obtain 
annual and individual estimates. GMU as a random effect was included in the cow survival 
regression to account for suspected spatial variability due to differing hunting management. 
2.5% and 97.5% BCI refer to lower and upper 95% Bayesian Credible Intervals. All R values 
were at or below 1.1 and indicated sufficient convergence for all coefficients.

regression random effect mean σ 2.5% BCI 97.5% BCI
p(cow survival) Year 0.47 0.03 1.00
p(calf survival) Year 3.51 2.12 5.79
p(parturition) Year 0.73 0.33 1.26
p(twinning) Year 0.91 0.06 2.26
p(cow survival) GMU 1.38 0.09 4.71
p(cow survival) Individual 0.27 0.01 0.78
p(calf survival) Individual 2.67 1.84 3.81
p(parturition) Individual 0.67 0.17 1.19
p(twinning) Individual 0.75 0.03 2.06

93



Table 5.4: Summary of simple linear regressions between time, environmental covariates, 
and the Pacific Decadal Oscillation (PDO). KS refers to the long-term weather station in 
King Salmon, Alaska, USA, where we aggregated data from daily observations to either July 
(summer) or Nov-April (winter).

Regression Time Period Slope Std. Err p-value
NDVI ~ Time 2000-2020 1.96 1.25 0.13
NDVI - PDO 2000-2020 0.82 0.25 <0.005
WSI - Time 2001-2019 -0.18 1.33 0.90
WSI ~ PDO 2001-2019 -0.48 0.13 <0.005
KS Summer - Time 1970-2020 0.03 0.01 <0.05
KS Winter - Time 1970-2020 0.06 0.02 <0.05
NDVI - KS Summer 2000-2020 0.58 0.11 <0.0005
WSI - KS Winter 2001-2019 -0.26 0.07 <0.005
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Table 5.5: Summary of covariate coefficient posterior distributions from the four logistic 
regressions performed within the multistate model. 2.5% and 97.5% BCI refer to lower 
and upper 95% Bayesian Credible Intervals, and f refers to the proportion of the posterior 
distribution with the same sign as the mean. All R values were at or below 1.1, indicating 
sufficient convergence for all coefficients.

regression covariate mean sd 2.5% BCI 97.5% BCI f
p(cow survival) βndvi 0.12 0.18 -0.24 0.46 0.76
p(calf survival) βndvi 1.31 0.78 -0.27 2.80 0.95
p(parturition) βndvit-1 0.06 0.22 -0.37 0.49 0.62
p(twinning) βndvit-1 0.53 0.38 -0.16 1.35 0.94
p(cow survival) βwsi 0.01 0.17 -0.33 0.35 0.53
p(calf survival) βwsi -0.58 0.74 -2.09 0.89 0.79
p(parturition) βwsit-i 0.05 0.20 -0.36 0.45 0.62
p(twinning) βwsit-ι -0.59 0.46 -1.63 0.18 0.93
p(cow survival) βage -0.67 0.17 -1.02 -0.36 1.00
p(calf survival) βage -0.31 0.36 -1.02 0.40 0.81
p(parturition) βage -0.83 0.19 -1.24 -0.48 1.00
p(twinning) βage 1.47 0.75 0.24 3.13 1.00
p(cow survival) βage2 -0.02 0.12 -0.24 0.23 0.57
p(calf survival) βage2 -0.14 0.25 -0.65 0.34 0.73
p(parturition) βage2 -0.23 0.19 -0.62 0.13 0.88
p(twinning) βage2 0.13 0.56 -0.88 1.31 0.57
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Table 5.6: Pearson's correlation coefficients for correlations of means between demographic 
parameters. ρ values < 0.6 indicate that random effects are independent from one another 
across individuals.

Correlation Pearson's ρ
s(cow)~s(calf) 0.02
s(cow) ~p(parturition) -0.06
s(cow) ~p(twinning) 0.03
s(calf) ~p(parturition) 0.17
s(calf) ~p(twinning) -0.03
p(parturition) ~ p(twinning) 0.03

5.2 Chapter 3: Supplementary Tables & Figures

Table 5.7: Parturition rates for various moose populations across North America. We used 
these rates to create a representative Beta distribution, which we then used as an informative 
prior for annual parturition estimates in the IPM.

state time period study duration (yr) rate source
AK 1994-1996 2 0.80 Testa (2002)
AK 1998-2000 2 0.89 Bertram and Vivion (2002)
WY 2011-2014 3 0.75 Oates et al. (2021)
WA 2014-2018 4 0.70 Harris et al. (2021)
AK 1976-1986 10 0.81 Ballard et al. (1991)
AK 2002-2012 10 0.78 Boertje et al. (2019)
AK 1994-2005 11 0.82 Boertje et al. (2007)
AK 1994-2005 11 0.86 Boertje et al. (2007)
AK 1994-2005 11 0.87 Boertje et al. (2007)
AK 1994-2005 11 0.90 Boertje et al. (2007)
AK 1998-2013 15 0.77 Aderman (2014)
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