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ABSTRACT 

Organisations are challenging the traditional linear-based market model which is characterised by 

a straight line movement of goods and services. As a result, they are increasingly forming and 

moving towards a value web of supply chain network that connects a whole ecosystem of trading 

partners. These networks, which are mostly complex and dynamic, are creating a global market 

environment in which organisations no longer focus only on their immediate suppliers and 

customers, but also on the optimization and the smooth flow of information, funds and materials, 

within their respective direct and remote trading networks. 

The large number of participants within most supply chain networks has necessitated that these 

networks be agile and resilient. For supply chain networks to be agile and resilient, and for supply 

chains’ structures, processes and resources to be synchronized and integrated, the organisations 

within the supply chain must share information. Hence, in today’s supply chains, interests are 

moving towards obtaining the most benefits from information. In order to obtain these benefits 

from information, organisations are making use of information systems and their related 

technologies to acquire, process and adequately share information. These systems are making it 

possible for organisations to form strategic partnerships within the supply chain networks.  

The global market environment is causing supply chains to expand, and the expansion is exposing 

information to various security vulnerabilities and risks. The exposure of information to different 

vulnerabilities and risks is forcing trading partners to seek assurance that the information within 

their supply chain network is adequately protected and also performs as advertised. To understand 

how the assurance sought by trading partners can be provided, this study investigated information 

and information systems’ security within supply chains’ structures and processes. The study also 

investigated how information assurance objectives (i.e. confidentiality, integrity, availability, 

authentication and non-repudiation) can be achieved optimally within supply chains. Finally, the 

study proposes an information assurance model, which if adopted by decision makers, could 

enable them sustain their respective functions and processes within the supply chain network. 

In order to achieve the objectives of this study, the exploratory design and the case study approach 

were adopted in this study. The study also adopted the qualitative research method, and hence, 

semi-structured interviews were conducted, and served as the primary means of data collection. 

Participants in this study were drawn from two categories of organisations, which are supply chain 

and logistics organisations, and Information Technology (IT) consulting organisations. Therefore, 

the purposive sampling method was adopted in this study. An inductive approach was adopted in 

the analysis of data, and as a result, thematic analysis was adopted as the analysis method. The 

main outcome of the study is the proposed information assurance model that can enable decision 

makers sustain their respective functions and processes within the supply chain network.    
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CHAPTER 1: INTRODUCTION 

1.1 Introduction 

The world is experiencing an intense and global trading era where one of the most difficult 

challenges faced by organisations is the management of resources, such as information, funds and 

materials, among geographically dispersed trading partners (Piderit, Flowerday, & Von Solms, 

2011). The intense and global trading era is also making organisations face fiercer and increasing 

competition. The increasing competition is forcing organisations to improve their internal 

operations and integrate their trading partners. According to Mizgier, Wagner, & Jüttner (2015), 

this increasing competition, coupled with increasing consumers’ demands are also causing an 

increase in the pressure on organisations to make their business processes more efficient and 

responsive. To achieve these, organisations are increasingly demanding for an integrated 

production and distribution process, and also, for a consumer-oriented trading network that can 

facilitate the smooth running of business processes, so as to meet the consumers’ demands 

(Gunasekaran, Lai, & Edwin Cheng, 2008; Stevens & Johnson, 2016).  

The demand for an integrated process by organisations, led to the creation of supply chains, which 

has been described by Yu, Ting, & Chen (2010) as a network that is made up of all the stages 

(e.g. purchasing, manufacturing, inventory control, distribution etc.) involved in the production 

and delivering of finished goods and services to consumers. Supply chains are made up of 

different structures and processes that are dynamically interrelated (Ivanov, Sokolov, & Kaeschel, 

2010). These structures can be likened to an organisational structure, which involves decision-

making activities that relate to the division of authorities, tasks and set of coordination 

mechanisms. The processes, on the other hand, involve the activities that include the planning, 

sourcing, manufacturing, delivering and returning of products (McCormack, Wilkerson, Marrow, 

Davey, Shah et al., 2008). To make supply chain processes work optimally and their structures 

function efficiently, information must be acquired and shared. 

Information is an essential component for improving the performance of supply chains because it 

provides organisations with the ability to better match supply with demand (Fu & Zhu, 2010; 

Seth, Goyal, & Kiran, 2015). It also serves as the foundation upon which decisions regarding the 

structure and processes of supply chains are made. According to Cherdantseva & Hilton (2013), 

performing organisational transactions and activities requires the sharing of information among 

trading partners. Hence, supply chain trading partners are increasingly sharing information among 

themselves, especially because of the realisation that when there is sufficient information within 

the supply chain network, the organisations within the network can make better decisions which 

bring about an improved operational performance. Also, ensuring a smooth transition of resources 
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within supply chains and being able to manage the complexities involved in the production of 

goods and services requires that information is exchanged within the supply chain network. 

For information sharing to be effective, organisations are using information systems such as 

Vendor Management Inventory (VMI), Electronic Data Interchange (EDI), Customer 

Relationship Management (CRM), Enterprise Resource Planning (ERP) etc. that can enable and 

enhances supply chain relationships and the acquisition, sharing, use and management of 

information (Gunasekaran et al., 2008; Piderit et al., 2011). Currently, there is a global increase 

in the dependency and use of information systems. This is because information systems have 

become globally connected, and hence, are making it possible for organisations to merge 

information from various sources for the purpose of making informed decisions, improving the 

integration of trading partners and increasing the responsiveness of the supply chain (Seth et al., 

2015). However, the global interconnection of information systems is also causing an increase in 

the vulnerability of information to attacks by globally dispersed threats (Fuchs, Pernul, & Sandhu, 

2011; Hamill, Deckro, & Kloeber Jr, 2005). 

The information shared in today’s supply chain networks is getting complex and also becoming 

exposed to risks that pose a huge challenge to the performance of supply chains (Ho, Zheng, 

Yildiz, & Talluri, 2015). Organisations are continuously looking for means of reducing 

information risk. They are also increasingly seeking assurance on information and information 

systems so as to sustain the processes and activities of their businesses (CESG, 2010). This is 

because, when assurance of information and information systems are provided, accurate and 

complete (as much as possible) information and reliable information systems are made available 

to decision makers. According to Bunker (2012), organisations are still, however, faced with the 

challenge of using an approach that is practical and cost-effective in the management of 

information and information system risks, and in the provision of assurance on the confidentiality 

and integrity of information, and the reliability and performance of information systems. 

1.2 Background 

In the manufacturing environment of the 1980s, experts in logistics took the concept of material 

management a step further by incorporating transportation and distribution functions (Omar & 

Ballal, 2009; Tan, 2001). During this period, manufacturers also experimented with forming 

strategic partnerships with their immediate suppliers. The incorporation of transportation and 

distribution functions and the forming of partnerships by manufacturers resulted in the formation 

of integrated logistic processes (Tang, 2006). These processes, however, brought about changes 

that intensified the already existing competition among organisations. As competition intensified, 

markets started becoming global, organisations then began to realise that delivering the best 
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values with minimal cost to consumers is not associated with their internal functions, structure or 

processes only, but also involves their trading partners (Prajogo, Oke, & Olhager, 2016). They 

also became conscious of the fact that their survival in the competitive market requires the 

seamless sharing of raw materials, money and information with their trading partners. 

The realisation of organisations that it is important to share resources among trading partners, led 

to the formation of an integrated sourcing, production and distribution process called supply chain 

(Braziotis, Bourlakis, Rogers, & Tannock, 2013; Yu et al., 2010). The forming of supply chains 

made it possible for organisations to form trading networks that consist of interconnected 

components, in which the members of the network complement each other’s deficiencies and 

share benefits and losses. Traditionally, the parties within supply chains interacted in a 

disconnected manner that led to the sporadic movement of resources (i.e. materials, information 

and funds) across the supply chain (Lambert & Cooper, 2000). McCormack et al. (2008) also 

stated that in the past, trading partners within supply chains were mostly concerned with the 

management of inventory and the reduction of cost. However, in the early stages of supply chain, 

organisations were more focused on improving their production planning and inventory 

management, so as to ensure the efficient utilisation of machinery and capital (Stevens & Johnson, 

2016). 

Over the years, supply chains has emerged or evolved for reasons such as the emergence of a new 

market (e.g. Smart and HDR TV), response to technological breakthrough (e.g. 3D printing and 

bendable displays) or the establishment of a new geographical market (e.g. China and Africa) 

(MacCarthy, Blome, Olhager, Srai, & Zhao, 2016). The emergence and evolution of supply chains 

have enabled organisations to engage profitably in trade and commerce, exploit natural resources 

and meet the different consumer needs. Eamonn & Kelly (2015), showed that supply chains have 

evolved into value webs that are helping organisations manage existing and potential risks, 

improve their service level and reduce their operational costs. Different factors, as seen in Figure 

1.1, has been identified to be stimulating the emergence and evolution of supply chains. Some of 

these factors are exogenous (e.g. policies and regulations) while some are endogenous (e.g. 

procurement and distribution strategies) (MacCarthy et al., 2016). These factors are not mutually 

exclusive. Hence, technology advancements may cause a supply chain to evolve while at the same 

time, change in policies and regulations may also be a strong factor in the evolution of the same 

supply chain.  
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Figure 1.1: Factors stimulating supply chains’ emergence/evolution (MacCarthy et al., 
2016) 

The evolution and continuous emergence of supply chains brought in an era where suppliers, 

manufacturers, distributors and consumers are no more managed in isolation but as complex 

networks that are linked throughout the entire process involved in the acquisition of raw materials 

from their sources, transformation of the raw materials into finished products and the delivery of 

the finished product to consumers (Ardalan, Karimi, Naderi, & Arshadi Khamseh, 2016; 

Spekman, Davis, & Ellinger, 2016; Wang, Mastragostino, & Swartz, 2016b). According to Vilko, 

Ritala, & Edelmann (2014), this evolution, emergence and increasing length of supply chains 

have also caused an increase in the length, complexity and vulnerability of the materials, funds 

and information used within supply chains. Similarly, as explained by Huang, Li, & Ho (2016), 

the degree and level of information sharing among supply chain trading partners have increased, 

and this consequently, has increased the possibility and vulnerability of information to different 

types of distortions, disruptions and risks.  

As the sharing of information and the other resources used within supply chains expanded, 

organisations felt the need to adopt information systems and technologies to facilitate and enhance 

the sharing of information, and the integration with their trading partners (Denolf, Trienekens, 

Wognum, van der Vorst, & Omta, 2015). Information systems played an important role in the 

early stages of the emergence and development of supply chains (MacCarthy et al., 2016). They 

facilitated the separation of information from the other resources used in the production and 
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distribution of goods and services. According to Hinkka, Främling, & Tätilä (2013), they were 

used to improve information quality, operational efficiency, service level and the agility of the 

traditional supply chain. However, as technology continued to evolve, trading partners began 

facing challenges of the continuous exposure of their information to different threats (Fuchs et 

al., 2011). Trading partners are also now faced with the challenge of interconnectivity between 

their respective information systems (Mittelstädt, Brauner, Blum, & Ziefle, 2015).  

1.3 Problem Statement 

In order to provide an efficient and effective supply chain that can meet consumers’ needs, the 

information acquired within the supply chain must be shared amongst the supply chain’s trading 

partners, using information systems (Gunasekaran et al., 2008; Ho et al., 2015; Yu et al., 2010). 

This is necessary because the performance of information within a supply chain depends on the 

information system that provides support to it within the supply chain (Denolf et al., 2015).  

Global supply chains are expanding, and this expansion is exposing the major supply chain 

resources (i.e. information, material and fund) to various security vulnerabilities, disruptions and 

risks (Hasani & Khosrojerdi, 2016). Information systems as well, have increased supply chains’ 

complexity thus causing information to be exposed to different threats and risks (Jain, Wadhwa, 

& Deshmukh, 2009; Jouini, Rabai, & Aissa, 2014). If these risks are not properly managed, 

disruptions that endanger the overall performance, processes and structures of the supply chain 

may occur.  

The exposure of information and information systems to different threats and risks is forcing 

trading partners to seek assurance that the information and information systems within their 

supply chain network are adequately protected and also performs as advertised (Bunker, 2012). 

To understand how the assurance sought by supply chain trading partners can the provided, this 

study investigated information and information systems’ security within supply chains’ structures 

and processes. The study also investigated how information assurance objectives (Confidentiality, 

Integrity, Availability, Authentication and Non-Repudiation) can be achieved optimally within 

supply chains. Finally, the study proposes an information assurance model that if adopted by 

decision makers within supply chains, could enable them to sustain their respective functions 

within the supply chain network. In order to ensure a proper investigation and to obtain a detailed 

outcome in this study, the problem statement has been further decomposed into the following sub-

problems. 
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1.3.1 First sub-problem 

Information, whether in a static state or being shared within the supply chain need to be treated 

as an asset, not just a commodity (Olivier, von Solms, & Cowley, 2006). To enable the continuous 

flow of the processes within the supply chain, and to also reduce supply chains’ risks, the 

information collected by each organisation within the supply chain should be shared with their 

trading partners. For information sharing to be successful, an information system for sharing 

information along the supply chain is essential (Gunasekaran et al., 2008; Yu et al., 2010). In 

order to have a proper understanding of the role of information within the supply chain, and to 

also understand how information can adequately flow within the supply chain, supply chain 

information and information systems were investigated. 

1.3.2 Second & Third sub-problem 

The emergence of an extended manufacturing and a globally dispersed organisation has brought 

a new dimension to how organisations coordinate their processes that deal with information and 

material flow across the supply chain (MacCarthy et al., 2016). The effective use of information 

provide supply chains with a competitive advantage, while if misused or not well managed could 

lead to an immense financial loss or even worse, the destruction of the overall supply chain (Ajayi 

& Maharaj, 2010; Olivier et al., 2006; Workman, Bommer, & Straub, 2008). Fuchs et al. (2011) 

stated that the high dependence on information system is increasing the vulnerability of 

information to disruptions and risks. These disruptions and risks are causing organisations to seek 

assurance that information and information systems are adequately secured. In order to 

understand how the assurance of information and information systems’ security within supply 

chains can be guaranteed; 

 This study investigated information and information systems’ security within supply 

chains.  

 The study examined information assurance objectives and also investigated how they can 

be ensured so as to improve the various structures and processes within supply chains. 

1.4 Research Objectives 

The main objective of the study is: 

 To propose an information assurance model that can enable organisations protect and 

sustain their respective information within the supply chain structures, and that can also 

enable them to minimise or prevent the risks that information within the supply chain 

processes could be exposed to. 
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To accomplish the main objective, the study has four primary objectives which are: 

i. To understand the role of information and information systems within supply chains. 

ii. To understand how information is shared, and also, the impact of sharing information 

within the various processes and structures of the different components of supply chains. 

This was done by also investigating the information systems used for sharing information. 

iii. To identify and understand the issues and challenges surrounding the security of 

information systems, and also, information, as it moves through the various supply chain 

structures and processes. 

iv. To understand information assurance as a concept and evaluate its objectives, and also 

identify how it can facilitate a smooth supply chain process and an efficient and effective 

supply chain structure. 

1.5 Research Questions 

After consulting with practitioners in the field of supply chain, and after reviewing the literature, 

as well as the problem statement and objectives of this study, the following key research questions 

were identified: 

 What is the role of information and information systems within supply chains? 

 How does sharing information impact on the supply chains’ structures and processes? 

 How do information systems affect the sharing of information within supply chains? 

 What are the security challenges faced by information systems and information, as it 

moves through the supply chain?  

 How are information assurance objectives (availability, integrity, authentication, 

confidentiality, and non-repudiation) ensured within the supply chain? 

 How is information assurance provision for protection, detection, reaction or restoration 

incorporated into the supply chain structures and processes?  

 How is information assurance facilitating a smooth supply chain process and an efficient 

and effective supply chain structure? 

1.6 Research Methodology 

In order to get the views of the personnel from all the relevant parties involved with information 

and information system security within supply chains, and also tap into the experience of general 

supply chain and information assurance professionals, a qualitative research methodology was 

implemented in this study. This methodology was deemed appropriate because it provides a rich 

account of the phenomenon being investigated (Smith, 2015), and also helps the researcher 

understand the topic being investigated, from the participants’ perspective (Rosenthal, 2016). The 
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research was done using an exploratory and case study approach, and the methodology was 

implemented through: 

 Interviews 

 Desk-based research (risk profile analysis of organisations, through document analysis) 

This section is covered in detail in the document’s methodology chapter (i.e. chapter 5). 

1.7 Motivation for Research 

The literature shows that information is one of the major components influencing the performance 

and success of supply chains. This is because it serves as a lubricant to other components within 

the supply chain and also because it increases supply chains’ process and operational efficiency 

(Seth et al., 2015). Trading partners are increasingly sharing information within their supply chain 

networks so as to ensure that the different structures and processes within their supply chains are 

synchronised (Denolf et al., 2015; Koçoğlu, İmamoğlu, İnce, & Keskin, 2011; Li & Lin, 2006). 

However, as information is shared, its variability increases and it gets cumulatively delayed. It 

also becomes vulnerable to attacks, distortions and disruptions that pose a huge risk to the supply 

chain’s performance. According to Stevens & Johnson (2016), information vulnerability, 

distortion and disruption has become a major challenge to organisations in the twenty-first 

century. Hence, trading partners are increasingly seeking information security assurance (CESG, 

2010). 

This research was motivated by the following (as identified in the literature and also in 

consultation with practitioners in the field): 

 The need to understand and identify the factors causing the vulnerability of information 

to different distortions, disruptions, threats and risks, when either in a static state or when 

being shared within supply chain networks. 

 The need to explore and understand the severity and negative impacts of supply chain 

information risks on the performance, processes and structures of supply chains. 

 The demand by supply chain practitioners to understand how assurance (from threats and 

risks) can be provided for the information and information systems used within supply 

chains. 

1.8 Significance of Study 

The main objective of this study is to propose an information assurance model that can enable 

organisations protect and sustain their respective information within the supply chain structures, 

and that can also enable them to minimise or prevent the risks that information within the supply 
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chain processes could be exposed to. To achieve this main objective, other primary objectives 

were considered. These primary objectives include, understanding the role of information within 

supply chain structures and processes, understanding how effectively information systems are 

used to facilitate information sharing, and understanding how assurance of information and 

information systems’ security can be ensured within supply chains. The findings of this study is 

therefore of significance to supply chain organisations in the following ways: 

 The study will help supply chain organisations better understand how information flows 

within their supply chain network. 

 The study provides an understanding of how information systems can be used to 

effectively share information within supply chains. 

 The study provides an understanding of information vulnerabilities and the threats that 

could exploit those vulnerabilities, and also, the risk that the threat exposes information 

to when shared within the supply chain. 

 The study provides an understanding of how assurance of information and information 

systems’ security can be provided or ensured within supply chains’. 

 The study provides an evaluation of the impact of information, information systems and 

information assurance within supply chains, supply chains’ structures and processes. 

 Finally, an information assurance model that if adopted by decision makers within the 

supply chain can enable them to sustain their respective functions within the supply chain 

network is proposed. 

1.9 Structure of the Thesis 

In order to ensure a proper and detailed presentation of the literature that are related to the topic 

being investigated, and to also ensure a proper and detailed presentation of the findings of this 

study, this dissertation has been divided into seven chapters. 

In chapter 1, an overview of the study is presented. The overview covers an introduction to the 

study and a brief discussion on the background of supply chains and the role of information in the 

expansion of supply chains. The chapter also presents the objectives, motivation and significance 

of the study. Furthermore, the chapter presents the problem statement, research questions and a 

brief description of the methodology used in the study.  

The literature review on supply chains, supply chain networks, structures and processes are 

presented in chapter 2. The chapter also presents the literature review on supply chain disruptions, 

risks and risk management. The chapter concludes by reviewing and presenting the literature on 

the overall management of supply chains. 
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In chapter 3, a review of the literature on the role of information, information sharing and the 

information systems and technologies that support the processes and structures of supply chains 

are presented. The chapter also presents some common information systems and technologies and 

their functions in optimising the processes, structures and performance of organisations and their 

supply chains.  

Chapter 4 presents a review of the literature on some common threats to supply chains’ 

information and information systems. Information and information systems’ risks and security 

within supply chains are also presented in this chapter. The chapter also presents some technical 

and non-technical security measures that can help in managing supply chains’ information and 

information systems’ threats and risks. The chapter concludes by reviewing and presenting the 

literature on information (and information system) assurance, as applicable within supply chains. 

The methodology underpinning the research for this study is presented in chapter 5. The chapter 

begins by presenting the research design. This is followed by the explanation of the sequence in 

which the research was conducted. The chapter also presents the criteria used in determining the 

organisations used as the point of data collection in the study. The analysis method used in the 

study and how the analysis method helps in interpreting and understanding the gathered data is 

also presented in this chapter.  

In Chapter 6 the frameworks used to underpin the study are presented. In the chapter, the 

application of the frameworks to this study is also presented. The chapter concludes by explaining 

how these frameworks are aligned to this study’s research questions. 

Chapter 7 presents the findings from the analysis of the study’s transcribed interviews. The 

demographics of the study’s participants is also presented in the chapter. This is followed by the 

explanation of the representation of the organisations, and the employees drawn from the 

organisations, to participate in this study. The generated themes (i.e. main and sub-themes) from 

the analysed data are also presented in this chapter. The chapter concludes by presenting the 

relationship between the generated themes and the study’s main research questions.    

The discussion of the findings of this study in relation to the objectives of the study in presented 

in chapter 8. This chapter also presents the validation and modification of a developed framework 

called the “Supply Chain Information Risk Management” (SCIRM) framework developed in a 

previous study. The proposed model of this study, to help with supply chain information 

assurance, is also presented in this chapter. The explanation on how the findings of the study, the 

modified and validated framework and the proposed supply chain information assurance model 

can help supply chain organisations ensure and provide assurance on information and information 

system within supply chains is also presented.      
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Finally, Chapter 9 concludes the study. This chapter also present areas of future research in the 

field of information security and assurance within supply chains.  

1.10 Conclusion 

In this chapter, an introduction into the study is presented. The chapter presents a brief overview 

of supply chain, information sharing and information systems within supply chains. It also 

presents the background, objectives, motivation and significance of the study. From this chapter, 

it may be concluded that the concept of supply chain is about coordinating the processes involved 

in the flow of information, materials and funds among trading partners, through a common set of 

established structures, processes, strategies and principles (Omar & Ballal, 2009). It is apparent 

that supply chains are experiencing changes that are driven by changes in consumer preferences, 

competition among organisations, the continuous evolution of technology and the increasing 

globalisation of trading markets (Seth et al., 2015; Stevens & Johnson, 2016). These changes are 

causing existing supply chains to evolve and new supply chains to emerge (MacCarthy et al., 

2016). In chapter 2, the literature review on supply chain and its related activities and challenges 

are presented. 

  







14 
 

for retailers as they (e.g. VMI) allows them (suppliers) to manage the inventory at retailers’ site 

(Fu & Zhu, 2010). 

Businesses of today are experiencing a paradigm shift in which they no longer compete amongst 

each other as solely an autonomous or independent entity, but instead as supply chains. Fang & 

Shou (2015) emphasised this paradigm shift in their study when they explained the dairy industry 

in China, in which, the two largest national players in the industry, China Mengniu Dairy 

Company Ltd and Yili Group Company, are in recent years, stiffly competing at a supply chain 

level. Another example of this paradigm shift can be found in the automobile industry, where 

Ford Motors (a U.S based automobile organisation), compete at a supply chain level against the 

German, Japanese and other US automobile manufacturers (Spekman et al., 2016). 

Over 42% of organisations manage or are involved in more than five different supply chains 

(Tang & Tomlin, 2008), some of which spans across the globe. This is as a result of their desire 

to meet up with consumers’ needs. Today’s supply chains have become globalised and longer, 

due to the continuous increase in the number of the organisations becoming trading partners. This 

increase in length is presenting new opportunities for trading partners. It is, however, also making 

supply chains become more complex and vulnerable to different types of threats, disruptions and 

uncertainties (Denolf et al., 2015; Stevens & Johnson, 2016; Wiengarten et al., 2016) that are not 

easy to manage or fully control (Vilko et al., 2014). 

Supply chain managers need to identify different supply chain alternatives that can prevent their 

organisation from losing integrity and value in the face of uncertainty or in the event that any of 

their trading partners encounter any form of disruption (Heckmann, Comes, & Nickel, 2015). The 

challenge though, is that there are not so many organisational practices or research that have 

presented supply chain alternatives or examined the relative effectiveness of the strategies 

adopted by organisations in the mitigation or prevention of the different vulnerabilities, 

disruptions and risks that supply chains are constantly being exposed to (Chang, Ellinger, & 

Blackhurst, 2015). Braziotis et al. (2013) and Govindan & Fattahi (2015) in their work, however, 

showed that one of the alternatives that can be implemented in mitigating or preventing supply 

chains’ disruptions or risks is by establishing and ensuring a coherent and agile supply chain 

network. 

2.3 Supply Chain Network 

The literature shows that the traditional supply chain linear-based model has been challenged by 

organisations, and as a result, organisations are forming and increasingly moving towards a 

networked supply chain strategy that can facilitate the delivery of superior performance (Stevens 

& Johnson, 2016). The acceleration in manufacturing trends is also forcing supply chain trading 
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partners to form agile supply chain networks that are adaptive, resilient and aligned to meet the 

needs of consumers. The forming of supply chain networks is enabling organisations to form 

close relationships and also increasing organisations’ operational efficiency by enabling the 

acquisition and free flow of resources such as raw materials, information and funds, that are 

needed for the production of goods or offering of services to consumers (Seth et al., 2015; Wang 

et al., 2016b). These networks are, however, also causing organisations to go through intense 

global competition (Fang & Shou, 2015). 

Organisations are transcending the boundaries of their intra-organisational processes, structure 

and systems and as a result, they are increasingly becoming part of an environment that is 

characterised by the network of trading partners and supply chains (Eskandarpour, Dejax, 

Miemczyk, & Péton, 2015). By forming supply chain network, organisations have been able to 

concentrate on their expertise and core competencies, while relying on other organisations for 

their non-core competencies (Gunasekaran et al., 2008; Stevens & Johnson, 2016). Hence, 

organisations competitiveness is increasingly becoming dependent on the organisation’s internal 

resources, external resources and the number of trading partners within the organisation’s supply 

chain network. Similarly, the number of trading partners in a supply chain network has become a 

determinant of the amount of effort required in the coordination of the network’s information and 

activities, and also a determinant in the improvement of the supply chain’s performance (Denolf 

et al., 2015).  

Supply chain networks are inherently complex. This complexity is causing an increase in the 

amount and quality of information required to be shared among supply chain trading partners (Li 

& Lin, 2006). It is also impacting the establishment of a mutual relationship between supply 

chains’ trading partners and also causing decision-making activities within supply chains to be a 

challenging problem (Pasandideh et al., 2015). The number of participant, stages and the level of 

integration within supply chain networks increases the complexity of supply chains (Lemmens, 

Decouttere, Vandaele, & Bernuzzi, 2016). Hence, organisations such as General Electric (GE) 

and General Motors (GM) are reported to be reducing the number of suppliers they have, so as to 

reduce the complexities of their supplier network and also be able to effectively coordinate the 

activities with the other organisations within their supply chain network (Denolf et al., 2015). 

2.3.1 Supply Chain as a Complex Adaptive System (CAS) 

The increase in supply chain reach has caused an increase in the number of nodes and connections 

within supply chain networks, and consequently, caused an increase in the exchanges and 

interactions among supply chains’ trading partners. The exchanges and interactions that exist 

within the global supply chain network have made supply chains become a convoluted system to 
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study and understand. Supply chains have been described as a complex system (Eamonn & Kelly, 

2015; Holweg & Pil, 2008), and also, as a complex network (Lam, Choy, Ho, Cheng, & Lee, 

2015; Li, Ji, Sun, & Lee, 2009) that comprises of many entities that are constantly interacting. 

The complex nature of supply chain networks suggests that supply chains have attained a level in 

which complex adaptive systems thinking is needed to provide additional insights into the 

complexities involved in the network and processes of trading partners.  

One of the major challenges faced by supply chain organisations is to develop a supply chain 

structure that can facilitate a synchronised, flexible and adaptive behaviour in a complex and 

dynamic environment (Li, Yang, Sun, Ji, & Feng, 2010). By thinking of supply chain network as 

a complex adaptive system, organisations will be able to study and understand the dynamic 

behaviour and response capabilities of their supply chain network so as to learn and change from 

experience (Holweg & Pil, 2008). They will also be able to interpret the behaviour of the members 

of the network in a complete manner so as to develop interventions that will be efficient and 

effective. However, organisations should be cautious in the adoption of this thinking because 

according to Li et al. (2010), complex adaptive networks are difficult to understand because of 

the amount and level of interaction between its constituent entities. 

Organisations’ effort to manage supply chains has been frustrating because supply chain 

managers have struggled with the complex and dynamic nature of supply chain networks, and 

also, with the inability to easily control or predict their trading members (Choi, Dooley, & 

Rungtusanatham, 2001). Hence, authors such as Li et al. (2009), Li et al. (2010) and Capaldo & 

Giannoccaro (2015) suggested that there is a need to recognise and treat supply chain networks 

as a complex adaptive network. This is because complex adaptive systems are dynamic systems 

that can easily evolve and adapt to a changing market environment (Glenn-Mann, cited in Iñigo 

& Albareda, 2016). They are also considered systems “that emerges over time into a coherent 

form and adapts and organises itself without any singular entity deliberately managing or 

controlling it,” (Holland, cited in Choi et al., 2001, p.352). Treating supply chain as a complex 

adaptive system can help generate and improve the understanding of how to manage the overall 

supply chain network.   

As explained in the work of Iñigo & Albareda (2016), complexity and systems-thinking have 

grown over the years to become an important concept and body of knowledge applied to the 

analysis of organisations’ complex networks and systems. According to Capaldo & Giannoccaro 

(2015), a complex adaptive system comprises of a network of interacting and adaptive agents. “In 

the case of supply chain systems, the agents interact by exchanging information and physical 

goods” (Holweg & Pil, 2008, p.399). According to Choi et al. (2001) and Day (2014) as well, a 

complex adaptive system focuses on the co-evolution and interplay between a system and the 
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environment in which the system operates. In the supply chain context, a system is regarded as a 

network of organisations that collectively share information and provide resources, products or 

services to a buying organisation, while an environment is regarded as the market space or sector 

in which the organisations operate. 

2.3.2 Collaborative Relationship in Supply Chain 

To increase supply chains’ efficiency and competitiveness, supply chain trading members must 

establish a mutually beneficial collaborative relationship. Similarly, to create a supply chain 

network in which information is adequately and smoothly shared, Braziotis et al. (2013) and 

Kembro & Selviaridis (2015) explained that the supply chain trading partners should establish a 

collaborative network of relationship that closely links the different organisations within the 

supply chain. The collaborative relationship in supply chains is a potential differentiator that 

enhances forecast accuracy and the adequate sharing of information (Syntetos, Babai, Boylan, 

Kolassa, & Nikolopoulos, 2016). It can, however, be difficult to achieve because it comes with 

challenges that include establishing the criteria for selecting the organisations to collaborate with, 

and also, developing and maintaining the activities and relationships involved in the collaboration 

(Gunasekaran et al., 2008).  

Today’s global supply chain environment is causing organisations strategic orientations to shift 

from being only competitive to also becoming collaborative. Since the mid-90s, practitioners and 

academics have strongly advocated for collaboration within supply chains (Ryu, Tsukishima, & 

Onari, 2009). This is because they understand that the supply chain that focuses on collaboration 

is in most cases more capable of implementing appropriate strategies that can help in the 

management of information and supply chain risks. Collaborative network and activities engage 

trading partners and facilitate the development of a responsive supply chain and the joint planning 

and processing of trading activities. This subsequently leads to an increased visibility of the 

supply chain’s operational activities, and an increased free exchange of information within the 

supply chain (Koçoğlu et al., 2011). 

In order to induce collaborative relationships between manufacturers and retailers, the “Voluntary 

Interindustry Commerce Standards (VICS) association developed an initiative called 

Collaborative Planning, Forecasting and Replenishment (CPFR)” (Tang, 2006, p.478). Under the 

CPFR initiative, the retailer and the manufacturer are expected to jointly develop an information 

sharing mechanism, and also, a demand forecast process, that is mutually agreeable to both 

parties. Other initiatives such as Continuous Replenishment (CR) and Vendor Managed Inventory 

(VMI) have also been developed, so as to facilitate collaboration between supply chain trading 

partners (Ryu et al., 2009). These initiatives often require commitments from trading partners. 
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They also require collaborating organisations to willingly and freely share information and to 

form a collaborative network and relationships that can enhance the delivery, design and 

conception of products and services (Braziotis et al., 2013). 

Organisations should adopt and establish collaborative relationships among themselves. This is 

because a collaborative relationship approach can be used as a supply chain risk management 

strategy that can help in the management of distortion to information and disruption to material 

flow (Braziotis et al., 2013). It can also be used in facilitating the optimisation of supply chain 

processes. According to Li et al. (2015), the collaborative relationship and network adopted by 

organisations should be characterised by a long-term orientation and low levels of goal conflict. 

It should also be characterised by some level of outsourcing so that organisations can concentrate 

on their core competencies, so as to increase their competitive edge (Tuncel & Alpan, 2010). As 

explained in the study of Zhu (2016), outsourcing often requires the sharing of some private 

information with third party organisation. This information, if not properly managed could create 

uncertainties that may eventually cause or increase supply chain risks. 

2.4 Supply Chain Structures 

In the traditional supply chain structure, retailers have the responsibility of acquiring customers 

and at the same time take risks such as inventory risks, distribution risks etc. (Netessine & Rudi, 

2004). However, with initiatives such as VMI and drop-shipping, the supply chain structure is 

changing. It is now expanding beyond organisations’ processes, to include the organisations’ 

trading partners (Hugos, 2010). According to Huang et al. (2016), supply chain structures should 

be built as a model that can evaluate the level of services offered to customers, with the aim of 

improving information performance and exchange between trading partners. Syntetos et al. 

(2016) presented a framework (Figure 2.3) that proposes a four-dimensional structure (i.e. 

location, product, echelon and time) for supply chains. The location dimension is essential in 

helping to provide information and forecast about transport planning, the product dimension is 

useful in transport planning as well as in warehouse planning, the echelon dimension is important 

in addressing all forecasting information and problems relating to inventory management, while 

the time dimension is important for all forecasting challenges, not just those relating to inventory.  
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has also been identified as a factor affecting supply chains’ structures (Ivanov et al., 2010; Piderit 

et al., 2011; Syntetos et al., 2016). This is because the geographic location of organisations 

influences how information is shared, how responsibilities are allocated and how decisions are 

made within supply chains. 

According to Karimi & Davoudpour (2016), supply chain structure can be divided into the parallel 

and serial structure. In the parallel structure, each organisation within the supply chain works as 

a separate individual towards performing its functions and achieving its own objectives. While in 

the serial structure, each organisation performs part of each other’s job functions so as to achieve 

the objectives of the different organisations within the supply chain. Serial structures are often 

high in complexity because of the inter-dependencies and inter-relation of trading members. 

Stevens & Johnson (2016) in their study also identified another structure called the centralised 

organisational structure. In this structure, organisations support the central goal of a networked 

supply chain. This structure, however, often leads to an inflexible structure that makes it difficult 

for organisations to cope with the challenges and turbulence of today’s market environment 

(Braziotis et al., 2013; Stevens & Johnson, 2016). 

In the work of Lambert & Cooper (2000, p.71), supply chain structure has also been divided into 

horizontal and vertical structures. According to them (p.71), “Horizontal structure represents the 

number of tiers available across the supply chain. While the vertical structure refers to the number 

of suppliers and consumers represented within each tier.” Ivanov et al. (2010) in their work also 

divided supply chain structures into different types, which are; organisational structure, functional 

structure, information/technological structure, financial structure, product structure and 

geographical/topological structure. According to them, these structures are all interrelated.  

The prominent structures within supply chains that were identified in the literature are briefly 

described below: 

Organisational Structure: This is associated with the structure of workers e.g. the directors, 

managers, workers etc. within an organisation. It is also concerned with the structure of the 

different trading partners that are members of a supply chain network. Organisational structure 

influences the environment in which supply chain trading partners operate. However, 

according to Denolf et al. (2015), supply chain organisations often have incompatible 

organisational structures that need to be properly integrated and managed, so as to operate in 

a coherent manner. 

Functional Structure: In the work of Lambert & Cooper (2000), it was explained that 

organisations often emphasise the importance of functional structure. Functional structure 

relates to the structure of the business processes and management functions within the supply 
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chain (Ivanov et al., 2010). It is also concerned with the processes involved in the 

manufacturing and delivering of products or services to meet consumers’ demands. 

Product Structure: This is the structure that deals with the design and development of products, 

product variety, bill-of-material, demand etc. (Ivanov et al., 2010). It also involves the network 

structure for sourcing, production and distribution across the supply chain (Lambert & Cooper, 

2000).   

Financial Structure: This is the structure that deals with the movement of funds within the 

supply chain. It also deals with costing, expenditure and the generation of profits (in some 

instances, loss) within the supply chain (Ivanov et al., 2010). It is one of the structures that 

other structures depend on.   

Informational Structure: Another important structure that other structures depend on, is the 

information structure. This structure involves the coordination strategy put in place by 

organisations to ensure that information is adequately and continuously shared between them 

and their trading partners (Ivanov et al., 2010). It is also concerned with the frequency of 

information flow among supply chain trading partners (Lambert & Cooper, 2000). 

The agility of supply chains in terms of structure impacts directly on an organisations ability to 

respond to consumers’ needs (Eckstein et al., 2015). It is, therefore, important for organisations 

to form an agile and coherent supply chain structure, because an agile and coherent supply chain 

structure help organisations attain an adaptive, resilient and responsive supply chain network 

(Eamonn & Kelly, 2015; Gunasekaran et al., 2008; Lambert & Cooper, 2000). An agile supply 

chain structure is also important in determining how risks relating to the different supply chain 

components can be expressed. Furthermore, it is also crucial in influencing the selection of the 

strategy that can be used in the management of information and supply chain risks. However, 

according to Gunasekaran et al. (2008), the level of complexity in terms of processes, products 

and networks can significantly hinder the ability of organisations to form an agile supply chain 

structure. Also, according to Wiengarten et al. (2016), when rules are less specified and enforced, 

the supply chain and its structures are likely to be less agile. 

2.5 Supply Chain Processes 

A supply chain has been described as a complex network that integrates different business 

processes, such as distribution, manufacturing and procurement, so as to create value in the form 

of goods or services to consumers (Lam et al., 2015; Li et al., 2009). While supply chain 

management has been described as the management of the internal and external processes of an 

organisation’s operations (Prajogo et al., 2016). The literature shows that each supply chain has 

its own set of processes and operational activities. Davenport cited in Lambert & Cooper (2000, 
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p.76) defined a process as “a structured and measured set of activities designed to produce a 

specific output for a particular customer or market.” Processes are an important determinant of 

how resources such as information, material and funds will flow within the supply chain, and also, 

how responsive a supply chain can be. 

The agility of supply chain processes determines the ability of the supply chain’s trading partners 

to respond to consumers’ needs. Hence, today’s supply chain organisations are increasingly 

improving their business processes, internal operations and process control (Prajogo et al., 2016). 

Business processes are fundamental links to the activities of all the trading partners within a 

supply chain network. In order to remain competitive, organisations, through supply chain 

innovations, are transforming their business processes and models (MacCarthy et al., 2016). They 

are also increasing the efforts to improve and align their processes so as to meet the demanding 

expectations of today’s marketplace. The processes within an organisation and between the 

organisation and its trading partners have also been identified by Kolkowska & Dhillon (2013) as 

an important factor in determining how business values and norms are achieved.  

One of the important issues that have gained attention among supply chain practitioners and 

researchers is the integration of processes (e.g. procurement, manufacturing, delivery etc.) within 

the supply chain network (Karimi & Davoudpour, 2016). The integration of processes within the 

supply chain is important because supply chain performance and competitiveness can be 

improved significantly if the processes within the supply chain network are properly integrated 

(Cherdantseva & Hilton, 2013; Denolf et al., 2015; Yu et al., 2010). According to Wiengarten et 

al. (2016), when the processes within the supply chain network are adequately integrated, 

information exchange among the trading partners is improved and thus, the flow of material and 

funds. Also, according to Stevens & Johnson (2016), an efficient supply chain performance can 

easily be achieved when processes are interacting and improving in an integrated manner, and not 

when isolated processes are improved or optimised. 

Supply chain processes include performance measurement, customer relationship and service 

quality management, distribution, manufacturing, procurement and product development 

(Marinagi, Trivellas, & Sakas, 2014; Pérez-Aróstegui, Bustinza-Sánchez, & Barrales-Molina, 

2015). These processes must be integrated in order to achieve an optimal supply chain 

performance. However, according to Lambert & Cooper (2000), integrating all the processes 

within a supply chain is probably not a good practice. This is because some processes within 

supply chains are more delicate than the others and organisations with such processes could lose 

a lot if anything goes wrong with the integrated processes. In the work of Wiengarten et al. (2016), 

it was also explained that integrating supply chain processes could be a problem because the 

tighter and more integrated the supply chain processes are, the more the severity of any 
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disruptions that might affect the supply chain will be. Hence, according to Stevens & Johnson 

(2016), integration should be driven by information, behaviour and insight and not just by 

processes. 

2.6 Supply Chain Disruptions 

Over the years, civil unrest, economic crisis, earthquakes, tsunami, viral diseases (e.g. SARS and 

Ebola) etc. have caused repeated disruptions to the ways organisations conduct their businesses, 

and consequently, to the ways the activities and processes of supply chains are being performed 

(McCormack et al., 2008; Mizgier et al., 2015; Tang, 2006). According to Foulds (2015), 

disruptions are activities or events that interrupt the flow of information and materials between 

suppliers, producers and consumers. Similarly, supply chain disruption has been described by 

Porterfield, Macdonald, & Griffis (2012) and Chang et al. (2015) as the events or activities that 

interrupt the normal flow of resources such as information, materials and funds (within a supply 

chain) and products or services (to consumers). According to Wagner & Bode (2006), supply 

chain disruptions may also be described as unintended events or situations that often lead to the 

exposure of the organisations within the supply chain to different risks. 

Global supply chains are getting longer and complex and hence more vulnerable to different 

uncertainties and disruptions. According to Mizgier et al. (2015), it is difficult to make predictions 

about disruptions that could occur in today’s global supply chains. This is because of the 

dispersion of the sources of disruptions, the dynamic nature of supply chains and the growing 

expectations and demands of consumers. According to Chang et al. (2015), the length, complexity 

and dynamic nature of a supply chain determines the extent of disruptions that information, 

material and knowledge could experience as they travel through the supply chain. In a shorter 

supply chain, information and material have a lesser chance of getting delayed, distorted or 

disrupted, while in a longer supply chain, the chances of information and material getting 

disrupted, distorted or delayed are very high. 

Disruptions can have a serious impact on the performance of the overall supply chain. This can 

be seen in the case of Japan’s global merchandise, which fell by 14.5%, when the country was hit 

by tsunami, in 2011 (Hasani & Khosrojerdi, 2016), and also in the case of computer manufacturers 

whose hard discs supply chains (based in Thailand) was disrupted, when the 2011 flooding of 

Thailand happened (Ho et al., 2015). The impact of disruptions in supply chains can cause 

organisations to lose out on customers, operational costs and shareholders’ value (Li et al., 2015). 

The financial performance of organisations can be adversely affected by supply chain disruptions. 

These, for example, can be seen in the loss of 400 million Euros by Ericsson, after Philip’s (their 

semiconductor supplier) plant caught fire (Ho et al., 2015; Li et al., 2015), and also, in the loss of 
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customer orders by Apple during a DRAM chips supply shortage that was caused by an 

earthquake that hit Taiwan in 1999. These organisations (Ericsson and Apple) were negatively 

affected both in the short-term and long-term manner.  

According to Clemons & Slotnick (2016), even with ample warning, it is difficult to prevent or 

completely avoid supply chain disruptions. Sources of supply chain disruptions can either be 

internal, that is, within the supply chain network (e.g. unreliable supplier, uncertain demand, 

sharing of inadequate information, etc.) or external, that is, outside the supply chain network (e.g. 

strikes, civil unrest etc.). It could also be as a result of unstable consumer demands, uncertain 

economic cycles, manmade disasters, or the use of unskilled labour to perform the operations and 

activities of the supply chain (Ryu et al., 2009). As shown in the work of Gunasekaran et al. 

(2008), the factors affecting supply chains’ exposure to disruptions also include: the number of 

transportation mode, the extent of geographical areas that the supply chain covers, the borders 

and political areas included in the supply chain network, and the degree of usage of technical 

infrastructure for managing the supply chains’ information. 

It is important for trading organisations to establish adequate strategies that can help deal with 

supply chain disruptions. However, not so many organisations have detailed strategies, plans or 

measures in place to deal with disruptions in supply chains (Shao, 2013). To deal with supply 

chain disruptions, organisations should implement strategies that include having alternative or 

multiple sources of supply, holding safety stock or purchasing insurance (Clemons & Slotnick, 

2016; Hasani & Khosrojerdi, 2016). Authors such as McCormack et al. (2008), Mizgier et al. 

(2015), Foulds (2015) and Lemmens et al. (2016) have also suggested that, to deal with supply 

chain disruptions, trading organisations should create resilient supply chains that can anticipate 

disruptions and risks, limit the impact of disruptions and risks, and quickly return the activities 

and processes of the supply chain to their previous or even a better state.  

2.6.1 Supply Chain Risks 

Organisations are reacting to the opportunities of globalisation by engaging in various global 

practices such as outsourcing, collaboration and partnerships that are increasing supply chains’ 

exposure to different vulnerabilities, threats and risks (Vilko et al., 2014; Wiengarten et al., 2016). 

Hence, today’s supply chains are increasingly and continuously being exposed to different supply 

chain risks. Supply chain risk has been described as “the likelihood and impact of unexpected 

macro and/or micro level events or conditions that adversely influence any part of a supply chain, 

leading to operational, tactical, or strategic level failures or irregularities” (Ho et al., 2015, 

p.5035). It has also been described as the negative deviation caused by disruptions that threaten 
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the regular activities and processes within a supply chain (Chang et al., 2015). The detrimental 

consequences of supply chain risks are intense on supply chain organisations. 

It is important to have a good understanding of the inherent risks that supply chains could be 

exposed to (Mizgier et al., 2015). Similarly, organisations are realising that it is important to 

understand the varieties and interconnectedness of the different types of risks that their supply 

chain could be exposed to, as this will enable them to develop effective risk management 

strategies that can be tailored to suit the overall supply chain (Chopra & Sodhi, 2004). This 

realisation is also making practitioners and researchers pay more attention to supply chain risks 

and their impact on the performance and operational continuity of supply chains (Li et al., 2015). 

Mizgier et al. (2015) noted that the increasing attention being paid to supply chain risks by 

practitioners and researchers is as a result of the rise in the disastrous events (natural and human) 

happening around the globe and that are causing distortion to information and disruptions to 

global supply chains.  

Three aspects of supply chain risk were identified in the literature, and they are:  

Operational risk – Operational risks are the inherent uncertainties in the day-to-day operations 

of supply chains. According to Vilko et al. (2014), the operational failure of information 

system and supply chain is an increasing concern to logistics and supply chain organisations. 

Uncertain supply and consumers’ demands, internal unrest, failure or loss of key supplier, 

product quality problems are examples of risks that may have severe impacts on the operations 

and performance of supply chains (Chang et al., 2015). 

Cost risk – According to Lemmens et al. (2016), this is the type of risk incurred in the running 

of the supply chain processes and activities. It is also sometimes referred to as financial risk. 

Franca et al., as cited in Lemmens et al. (2016) described the financial/cost risks associated 

with supply chains as the likelihood of the objectives of cost or profit not meeting their target 

level. According to Ho et al. (2015), there is still a research gap in the domain of financial risk, 

especially within supply chains.  

Reputational risk – According to Roehrich et al., cited in Petersen & Lemke (2015, p.498), 

reputational risk is “the cumulative likelihood that events stemming from exogenous or 

endogenous sources can occur and negatively impact stakeholder perceptions of the firm’s 

behaviour and performance”. If the reputation of any organisation within the supply chain is 

affected, it could potentially affect the holistic supply chain in a manner that poses a threat to 

all the members of the supply chain. Hence, it is important for today’s organisations to have a 

clear visibility of the integrity and activities of their trading partners, so as to avoid reputational 

demand. 
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Ho et al. (2015) categorised supply chain risk into two, and they are; the micro-risk and 

macro-risks. According to them, the micro-risks are the recurrent risks such as operational risks 

(e.g. supply and demand risk) that originate directly from an organisation’s internal activities or 

its relationships with other organisations within the supply chain. While macro-risks are the 

external events such as natural risks (e.g. tsunami and earthquakes) and man-made risks (e.g. 

political instability, terrorism and war) which have greater negative and adverse impact on 

organisations. Mitroff and Alpaslan, cited in Wiengarten et al. (2016), also identified three 

categories of risks to supply chains, and they are; the normal risks (e.g. technology breakdowns 

or failure), the abnormal risks (e.g. ill-will by outsiders or insiders) and the natural risks (e.g. 

earthquakes, fires etc.).  

Supply chain organisations are constantly being exposed to different risks, and according to 

Hamill et al. (2005, p. 472), “a risk accepted by one is a risk imposed on all.” Supply chain 

practitioners are therefore emphasising that there is a need for an effective strategy that can 

facilitate the anticipation, identification, assessment and management of risks. Chopra & Sodhi 

(2004) stated that organisations like Motorola, Toyota and Dell have created strategies of 

identifying and managing their supply chains risks. These strategies, however, are dependent on 

the likelihood and severity of the risks events. The risks that exist throughout supply chains have 

made decision-making a challenging problem, to such an extent that, supply chain practitioners 

now consider decision making regarding the management of supply chain risks an integral part 

of their job (Li et al., 2015). As explained in the work of Wiengarten et al. (2016), organisations 

are now investing in contingency plans and implementing mitigating practices that can facilitate 

the management of the various types of risks that their supply chain could be exposed to.   

2.6.2 Supply Chain Risk Management 

Supply chain risk management is one of the most important topics to supply chain practitioners 

and researchers because it has become an important domain that continues to present global 

challenges to organisations and supply chain managers (Chang et al., 2015). It has, however, also 

become important because it helps organisations proactively mitigate risks or reactively respond 

to them by facilitating the implementation of appropriate actions that can help contain or avoid 

vulnerabilities and threats in supply chains (Vilko et al., 2014). Supply chain risk management is 

described by McCormack et al. (2008, p.8) as “the systematic identification, assessment, and 

quantification of potential supply chain disruptions with the objective to control exposure to risk 

or reduce its negative impact on supply chain performance.” It is also described by Narasimhan 

& Talluri (2009) as the strategic management activities that can affect the operational 

performance of organisations, if not properly implemented. 
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Tang (2006) stated that management of supply chain risks requires the adoption of strategies that 

can help with supply management, demand management, product management and information 

management, and also, that can help with the coordination of upstream partners so as to ensure 

an efficient supply of materials, and downstream partners so as to influence demand and demand 

information on a regular basis. However, as stated in the work of Li et al. (2015), differences in 

organisational goals and information asymmetry could jeopardise the strategies used in the 

management of supply chain risks. To reduce risks and increase the effectiveness of supply chain 

trading partners, the activities within the supply chain network should be balanced and 

coordinated. one of the ways of coordinating supply chain activities is by having a written contract 

that will explicitly define the roles and responsibilities of each organisation within the supply 

chain (Denolf et al., 2015). 

The less specified or complete a contract is, the less successful the attempt at managing supply 

chain disruptions and risks may be. According to Koçoğlu et al., (2011) and Eamonn & Kelly 

(2015), one of the factors that can help in strengthening contracts and their duration among trading 

partners is the establishment of a  trust-based relationship. In the work of  Li et al. (2015), two 

supply chain risk management practices were identified. These practices (described below) often 

requires the development and use of contracts such as revenue sharing contracts, quantity-base 

contracts etc., by supply chain trading partners.  

Risk Information Sharing: This practice requires that organisations and their trading partners 

share their respective supply chain risk information in an accurate and timely manner. This 

practice helps organisations identify possible vulnerabilities within the supply chain and 

develop the possible corresponding measures. Also, when actual supply chain risk occurs, this 

practice provide organisations with accurate and timely information on the status and possible 

impacts of the risk. This practice also helps ensure visibility within the supply chain. 

Risk Sharing Mechanism: This practice involves a situation in which an organisation aligns to 

the obligations and incentives among the supply chain trading partners, regarding how the 

duties to manage supply chain risks is shared and how they (the organisation and its trading 

partners) face the consequences of supply chain risks. This practice involves the use of formal 

policies and arrangements (e.g. contracts). 

Chang et al. (2015) stated that organisations should devote resources to the management of risks, 

however, they should ensure that the benefits of doing so outweigh cost. Managing supply chain 

risk leads to the reduction of uncertainties and the impact of disruptions. It also helps in the 

improvement of supply chain operation and performance. However, to manage the risks that 

supply chains faces, supply chain trading partners “need to be adaptive to market dynamics,” 

(Tang & Tomlin, 2008, p.15). The management of supply chain risk can be approached in three 
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visits, etc. (McCormack et al., 2008). After risks have been identified, the next step is to 

quantify the identified risks through risk assessment.  

Risk Assessment: This phase deals with understanding the possibility of a potential risk 

happening, and the impact the risk could have on the overall structure, processes and 

information of the supply chain. According to Narasimhan & Talluri (2009), before developing 

risk mitigation strategies, it is important to quantify and classify the nature of the risks 

affecting the business. The quantification of risks helps in determining the strategies that can 

best fit for mitigating the identified risks. The risk assessment phase enables organisations to 

prioritise the resources that are/will be used for managing risk. It also helps organisations in 

understanding and clarifying the risk nature, the frequency at which the risk events has 

occurred or is expected to occur and the conditions leading to the risk events. It usually 

involves two measures which are; likelihood (the possibility that a risk event will happen) and 

impacts (the consequences faced by an organisation if or when a risk event happens) (Tuncel 

& Alpan, 2010; Vilko et al., 2014). While conducting a risk assessment, questions often asked 

include; what is the likelihood of the risk happening, what impact the risk would have on the 

organisation if or when it happens, etc. (McCormack et al., 2008). 

Risk Mitigation: As stated in the study of Tuncel & Alpan (2010) and Chang et al. (2015) risk 

mitigation in supply chain refers to an organisation’s actions intended at reducing the 

probability of occurrence and the negative impacts of risks. In this phase, the appropriate 

measures for controlling, mitigating or preventing the occurrence or effects of risks are being 

chosen and implemented. According to McCormack et al. (2008), supply chain risk mitigation 

methods includes; having alternative suppliers, the adoption of Collaborative Planning 

Forecasting and Replenishment (CPFR) initiative, establishing strategic partnerships, etc. Risk 

mitigation also deals with questions such as; what approach should be used to monitor risks, 

what approach should be used to control risks, etc. (McCormack et al., 2008). Chang et al. 

(2015) classified the strategies that can be used in mitigating supply chain risks into two 

categories which are; flexibility – focuses on building capabilities that can sense threats to 

supply chains and respond to them quickly, and redundancy – focuses on reducing the 

negative impacts of risk by ensuring product availability. 

Risk Monitoring: This is considered the last phase in the management of risks. In this phase, 

the implemented measures for mitigating, preventing or controlling risks are being supervised. 

This phase could also help to detect risks before and when they occur. According to Ho et al. 

(2015) however, not so much attention is being given to this phase of risk management. 

Risk management is an integral part of any business. Chang et al. (2015) stated that supply chain 

risk may be classified as acceptable, unacceptable and tolerable, and based on this classification 
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organisations can implement strategies that can best help manage risks. According to Tang (2006), 

the management of risks in the supply chain requires that the partners within the supply chain 

network are able to access different types of private information that are available to the different 

partners within the network. Communication across the supply chain’s functional units has also 

been identified by McCormack et al. (2008) as being fundamental in the identification of risks 

and also, in the determination of appropriate measures and actions that can be taken in the 

management of risks. Ho et al. (2015) stated that communication within supply chains’ functional 

units can be easily established only when there is a clear definition of the roles of the respective 

supply chain members, and also, only when an adequate information sharing mechanism is 

established within the supply chain. 

2.7 Supply Chain Management 

Today’s global and competitive market environment has caused an increase in the level of 

attention being paid to the material, funds and information being shared among supply chain 

trading partners. It has also made supply chain management become an important issue to trading 

partners. According to Lambert & Cooper (2000, p.66), supply chain management “is the 

integration of key business processes from end user through original suppliers that provides 

products, services, and information that add value for customers and other stakeholders”. The 

management of supply chain has become an important strategic issue for organisations because 

when supply chains are properly managed, the activities starting from the creation of demand up 

to its fulfilment are properly controlled (Pedroso & Nakano, 2009). However, when supply chains 

are not properly managed, valuable resources such as funds and information could be wasted 

(Lambert & Cooper, 2000). 

Since the 1990s, supply chain management has been receiving a lot of attention and definition 

from academics and different industrial practitioners (Gunasekaran et al., 2008; Zhang & Chen, 

2013). According to Pasandideh et al. (2015), it is still receiving attention from several 

organisations because it is considered an essential activity required for meeting consumers’ 

demands. It is also considered a key determinant in achieving competitive advantage and 

performance. According to Yu et al. (2010), a successful supply chain management can be 

achieved when there is commitment of trading partners to the sharing of real-time information. 

This is because, supply chain management incorporates the movement of goods and the exchange 

of information between suppliers, manufacturers, distributors, retailers, consumers and any other 

organisations within the extended supply chain network (Gunasekaran et al., 2008). 

Supply chain management practices help with the management of the financial, information and 

material flow across the entire supply chain. They also help with the planning, controlling and 
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monitoring of the supply chain network’s activities, so as to achieve consumers’ satisfaction and 

at the same time maximise profit. These practices provide the support needed by organisations in 

becoming collaborative and responsive. They also play an important role in minimising the 

inherent uncertainties within supply chains (Stevens & Johnson, 2016). According to Tuncel & 

Alpan (2010) however, supply chain management practices that do not put into consideration, 

vulnerability and risk issues, may have to deal with the inconsistent processes and flow of 

resources, that could lead to sub-optimal results.  

In recent years, numerous research that investigated and suggested solutions on the major 

challenges and trends in the management of supply chains have been published. Results from 

these research show that the rapid transformation in business environments, the diversity in 

consumers’ demands and the severe competition in today’s markets are causing organisations to 

face challenges in the management of supply chain. The cost involved in the management of 

supply chains has also been identified by Gunasekaran et al. (2008) as a challenge facing 

organisations in the management of supply chains. In order to address the challenges faced in the 

management of supply chains, Li et al. (2015) suggested that supply chain organisations should 

work in an integrated manner, as this ensures the continuity of the management strategies put in 

place within the supply chain.  

2.7.1 Supply Chain Integration 

Supply chain management has seen a shift in focus from inter-functional integration to 

information and process coordination and inter-organisational integration. Hence, successfully 

managing the activities of the different organisations involved in the acquisition of information, 

funds and materials, and in the production and distribution of goods or services, requires the 

integration of the processes of the different organisations within the supply chain network 

(Lambert & Cooper, 2000; Wang et al., 2016b). As explained in the work of Wiengarten et al. 

(2016), when the processes within the supply chain network are adequately integrated, the 

organisations within the network are able to access the capabilities and resources embedded 

within the other organisations in the network, and subsequently, able to increase their visibility 

and innovativeness. According to Stevens & Johnson (2016), having visibility within the supply 

chain network can help in the identification and management of potential threats and risks to the 

organisations within the network.  

Supply chain integration may be referred to as the adoption and use of standards, practices, 

technology and information systems, among supply chain trading partners for the purpose of 

establishing a timely flow of information, funds, materials and finished goods and services 

(Koçoğlu et al., 2011). According to Wiengarten et al. (2016), it is the extent to which an 



32 
 

organisation strategically aligns and interconnects with the trading partners within its supply chain 

network. While, according to Stevens & Johnson (2016), it may be referred to as the coordination, 

linkage and alignment of information, processes, strategies and people across all points of contact 

within the supply chain, so as to ensure the effective and efficient flow of information, funds and 

materials, in response to consumers’ needs. Supply chain integration has been categorised into 

three different types by Stevens & Johnson (2016), and they are: 

Supplier integration: helps improve the operations of organisations and their supply base, by 

facilitating the sharing of information, streamlining the flow of products and enabling a 

collaborative relationship between organisations and their supply base. 

Distribution integration: helps improve the management of resources and product flow, by 

increasing demand information visibility. With an integrated distribution, the organisational 

focus does not only include the efficient management of transport but also includes the 

development, planning and controlling of an effective forward and reverse storage and flow 

of products and their related information amongst the trading partners. 

Customer integration: help organisations collaborate with customers so as to develop an 

agreeable forecast of demand and supply that can meet the needs of customers. Customer 

integration can be operationalised by CPFR. 

Integration can be from an internal perspective, that is, when the different functional areas within 

an organisation’s boundaries are integrated, or from an external perspective, that is, when the 

activities and processes of an organisation and its trading partners are integrated (Shao, 2013; 

Wiengarten et al., 2016). It is important to manage both the internal and external integration of 

an organisation, so as to facilitate the smooth flow of resources. According to Khalifehzadeh, 

Seifbarghy, & Naderi (2015) however, one of the most difficult challenges still facing today’s 

supply chain is the integration of production and distribution activities among the trading partners. 

To manage these challenges, Steven cited in Stevens & Johnson (2016), suggested that 

organisations should progress through different supply chain developmental stages. These stages 

as shown in Figure 2.5 starts from a baseline of independent functional silos, and then moves 

gradually until the stage of full internal and external integration is achieved, where there is a 

seamless flow of resources among the supply chains’ trading partners. 
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collaborative relationships. These networks are inherently complex, have greater distances and 

consequently, have more uncertainties and are faced with more vulnerabilities, disruptions and 

risks (Chang et al., 2015; Tuncel & Alpan, 2010; Wiengarten et al., 2016). These disruptions and 

risks are adversely impacting on the information, operations and performance of supply chain 

organisations (Foulds, 2015; Ho et al., 2015). Hence, supply chain practitioners and researchers 

are emphasising that trading organisations should establish and implement agile and resilient 

supply chain management practices that encourage information sharing, anticipates disruptions 

and risks, limit the negative impacts of disruptions and risks, and at the same time help 

organisations maintain an acceptable service level and cost reduction (Day, 2014; Lemmens et 

al., 2016; Wang et al., 2016b). 
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& Thomé, 2016). According to Simchi-Levi, Kaminsky, & Simchi-Levi (2004), when relevant 

and reliable information are made available within the supply chain, the trading partners are able 

to prevent out of stock situations, avoid problems such as the bullwhip effect (Angeles, 2009), 

ensure accurate planning, forecasting and production (Yu et al., 2010), and also enhance their 

respective decision making processes (Mitchell & Kovach, 2016).  

Studies on the flow of information in supply chain have been mostly about demand information 

(Wang & Disney, 2016). Hence, information regarding demand is considered one of the most 

critical information needed by trading partners. When trading partners have the complete 

knowledge of the consumers’ demand information, they are able to make effective decisions. 

According to Isaksson & Seifert (2016), demand information, when shared accurately, improves 

inventory management. It, however, can also cause harm to organisations, especially when leaked 

to competitors. Insufficient demand information can also be a cause of an increase in the 

manufacturers’ production cost, and an unreliable demand forecast, which can negatively affect 

the inventory planning capacity of trading partners (Wang, Lu, Feng, Ma, & Liang, 2016d). 

The quality of information that the different organisations within a market have about each other 

is an important determinant of each organisations’ behaviour in the market. It is also a determinant 

of the benefits derived by organisations when information is shared (Dai, Li, Yan, & Zhou, 2016). 

According to Kembro & Selviaridis (2015), organisations are often faced with the challenge of 

deciding on the quality of information to be acquired or shared within the supply chain. The 

factors affecting the quality of any acquired or shared information are the divergent interests of 

supply chain partners and the sharing of asymmetric information across the supply chain (Zhu, 

2016). When information is shared or distributed asymmetrically, it opens the door for 

opportunistic behaviours. 

Information asymmetry has become a vital issue for supply chains because it creates uncertainties 

for decision makers and often increases supply chain risks. According to Tong & Crosno (2016), 

information asymmetry is caused by organisations deliberately distorting the information that is 

communicated not only to their competitors but also to their trading partners. When information 

is deliberately distorted, the benefits to be derived from such information is often minimal. 

Information asymmetry is often amplified when trading partners fail to share real-time 

information (Dai et al., 2016). To mitigate information asymmetry, organisations should adopt 

control mechanisms that include the careful selection of trading partners and the establishment of 

trust with the selected trading partners (Miller & Drake, 2016). 

Acquiring information can be costly. According to Huang et al. (2016, p.1519), “the more detailed 

the information is, the greater the cost of collecting it.” One of the major concerns of organisations 

with regards to acquiring information is the accuracy of the acquired information. This is because, 
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when inaccurate information is acquired, it can cause coordination failure in supply chains. 

According to Ryu et al. (2009), there seems to be an inherent reluctance by organisations to 

disclose accurate or more than minimal information to their trading partners. This is because of 

the fear that the disclosed information may leak to their competitors. Yu et al. (2010), however, 

stated that if organisations are made to understand the benefits they will derive from sharing 

accurate and reliable information, they will be willing to disclose the necessary and accurate 

information that is required for the success of the supply chain. 

3.3 Information Sharing within Supply Chains 

The topic of information sharing has been on the agenda of both supply chain practitioners and 

researcher for decades and has also become a topic of debate and interest among supply chain 

organisations (Rached, Bahroun, & Campagne, 2015). For supply chains’ structures and 

processes to be synchronised, the organisations within the supply chain must share information. 

Similarly, in order to establish a resilient and agile supply chain, information must be shared 

among the supply chains’ trading partners (Gunasekaran et al., 2015). Information sharing has 

been described in the study of Tong & Crosno (2016) as the proactive and timely exchange of 

useful information among trading partners, and in the study of Li and Lin (2006) as the degree to 

which relevant and proprietary information is shared among trading partners. It has also been 

described in the study of Dai et al. (2016) as the practice in which inventory and consumers’ 

demand information are being communicated to all the parties within the supply chain. According 

to Yu et al. (2010), information sharing can be divided into three different scenarios which are: 

Scenario 1: No information is shared between the parties in the supply chain network 

Scenario 2: Partial information is shared between the parties in the supply chain network 

Scenario 3: Full information sharing happens between the parties in the supply chain 

network 

Not sharing information within the supply chain might render trading inefficient (Miller & Drake, 

2016). However, according to Yu et al. (2010), not sharing information within the supply chain 

is in some cases better than sharing partial information. For example, when only information such 

as inventory or capacity level is shared but demand information is not shared, interference with 

production may be caused and sales forecast may be misrepresented. Increased information 

sharing among trading partners may also not always be favourable. This is because, for example, 

when excess raw downstream data are sent to upstream partners, it may result in inaccurate 

assimilation or misrepresentation of data (Kembro & Selviaridis, 2015). 

There is a growing body of literature on the study of the incentives that can be derived from 

sharing information within supply chains (Fu & Zhu, 2010; Li et al., 2015; Rached et al., 2015). 
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Sharing information helps supply chain members in responding rapidly to market changes (Chang 

et al., 2015), reducing supply chain complexities and uncertainties (Gunasekaran et al., 2015) and 

ultimately, in satisfying consumers’ needs (Kenyon, Meixell, & Westfall, 2016; Spekman et al., 

2016). Hence, the sharing of information should be encouraged between supply chain members. 

Koçoğlu et al. (2011) in their study outlined some means of encouraging the sharing of 

information among supply chain members. The means are: 

Inter-organisational integration: In order to improve their performance, organisations are 

encouraged to undertake supply chain initiatives such as outsourcing, collaboration and 

inter-organisational integration (Kenyon et al., 2016). Inter-organisational integration allows 

for the sharing of information, responsibilities, resources, rewards and risk among the supply 

chains’ trading partners. Hence, according to Koçoğlu et al. (2011), when inter-organisational 

integration is established, information can be adequately shared, and an efficient and effective 

supply chain operation can be easily achieved. 

Provision of Incentives: Incentive schemes can be used to facilitate information flow and 

information access management within supply chains (Koçoğlu et al., 2011; Siddiqui & Raza, 

2015). Although, according to Lei et al. (2015), incentive conflicts can lead to failure in supply 

chain coordination. The result of the study of Rached et al. (2015) on the gains of sharing 

different types of information, shows that incentive mechanisms are important in encouraging 

the sharing of different types of information within the supply chain. Hence, incentive 

mechanism should be established across the supply chain network, so as to facilitate the 

prompt and complete sharing of information.  

Establishing a Trust-based Relationships: The issue of trust is a determinant in the reluctance 

of organisations to share information with their trading partners (Koçoğlu et al., 2011). 

Organisations in a high trust relationship are often more willing and less reluctant to share 

information. This is because, in a trust-based relationship, the information being shared 

between the supplier and retailer is believed to be credible and reliable (Fu, Dong, Liu, & Han, 

2016), and the organisations in this type of relationship do not expect their trading partners to 

behave opportunistically. However, according to Prajogo et al. (2016), it takes time to build 

trust in supply chain relationships and among trading partners. 

Adoption of Information Technology (IT): Information technology is a resource that enables 

the acquisition, storage, sharing and use of information (Bian, Shang, & Zhang, 2016; Eamonn 

& Kelly, 2015; Koçoğlu et al., 2011; Pérez-Aróstegui et al., 2015). Hence, the adoption of IT 

and its infrastructures such as the different hardware, software, shared technological service 

etc. enables and facilitates the smooth diffusion of real-time information among trading 
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partners. According to Rached et al. (2015) however, the pervasiveness of IT is also creating 

a significant challenge to real-time information sharing. 

The willingness of most organisations to share information is a function of the information 

revelation behaviour of the other organisations within their supply chain network (Zhang & Chen, 

2013). Lack of trust, inability to link inter-organisational information systems, improper handling 

of confidential information and fear of loss of bargaining power are some of the issues preventing 

organisations from willingly sharing information. Irregular demand patterns, lead-times and 

information sharing direction (i.e. upstream or downstream) has also been identified by Wang & 

Disney (2016) as factors affecting the sharing of information, willingly. Shao (2013) and Singh 

& Teng (2016) however, stated that establishing a collaborative relationship and trust often 

facilitates and ensures information is willingly shared among trading partners.  

Achieving the benefits of information sharing within supply chains may be difficult. Hence, 

Zhang and Chen (2013), Denolf et al. (2015), Lei et al. (2015), Lee, Cho, & Paik (2016), and 

Protopappa-Sieke, Sieke, & Thonemann (2016) suggested that supply chain trading partners must 

sign coordinative contracts such as compliance contracts, revenue-sharing contracts, VMI 

contracts, service level contracts etc. that will make certain that each member in the supply chain 

share relevant information adequately. Furthermore, McCormack et al. (2008) suggested that the 

process, format, frequency, and technology used for sharing information must be agreed upon by 

the supply chain trading partners, as this will reduce the supply chains’ overall risk, enable 

consistency and consequently, encourage the supply chain members to participate in the sharing 

of information. 

One of the ways of reducing the probability of risks occurrence and the severity of disruptions is 

by sharing information among the supply chain trading members. Hence, Supply chain partners 

are encouraged to openly and frequently share information about their production processes, 

marketing activities and general consumer information. According to Schoenherr (2010) and 

Piderit et al. (2011), openly and frequently sharing information increases the level of 

inter-organisational relationship and trust, decreases uncertainties and reduces the impacts of the 

risks inherent in supply chains. This is because, as explained in the work of Shao (2013), 

organisations that openly and frequently share information concerning disruptive activities will 

enable their trading partners to proactively prepare and make possible plans for reducing the 

negative impact of such disruptive activities. 

3.3.1 Information Misalignment in Supply Chains 

One of the effects of not sharing information adequately, as found in the literature, is the 

misalignment of information. The misalignment of information, especially the demand and supply 
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information, causes an effect called the “bullwhip” effect, in supply chains. The bullwhip effect 

is one of the main causes of distortion to upstream inventory (Wang et al., 2016d). It is caused by 

inaccuracies or inconsistencies in inventory information and records (Bruccoleri, Cannella, & 

Porta, 2014), the lack of information visibility within the supply chain network, and the delays in 

information sharing among trading partners (Wang & Disney, 2016). According to Bruccoleri et 

al. (2014), human factors or employees’ behaviour towards information, such as inventory 

information, is also another important contributing factor to the misalignment of information 

within supply chains.  

The lack of information and the misalignment of information, are some of the forces contributing 

to the disruptions happening in today’s volatile globalised supply chains. Similarly, supply chain 

members’ inability to access demand information or make demand forecast, and the lack of timely 

and precise information about the true point of sales data are also contributing factor to the 

misalignment of information happening within supply chains (Mitchell & Kovach, 2016; Pedroso 

& Nakano, 2009). Dai et al. (2016) explained that the shrinkage in the quality of shared 

information is also another contributing factor to information misalignment with supply chains. 

They further explained that when statistical information rather than real-time information is being 

shared within the supply chain, the bullwhip effect can also be created or magnified. 

To overcome the misalignment of information and also reduce the impact and consequence of 

bullwhip effect, Zhang & Chen (2013), Sabitha, Rajendran, Kalpakam, & Ziegler (2016) and Bian 

et al. (2016) suggested, as a measure, the adequate sharing of information among supply chains’ 

trading partners. According to Kembro & Selviaridis (2015), several other authors have also 

shown that the frequent and adequate sharing of information, such as demand and inventory 

information, help minimise information misalignment. However, according to Wang & Disney 

(2016), information sharing can sometimes also be a cause of information misalignment, 

especially when there is a lack of trust and when information is not adequately and accurately 

shared among the information sharing partners (Miller & Drake, 2016). 

3.3.2 Trust within Supply Chains 

Trust and shared vision between supply chain trading partners are identified to be of huge 

influence on the quality of shared information within supply chains (Denolf et al., 2015). They 

have also been identified as major factors that could prevent an organisation or supply chain’s 

growth and performance. Trust within supply chain has been described in the study of Koçoğlu 

et al. (2011, p. 1633) as “the extent to which a firm believes that its partner with whom exchange 

takes place, is honest and/or benevolent and is considered to be a salient buffer of long-term 

stability and success of inter-organisational relationships.” It has also been described by Seth et 
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al. (2015) and Spekman et al. (2016) as the belief that an organisation’s trading partners will act 

in a reliable and consistent manner, and deliver on what they have said they will do. 

Trust is an important enabler for information sharing and process integration among supply chain 

trading partners. This is because it makes it possible for organisations to make decisions that will 

not be harmful to the other members of the supply chain network. It also serves as a mitigating 

factor to the information users’ potential loss (Fu et al., 2016). In the study of Piderit et al. (2011), 

it was stated that for supply chains to remain competitive and integrated, the organisations within 

the supply chain must build trust among themselves so as to allow for an improved information 

sharing. Similarly, according to Choo (2011), for supply chain to remain integrated, the 

organisations within the supply chain must have a trusted and secure information sharing 

mechanism that facilitates the timely sharing of information. This is because a trusted information 

sharing mechanism within the supply chain will help ensure the commitment of trading partners 

to the information sharing activities of the supply chain. 

Trust, privacy and security, are complex issues that have transcend the traditional market 

environment, and have moved into the modern electronic geographically dispersed market 

environment. Organisations are therefore increasingly being advised to trust each other so as to 

be able to reduce the challenges affecting information sharing, and still be able to effectively 

manage the processes within their supply chain network (Shao, 2013; Singh & Teng, 2016). The 

existence of trust between trading partners is a determinant of how successful, information 

systems will be used to facilitate the sharing of information. It is also a determinant of the level 

of confidence that organisations will have in each other’s shared information. Trust, however, is 

still considered a major challenge affecting the sharing of information among trading partners and 

also a major contributor to supply chain failures (Singh & Teng, 2016).  

3.4 Information Systems & Technologies within Supply Chains 

In the present knowledge economic era, information systems and their related technologies have 

become an indispensable tool for the daily operations of businesses, and in the management of 

knowledge. They are making it possible for business information that was only accessible when 

in the office, to become accessible from anywhere in the world. Hence, they are increasingly 

being used as a tool to coordinate supply chains’ structures, to increase the visibility of supply 

chains’ operations and processes (Lam et al., 2015), and to facilitate the provision of accurate 

information in real-time to trading partners. However, to achieve these benefits (offered by the 

use of information system), the information systems used within supply chains must be 

user-friendly, accessible and reliable (Seth et al., 2015). There functionalities and capabilities 

must also be accessed and utilised to their capacity (Montesdioca & Maçada, 2015). 
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The sharing of information is being facilitated by the integration of different information systems 

(Singh & Teng, 2016). Hence, when organisations are planning the adoption and implementation 

of information systems, they should consider the systems that can integrate easily with the systems 

of their trading partners. Integrated information system makes it possible for organisations to 

make the necessary information related decisions (Lee et al., 2016). However, according to Pérez-

Aróstegui et al. (2015), the integration of information system must be in alignment with the 

organisational strategy. This is because the degree of information system integration with an 

organisation’s strategy is an important determinant of the competence and capabilities of the 

overall information systems used within the organisation. Tatoglu et al. (2016), also alluded to 

the fact that non-alignment of information system and organisational strategy, prevents the full 

integration of information system into the organisational processes. 

Information systems have evolved from the early legacy systems that were less sophisticated, to 

more advanced information management systems. They now act as one of the major difference 

between the traditional supply chains and modern supply chains (Marinagi et al., 2014). Every 

aspect of modern supply chains is being affected by the pervasiveness of information systems and 

technologies (Singh & Teng, 2016). Hence, supply chain organisations are forced to, now more 

than ever, adopt information systems and their related technologies. This adoption is, however, 

giving those with criminal intention the motive and desire to develop newer ways of 

compromising information within supply chains. Choo (2011) stated that the global adoption and 

use of information systems present those with criminal intentions, the opportunity to perform their 

criminal activities. It also makes the efforts to guarantee the security of information within supply 

chains more challenging. 

The availability, accuracy and reliability of information and the performance of supply chains are 

now being significantly improved by leveraging on information system and technology initiatives 

such as Efficient Consumer Response (ECR), Quick Response (QR), Vendor Managed Inventory 

(VMI), Radio Frequency Identification (RFID), etc. These initiatives, however, requires 

substantial investments which not all parties within the supply chain might be able to afford 

(Costantino, Di Gravio, Shaban, & Tronci, 2015). Hence, authors such as Stefansson (2002); Fu 

and Zhu (2010) suggested that in the presence of the overhead cost associated with this different 

information system and technology initiatives, it is worthwhile to examine the technology need 

and use of all trading partners in order to determine if it is an economically attractive option for 

the supply chain to invest in any technology initiative. 

In the next sections, some of the information systems and technologies, as identified in the 

literature, being used to acquire, process, store and share information within supply chains are 

presented.   
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3.4.1 Vendor Managed Inventory (VMI) System 

The VMI system, according to Mateen & Chatterjee (2015), is a supply chain coordination 

mechanism. The literature shows that the performance of supply chain increases when VMI 

system is implemented to facilitate information sharing activities and practices between suppliers 

and their retailers. This is because VMI system makes it possible for all trading partners in a 

supply chain to have access to the consumer demand information. It also provides tools that help 

with the synchronous management of information and the update of information in real-time. 

With the VMI initiative, the level of coordination and collaboration among trading partners is 

such that there is a total visibility of information (Costantino et al., 2015). Klein et al. cited in the 

study of Angeles (2009) explained that, with VMI, buyers and retailers are expected to share 

operational information with the respective suppliers in their trading network. They are also 

required to share inventory and demand information (Dai et al., 2016; Wang & Disney, 2016). 

The VMI system is a widely used supply chain initiative that was launched to help suppliers and 

manufacturers plan the ordering and replenishment of the inventory of their retailers or customers 

in general (Lee et al., 2016; Tang, 2006). It is a system that is gaining a lot of attention from 

organisations. This is because, with it, trading partners benefits from the reduction of the risk of 

information distortion and decision echelons. It is also because, it performs better than the 

traditional system of inventory management (Lee et al., 2016). In the traditional system of 

inventory management, the retailer manages its own inventory and inventory information, and 

when the inventory is low, the retailer places a replenishment order with the supplier. But, with 

VMI, the vendor or supplier automatically replenishes the retailers’ inventory, because the 

retailers’ inventory information is under their (i.e. vendor or supplier) surveillance (Wang & 

Disney, 2016). This means that, under the VMI initiative or agreement, the vendor or supplier is 

allowed direct access to the information regarding inventory.  

The implementation of a VMI system involves having a centralised information sharing system 

that helps with inventory and replenishment management capabilities. According to Sabitha et al. 

(2016), the implementation of VMI also often comes with challenges and operational difficulties. 

These challenges include the number of retailers under the VMI, the lack of information visibility 

between suppliers and retailers, the misalignment of information and the increase in 

organisational cost (Mateen & Chatterjee, 2015). To manage these challenges, it is explained in 

the study of Lee et al. (2016) that suppliers and customers should sign a VMI contract that 

specifies proportional and fixed penalties for overstocking or lack of information sharing, and 

that also specifies a maximum inventory level. Mateen & Chatterjee (2015) also stated that 

managing VMI challenges requires the institutionalisation of incentive mechanisms in which the 

parties experiencing challenges are compensated. The alignment and commitment of trading 
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partners to their process of forecasting, information sharing, planning and replenishment can also 

help reduce the challenges of the adoption of VMI (Costantino et al., 2015). 

3.4.2 Warehouse Management System (WMS)  

Warehouse play a pivotal role in the activities of any supply chain (Accorsi, Manzini, & Maranesi, 

2014). According to Atieh, Kaylani, Al-abdallat, Qaderi, Ghoul et al. (2016), the main role of a 

warehouse is to manage the flow and storage of goods in the most effective and efficient manner. 

Today, however, the requirements for warehousing operations have significantly increased due to 

the consumers’ needs in terms of order accuracy and response time. It has also increased as a 

result of the global market trends such as e-commerce (Accorsi et al., 2014). Hence, as identified 

in the literature, the traditional manually managed warehouse is deemed insufficient in today’s 

business environment. In agreement, Alyahya, Wang, & Bennett (2016) also explained that the 

traditional manually operated warehouse is often faced with challenges such as a consistent 

increase in the cost of labour, a poor efficiency of material handling and also, a high frequency of 

human errors, which could negatively impact the overall supply chain. The desire of organisations 

to overcome these challenges have necessitated the need for warehouse automation.  

The advancement of technology and its implementation and integration into today’s supply chain 

structures, processes and activities has created opportunities and demonstrated great improvement 

for warehouses in terms of a better inventory control and shorter response time. It has also enabled 

the development of the Warehouse Management System (WMS), which as described by Jomaa, 

Monteiro, & Besombes (2013), is a software that is used to control and monitor the operations 

and activities within a warehouse. These operations and activities include space optimization, real 

time product tracking, shipping and receiving, planning, scheduling, warehouse consumption 

forecasting and inventory management. According to Atieh et al. (2016), Warehouse 

Management System (WMS) is a necessary component and approach for today’s warehouse 

facilities. This is because it facilitates an automated warehousing system that provides more 

efficient and reliable results compared to the traditional warehouse management approach. It also 

requires less effort in the tracking and management of stock. 

The WMS, just like any other system comes with its own challenges. Of these challenges, one of 

the most prominent is it cost of acquisition (Accorsi et al., 2014). Other challenges with the 

adoption of WMS includes, the skills required in the implementation and integration of the system 

into the existing organisational warehouse processes and structures and the skills required in 

operating the system so as to perform optimally. To manage some of the challenges with WMS, 

Atieh et al. (2016) suggested that the software (for the WMS) to be adopted by organisations must 

be chosen based on the needs of the warehouse.  
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3.4.3 Electronic Data Interchange (EDI) System 

Using electronic aids to facilitate data processing and information exchange has been a practice 

by organisations for decades. However, according to Pfeiffer (2012), towards the end of the 

1970s, the use of computer-based information systems for facilitating data processing and 

information exchange became pervasive. One of such computer-based information system used 

is the EDI System. EDI facilitates the intra- and inter-organisational computer-to-computer 

exchange of information and documentation, in a computer-processable and structured format 

(Ramdeen, Santos, & Chatfield, 2011). Jardini, Kyal, & Amri (2016) explained it to be the transfer 

of structured data from one computer to another, by means of agreed messaging standards that 

are acceptable to the trading partners. Similarly, Tatoglu et al. (2016) explained it to be the 

electronic exchange of documents and information in real-time. The data from EDI systems are 

usually preformatted, and their exchange mostly relies on the Internet, although, they can also be 

exchanged through peer-to-peer networks and serial links (Margaret, Sharon, & Jeff, 2014). 

The EDI technology has been in existence for a long time (Gunasekaran et al., 2008; Stefansson, 

2002). But before its existence, organisations used Electronic Data Processing (EDP) systems that 

are designed to automate labour intensive and repetitive processing tasks (Pfeiffer, 2012). But 

with the advances in technology, EDI was developed as an initiative for linking suppliers and 

consumers, and for sharing and integrating the information within supply chains. EDI is a 

technology that is being increasingly adopted by supply chain organisations to suit their business 

needs, budget and capabilities, and to also support the interaction with their global partners. 

Although, according to Gunasekaran et al. (2008), some organisations are not adopting it at a 

significant rate. This, according to Musawa & Wahab (2012) is because they believe that EDI, 

just like most other information systems and technologies, often have a limited impact on their 

operations, as a result of their under-utilisation. 

EDI enables a shared information platform that facilitates easier communication among trading 

partners. It also enables the processing of information and the facilitation of interaction and 

communication between trading partners. Furthermore, it enables the automatic exchange of 

information between remote applications, especially in cases where those applications belong to 

different organisations (Pfeiffer, 2012). With EDI, organisations benefit from reduced time and 

effort required to share information and perform transactions (Macharia & Ismail, 2015). They 

also benefit from reduced transaction cost, improved information quality, improved customer 

service and enhanced operational efficiency. The adoption of EDI, however, also comes with 

challenges. According to Romi (2014), establishing EDI and its value-added network (VAN) 

services between trading partners often requires that the trading partners have compatible ICT 

infrastructure, and this is not always the case between trading organisations.  
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The skills and cost involved in the adoption and implementation of EDI is a challenge to 

organisations (Musawa & Wahab, 2012). According to Jain et al. (2009), another challenge to 

EDI is that data can only be exchanged with pre-arranged partners. This is a challenge because it 

means that organisations cannot share or access data without having a prior agreement on 

messaging standards that are acceptable to their trading partners. The time and processes involved 

in reaching such agreement are often a challenge to most organisations. Hence, organisational 

complexities and readiness should be considered when planning to adopt EDI.  

Jardini et al. (2016) stated that organisations should consider the merging of the EDI technology 

with the Just-in-time (JIT) production system. This, according to them is because the exchange 

of information using the two systems can contribute to a close collaborative relationship between 

trading partners. The JIT principle is a management philosophy that ensures that the demands of 

consumers are met, in good time and with enhanced quality (Patil, 2016). According to Jardini et 

al. (2016), it is a system that ensures that any malfunction in production is identified and 

eliminated. Hence, the use of EDI and JIT together will provide an efficient practice that can help 

in the reduction of waste, elimination of stocks, and the management of physical and information 

flow within the supply chain. 

3.4.4 Radio Frequency Identification (RFID) Technology 

Tracking is one of the important components of supply chain management, and it has been made 

possible by technologies such as the barcode and RFID. With barcode, computer readable codes 

are placed on items, so as to facilitate an efficient tracking and information retrieval of such items 

(Tatoglu et al., 2016). RFID technology has similar functionalities with the barcode technology. 

The difference, however, according to de Mel, Herath, McKenzie, & Pathak (2016) is that RFID 

offers additional functionalities and advantages. These functionalities and advantages include loss 

and theft prevention capabilities, potential to provide real-time information and inventory reports, 

and also minimise unnecessary handling of the information regarding products. According to Jain 

et al. (2009), RFID is used within supply chains to access information about the shipment of 

goods from the point of origin to destination, and also, to track and manage inventory and 

warehouse information regarding stocks (Dai et al., 2016). 

The RFID technology is making it possible for supply chain trading partners to adopt a common 

information acquisition and exchange standard. Hence, it is changing the manner in which 

information is acquired by trading partners, and also increasing the availability and visibility of 

real-time information within supply chains. According to McCarthy et al., cited in Ko, Pan, & 

Chiou (2013, p.446), the RFID technology “is a wireless sensor technology based on 

electromagnetic signal detection”. It consists of a transponder (also known as a tag), an 
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interrogator (also known as a reader) and an antenna. It uses the tags, which are attached to items, 

to store information about items and to track the movement of items in real-time, by means of 

radio waves (Jain et al., 2009; Tatoglu et al., 2016). The radio waves help with the exchange of 

data between the tags and readers. Although, according to Hinkka et al. (2013), the use of RFID 

and the benefits derived from its use, depends on the type and level of technology that is used in 

developing it.  

RFID is considered a tool that can help minimise the challenges of inaccuracies in inventory 

information (Lei et al., 2015). Its adoption, however, also has its own challenges which include 

the inter-organisational integration of the different tracking systems used by the different 

organisations within the trading network. According to Ko et al. (2013), another challenge to the 

use of RFID is that radio communications are often affected by nearby radio signals. Ko et al. 

(2013) further pointed out that the facilities in which RFID systems are used are also another 

challenge to RFID systems. This is because, these facilities often contain metal parts, such as 

panels, doors and windows, which reflects radio signals and thus, influences the RFID systems’ 

effectiveness. Wu & Subramaniam (2011) in their study also highlighted trading partners’ 

readiness, technology complexities and top management support as challenges and predictors to 

the adoption and successful utilisation of RFID in supply chains. 

3.4.5 Customer Relationship Management (CRM) System 

To attain and sustain a substantial competitive advantage, organisations require information that 

provides insight about their customers. This is because, customers are the most important 

possession of any organisation, and are also a major source of an organisation’s profit and the 

future growth of any supply chain. Their “position is shifting from a passive receiver to an active 

influencer” (Triznova, Maťova, Dvoracek, & Sadek, 2015, p.956). Hence, creating and managing 

a strong relationship with them have become an important responsibility and challenge for 

organisations (Thakur & Workman, 2016). To meet up with this challenge and responsibility, 

organisations are adopting CRM systems that promote a scientific method of identifying new 

customers, and establishing and maintaining a good relationship with them, so as to retain them 

and ensure their loyalty (Krishna & Ravi, 2016; Soltani & Navimipour, 2016). CRM is enabling 

organisations to sell more effectively to customers and integrate supply chain functions. 

CRM system became popular in the mid-90s, but before then, it was a concept referred to as 

database marketing (Elena, 2016; Sulaiman, Baharum, & Ridzuan, 2014). It is now perceived as 

the strategy, processes and technology that can be used to provide organisations with information 

about the past, present and possible future customers (Triznova et al., 2015). Hence, it has now 

become an indispensable tool for processing customers’ information, so as to establish a 
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relationship with them. Today, CRM systems are integrated into (and also supported by) the 

organisations’ information system and technology platform (Triznova et al., 2015). This platform 

is enabling CRM systems to become a system that can collect and process customers’ information. 

It is also providing organisations with the capability to enhance their marketing strategies, by 

providing them with the information required to customise their products and services, in a 

manner that suits the customers’ needs and expectations (Krishna & Ravi, 2016). 

In recent years, CRM system has attracted a lot of attention from the field of information 

technology (IT) (Ghalenooie & Sarvestani, 2016). This is because, it offers technological 

solutions that facilitate the building and management of customers’ relationship, in an integrated 

manner (Elena, 2016). According to Triznova et al. (2015), a CRM system uses technology that 

depends on high quantity and quality of customer information. The technology helps in predicting 

customers’ behaviours. It also helps in transforming acquired customer information into corporate 

knowledge that is used to take advantage of market opportunities. To reap the benefits offered by 

CRM systems, Erdil & Öztürk (2016), however, suggested that the CRM system must be aligned 

and integrated with the organisations’ strategy, processes, technology and people. 

CRM Systems are facing challenges that are making them difficult to implement. These 

challenges stem from the fact that their implementation often requires extensive ICT 

infrastructure, resources, skills (both social and IT skills) and knowledge (Tatoglu et al., 2016). 

As explained in the study of Erdil & Öztürk (2016), one of the common mistakes made in the 

adoption and implementation of CRM systems is that organisations often focus only on 

technology, process and people components, but pay less attention to the strategies involved in 

the implementation and use of CRM system. According to Ghalenooie & Sarvestani (2016) and 

Triznova et al. (2015), organisations should not focus only on technology when implementing 

CRM system, they should also focus on establishing a customer-centric culture and strategy that 

can be deeply rooted in the different people in the organisation.  

3.4.6 Enterprise Resource Planning (ERP) System 

In the early 1970s, Material Requirements Planning (MRP) was developed to help manufacturers 

plan production and help warehouses plan inventory (Jain et al., 2009). The widespread adoption 

and use of MRP within the manufacturing sector prompted the development of Manufacturing 

Resource Planning (MRP II) (Jain et al., 2009). The desire of organisations to gain greater 

visibility across their business operations and with their trading partners also necessitated the 

evolution of MRP into MRP II (Stevens & Johnson, 2016). MRP II expanded and built upon 

MRP, by integrating it (MRP) into organisations’ financial system, and by incorporating it into 

manufacturing organisations’ resource planning and scheduling activities. MRP II was used for 
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manufacturing planning and control, and for coordinating organisations’ order fulfilment 

processes (Tatoglu et al., 2016). It achieved this by ensuring that the availability of resources such 

as materials and information matches the market demands. 

By the late 1980s, there was an increasing need to integrate the information of all the different 

functional units within organisations so as to facilitate decision making, enhance productivity and 

increase profits (Jain et al., 2009). This need prompted the development of Enterprise Resource 

Planning (ERP) systems. The limitation and evolution of MRP and MRPII also added to the need 

for the development of ERP systems. Kandananond (2014) described ERP systems as an 

integrated system designed to integrate and automate business information and processes. 

Similarly, Tatoglu et al. (2016) described it as an integrated application that is designed and 

developed to address information fragmentation within and across organisations. According to 

Denolf et al. (2015, p.17), it is “a complex inter-organisational management system,” because it 

covers a wide array of organisational processes and functions that are in some instances located 

at different places across the globe. 

The adoption of ERP systems by organisations hoping to establish interconnected links within 

their value chain is growing. Over 60% of the Fortune 500 organisations have adopted and 

implemented an ERP system (Jayawickrama, Liu, & Hudson Smith, 2016). This is because ERP 

systems are making it easier for them to control business processes, coordinate the flow of 

information, material and funds, and to integrate the functional areas within organisations (Seth 

et al., 2015). These systems are also facilitating the access to integrated databases that facilitates 

communication between organisations, and generate reports that are often used in decision 

making, forecasting and production (Marinagi et al., 2014). These systems, in addition, also 

ensures the management of information in a uniform manner, thereby preventing expenses and 

reducing the irregularities associated with the movement of information from one point to another 

(Marinagi et al., 2014). Furthermore, according to Tatoglu et al. (2016), they are also enhancing 

the ability to generate accurate and real-time information that can be collaboratively shared among 

trading partners. 

Since the 1990s, the implementations of ERP systems have been widely investigated for three 

reasons (Denolf et al., 2015). The first reason is because of its ability to integrate information 

flow across the functional units (e.g. finance, sales, HR, etc.) within an organisation. The second 

reason is because of the high failure rate of its implementation (Kandananond, 2014), and the 

third reason is because of the huge cost that ERP systems absorb from the organisations adopting 

it (Denolf et al., 2015). Another reason for the wide investigation of ERP systems’ 

implementation has been because of the challenges faced by trading partners in trying to integrate 

their existing systems with the ERP systems. Greasley & Wang (2016) in their study also 
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mentioned that ERP systems implementation is being investigated so as to understand how to 

improve their performance (ERP) and also understand how to increase their alignment with 

organisational systems, processes and needs. 

To address some of the challenges facing the adoption and implementation of ERP systems, 

Kandananond (2014) suggested that before the implementation of ERP systems, organisations 

should conduct a proper process mapping that will help them investigate and determine how 

thoroughly their business processes has been mapped to the current information and supply chain 

system. This will help them determine the suitability of the ERP system to the organisational 

processes. Kandananond (2014) further suggested that organisations should also consider and 

address four critical factors before the implementation of ERP systems. These factors are: 

defining the business case for the ERP system, preparing the users, stabilising the business 

operations and finally, continuously maintaining and upgrading the ERP system. Also, as 

suggested by Marinagi et al. (2014), to address ERP systems implementation challenges, ERP 

vendors are now providing integrated packages that make it possible for organisations to easily 

interconnect and integrate their respective existing enterprise systems to ERP systems.  

3.4.7 Big Data & Analytics 

The information systems within supply chains generate a lot of data and information that are 

captured through manual interactions or from automated sources (Jain et al., 2009). Likewise, 

trading partners are continuously and increasingly accumulating a huge amount of data and 

information that are stemming from transactions (e.g. EDI transactions), information systems and 

technologies (e.g. ERP systems, RFID systems) and mobile devices (Wang, Gunasekaran, Ngai, 

& Papadopoulos, 2016a; Yaqoob, Hashem, Gani, Mokhtar, Ahmed et al., 2016). The quantity of 

data being communicated and produced over the Internet is also continuously increasing. Thus, 

the quantity of information in their various forms, being acquired, used and shared by 

organisations and within supply chains are increasing tremendously. This increase has caused the 

generation of the term big data. According to Yaqoob et al. (2016), the term “Big data” has been 

coined as a result of the need for organisations to understand and analyse the large amount of data 

being continuously and increasingly acquired and accumulated.  

In recent years, big data has emerged as a new paradigm. According to Wang et al. (2016a, p.99), 

it is referred to as “the ability to process data with the following qualities: velocity, variety and 

volume”. Yaqoob et al. (2016) stated that a fourth quality referred to as veracity, has been added 

by Microsoft and IBM, and another quality referred to as value, has also been added by McKinsey 

& Co. These qualities define big data and they are often referred to as the 5Vs of big data. The 

term velocity is used to describe the speed of incoming and outgoing data, the term variety is used 
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to describe the sources and types of data, and the term volume is used to describe the size of the 

data (Philip Chen & Zhang, 2014). Veracity, on the other hand, is used to describe the 

trustworthiness of data, and value is used to describe the worth of the concealed information inside 

the data (Hiba, Ammar, Sarah, & Azizahbt, 2015; Yaqoob et al., 2016). 

Big data cannot be easily managed by traditional data processing technologies and systems. This 

is because the processing of big data exceeds the processing power of the traditional data 

processing technologies (Wang et al., 2016a). Only advanced storage techniques and data mining 

techniques can make the storage, analysis and management of big data possible. Big data analytics 

is one of the major technique that can be used to process and manage big data (Gunasekaran, 

Papadopoulos, Dubey, Wamba, Childe et al., 2016). In the study of Wang et al. (2016a, p.99), it 

was explained that the analytics in big data analytics “involves the ability to gain insight from 

data by applying statistics, mathematics, econometrics, simulations, optimisations or other similar 

techniques”. In the same study, it was also reported that Accenture conducted a survey that 

showed that a large number of organisations are willing to, or already have initiatives in place to 

have analytics deployed in their logistics and supply chain.  

Big data analytics techniques have seen a huge advancement, and as such, now offer supply chain 

organisations the necessary tools that are used for analysing the huge amount of data being 

acquired through information systems within the supply chains. It is increasingly receiving 

attention from supply chain practitioners and researchers because of its identified role in 

improving the flexibility, visibility, resilience, robustness and integration of the global logistics 

and supply chain processes (Gunasekaran et al., 2016; Wang et al., 2016a). It is also receiving 

attention because of its role in the in-store behaviour analysis of retail organisations, the 

forecasting of demand and the sales support it offers manufacturing organisations (Hiba et al., 

2015). Although, according to Gunasekaran et al. (2016), the impact of big data analytics on 

organisations’ supply chain performance has not been thoroughly investigated.  

The development and management of big data are organised around capturing, integrating and 

finding relevant information. According to Yang, Huang, Li, Liu, & Hu (2016) however, the 

development and use of big data and big data analytics also come with challenges. Hiba et al. 

(2015) explained that the challenges with big data can be divided into two categories which are: 

semantic and engineering. According to them, semantic challenges deals with determining 

meaning and patterns from big data, while engineering challenges deal with data management 

activities that include storage and querying of data efficiently. According to Yaqoob et al. (2016), 

finding patterns that are relevant and are of interests from big data is also challenging due to the 

complexity and massiveness of big data. Data capturing, storage, analysis and visualisation are 
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also challenges to big data (Philip Chen & Zhang, 2014). The security of data is also another 

challenge that comes with big data (Yang et al., 2016). 

3.4.8 Cloud Computing 

Enterprise applications and supply chain systems such as Enterprise Resource Planning (ERP), 

Manufacturing Execution Systems (MES), Product Data Management (PDM) etc. rely on a 

central database. However, with the advances in Internet technology and the advent of mobile 

devices, these applications and systems are able to use Internet-mediated IT platforms, 

functionalities, capabilities and infrastructure to rapidly deploy computing powers (Son, Lee, Lee, 

& Chang, 2014). These Internet-mediated platforms, infrastructure and technology trend, coupled 

with the development of distributed storage, multi-core processors, decentralised computing, web 

service and virtualisation has led to a new type of computing model called cloud computing 

(Avram, 2014; Zhang, Yan, & Chen, 2012). This model provides and delivers IT resources as a 

utility that can be released to users on a need basis, through the Internet. 

Cloud computing delivers computing as a utility, with the features of on-demand access, pay-as-

you-go functionality, pooled resources, broad network access, elasticity and self-service 

functionality (Mell and Grance, cited in Wang, Liang, Jia, Ge, Xue et al., 2016c; Yang et al., 

2016). It is a technology model that offers supply chains access to highly scalable and agile global 

information system and technology platforms in real-time. It eliminates the issues of software 

licenses and hardware infrastructure, and also, enhances disaster recovery and simplifies 

scalability (Bruque-Cámara, Moyano-Fuentes, & Maqueira-Marín, 2016). It also offers the latest 

technology and off-the-shelf IT functionalities and capabilities that can be instantly deployed and 

easily used regardless of location and time (Jede & Teuteberg, 2015; Son et al., 2014). According 

to Singh, Mishra, Ali, Shukla, & Shankar (2015), the different deployment models of cloud 

computing has made its adoption easy for any type of organisational sector. As shown in the 

literature, cloud computing has four major deployment models, which are described below: 

Private cloud: This is used to describe a cloud infrastructure or service which is owned and 

used by a single organisation (Bruque-Cámara et al., 2016). According to Chen, Liang, & Hsu 

(2015), private cloud is also referred to as internal cloud, and with it, data, processes and 

infrastructure are managed within the organisation. It is considered to be a suitable approach 

for organisations focusing on data security and privacy. It is mostly used by large 

organisations. The downside of private cloud computing is that its implementation can be 

costly, time-consuming and complicated (Chang, Walters, & Wills, 2013; Jede & Teuteberg, 

2015).  
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Public Cloud: Public cloud computing is used to describe a cloud infrastructure or service that 

is open and can be used to the general public (Bruque-Cámara et al., 2016). According to Chen 

et al. (2015), the public cloud is also referred to as external cloud, and with it, resources are 

dynamically provided by a third-party service provider, over the Internet. The challenges of 

organisations with regards to public cloud computing include conflicts concerning ethical and 

legal issues, data loss and the security of data in a public domain (Chang et al., 2013). 

Community Cloud: Community cloud computing may be described as the cloud resources or 

services provisioned for exclusive use by a community of users or organisations that share 

similar interest or concerns such as policy, compliance, security requirements, mission etc. 

(Bruque-Cámara et al., 2016; Gupta, Seetharaman, & Raj, 2013). The community cloud may 

be housed, operated and managed by any one of the members of the community or a third 

party organisation, not belonging to the community. The challenge with this deployment 

model is that it often takes several years to establish a working community that is willing to 

share information and resources (Chang et al., 2013).  

Hybrid Cloud: Gupta et al. (2013) described hybrid cloud as a combination of private and 

public cloud, while Bruque-Cámara et al. (2016) described it as the combination of any two 

or more of the other deployment models (i.e. private, public and community). Hybrid cloud 

virtualises a network of dispersed processes and resources in the supply chain, but allows the 

systems of the individual trading members to perform as a functional department of the 

organisation within the cloud environment. Also, according to Bruque-Cámara et al. (2016), 

when two or more deployment models combine to form a hybrid cloud, the 

individual/respective models maintain and retain their unique entity within the hybrid cloud, 

but they are bounded together by proprietary or standardised technology that enables 

application and data portability. The literature shows that when a hybrid cloud platform is 

integrated into supply chain functions, support for collaborative supply chain is provided for 

the individual organisations within the supply chain network. The downside of hybrid cloud 

computing is the difficulty involved in integrating different architecture (Chang et al., 2013). 

Cloud computing is service-oriented, and a combination of different pre-existing technologies 

(Avram, 2014). Its infrastructure and resources are often kept in distributed environments that are 

usually geographically dispersed (Bruque-Cámara et al., 2016). Its resources and services are also 

usually shared and allocated using virtualisation technique (giving it virtually unlimited 

capabilities in terms of processing power and storage) that allows the execution of multiple 

Operating Systems (OSs), provides high server utilisation and facilitates fault-tolerance through 

the simultaneous deployment of infrastructure, software and platforms (Díaz, Martín, & Rubio, 

2016). These resources and services “are delivered through industry standards such as service-

oriented architecture (SOA)” (Singh et al., 2015, p.464), and they can be accessed through 
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In the systematic literature review done by Jede & Teuteberg (2015), it was stated that SaaS 

is the most common of the service models because it is considered the front-end for most end-

users. SaaS is making it possible for IT software and applications to be accessible from any 

location through either a program interface or a thin client interface e.g. a web-based email 

(Bruque-Cámara et al., 2016). This model is also making it possible for cloud services to 

support software and applications that are built and deployed over the Internet, by the cloud 

service provider. Examples of SaaS vendors are Microsoft Office Live, Salesforce.com, 

Google Apps, Gmail, Yahoo Mail, Cisco WebEx web conferencing, TurboTax Online, 

SuccessFactors (HRM tool) etc. (Al-jawazneh, 2016; Gupta et al., 2013). 

Platform as a Service (PaaS) model: With this cloud service model, the capability provided to 

users is to create applications (using programming languages, tools, services and libraries that 

are supported by the cloud service provider), that are run or deployed on the cloud service 

provider’s infrastructure or platform (Bruque-Cámara et al., 2016), through the use of 

middleware, application programming interfaces (APIs) etc. (Xing et al., 2016). So, instead of 

buying platform licenses such as that of a software development kit (SDK) or tool (e.g. Python, 

.NET, Java etc.), they are made available to users over the Internet.    

This model packages a computing platform that includes operating systems, web servers, 

databases, programming languages etc. (Chen et al., 2015). Using PaaS for supply chain 

management helps minimise the cost of development and integration. Examples of PaaS are 

Microsoft Azure, Google AppEngine, Amazon Web Services (AWS), Rackspace cloud sites 

etc. (Al-jawazneh, 2016; Gupta et al., 2013; Philip Chen & Zhang, 2014). 

Infrastructure as a Service (IaaS) model: This refers to physical devices such as networks, 

storage devices, and servers that are physically located at a central location (usually data 

centre), and that are used and accessed over the Internet. With this cloud service model, the 

capabilities provided to users include to provision networks, storage, processing and other 

important computing resources, that enables a user to run and deploy software and applications 

(Bruque-Cámara et al., 2016). This model uses an integrated environment of computing 

resources delivered over the network (Chen et al., 2015). It also uses a virtualisation 

techniques to ensure efficient use of resources (Xing et al., 2016). Examples of IaaS are 

Rackspace cloud server, Simple Storage Service (S3), Amazon EC2 (Elastic Compute Cloud), 

Terremark etc. (Al-jawazneh, 2016; Gupta et al., 2013; Philip Chen & Zhang, 2014). 

Organisations such as SAP, GT Nexus etc. are offering different cloud computing services and 

technologies for coordinating and enhancing different supply chain related IT processes (Jede & 

Teuteberg, 2015). These services and technologies are creating an environment that is making it 

possible for risks to be shared among supply chain partners (Goel, 2015). They are also providing 
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organisations with the platform, software solutions and infrastructure to easily integrate their 

decentralised global supply chains (Jede & Teuteberg, 2015). Hence, if properly implemented, 

cloud computing can improve the agility and responsiveness of supply chain trading partners, 

especially under the condition of high and intense security challenges (that can be caused by the 

economic, political and technical differences between the regions in which trading partners are 

operating) (Jede & Teuteberg, 2015). 

The adoption and migration to cloud computing by organisations is still in its infancy, and has 

also been slow (Wang et al., 2016c). Likewise, the concept of cloud-based supply chain 

management is still new and hence considered to be at an infancy stage (Casey et al. cited in Al-

jawazneh, 2016). Unstable and slow broadband network speed is hindering the adoption and 

diffusion of cloud computing in some countries. The availability, reliability and quality of service 

offerings, data lock-in, interoperability and the capability of the cloud service provider are also 

challenges affecting the adoption of cloud computing (Bruque-Cámara et al., 2016; Díaz et al., 

2016; Son et al., 2014; Wang et al., 2016c). According to Díaz et al. (2016), information security 

is also a major reason most organisations are unwilling to adopt cloud computing. While, 

according to Philip Chen & Zhang (2014), privacy, with regards to the storage and hosting of data 

and information on servers that are publicly accessible, is also another challenge facing the 

adoption and diffusion of cloud computing. 

3.5 Conclusion 

Supply chain activities require the flow of information, cash and materials. However, 

organisations’ ability to be competitiveness and also adapt to environmental changes is dependent 

on their ability to obtain market or customer information. The literature shows that accurate and 

timely information is required by organisations in order to effectively manage their supply chains’ 

structures and processes. However, for information to be meaningful, it must be shared among 

the supply chain trading partners (Yu et al., 2010). Information systems and technologies have 

made the sharing of information between trading partners more efficient and effective (Seth et 

al., 2015). Hence, organisations are implementing and adopting information systems and 

technologies such as VMI, EDI, RFID, CRM, ERP, Big Data, Cloud Computing etc., to facilitate 

the sharing of information and the integration of their supply chain structures and processes. 

According to Denolf et al. (2015) however, implementing information systems across any supply 

chain network is complex (because of the number of participating actors involved in supply 

chains), and often comes with security challenges and risks. The next chapter presents the 

literature on information and information systems’ security challenges and risks. 
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increasingly becoming more complicated and sophisticated. One of the causes of threats to the 

information and information systems within supply chains is the drive towards the establishment 

of an efficient global supply chain network. This drive is causing an increase in the length of 

supply chains and subsequently, causing supply chains to become vulnerable to different 

information threats (Wolden, Valverde, & Talla, 2015). According to Windelberg (2016), 

counterfeiting or tainting of information systems or any of their components (i.e. hardware, 

firmware, software etc.) is also a cause of threat to the operations of supply chains, because they 

lead to the compromise or the violation of the integrity of the information flowing within the 

supply chain. 

Another source of increased threats to information and information systems within supply chains 

are the users of the information and information systems (Jouini et al., 2014; Sindhuja & 

Kunnathur, 2015). Users’ actions directly or indirectly cause security threats to information and 

information systems. Hence, according to Montesdioca & Maçada (2015), the dissatisfaction of 

users is a problem and threat to organisational information and information systems. The users’ 

actions that directly or indirectly causes security threats to information and information systems 

has been divided into two categories, which are: Intentional (e.g. espionage, sabotage, theft etc.) 

and Unintentional (e.g. using a simple password, carelessly accessing compromised websites, 

floods, hurricanes, earthquakes etc.) (Crossler, Johnston, Lowry, Hu, Warkentin et al., 2013; 

Speier, Whipple, Closs, & Voss, 2011). According to Speier et al. (2011), unintentional threats 

can also be a result of mad-made causes. An example of this is an accident (e.g. injury or transport 

oriented) that causes information distortion. 

Threats adversely affect the confidentiality and integrity of information and the availability of 

information systems (Hamill et al., 2005; Jouini et al., 2014). Unfortunately, the degree and 

amount of security breaches, threats and attacks on information and information systems are 

continuously increasing. According to Hunton (2012), one of the reasons for the increase is 

financial gains, which, unfortunately, often leads to significant financial losses or organisational 

reputational damage. According to Sindhuja (2014) also, another reason for the increase in threats 

to information is the unparalleled trust and reliance on information systems. This is so because 

malicious attackers often capitalise on the reliance of users on information systems, as this serves 

as a major influence and factor for them to carry out their malicious acts.  

In order to ensure the protection of information and information systems, there is a need for 

organisations and their employees to possess up-to-date skills and knowledge about 

vulnerabilities and threats, and also about ways of preventing, mitigating or managing them (i.e. 

the vulnerabilities and threats) (Choo, 2011). There is also a need for the categorization of threats, 

their causes and their impacts (Amoo Durowoju, Kai Chan, & Wang, 2012; Jouini et al., 2014). 
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This categorisation makes it easy for organisations to develop strategies and measures that can 

help in the prevention of threats and the mitigation of their impacts. Similar to what was presented 

in the study of Jouini et al. (2014), the section below describes a hybrid threat categorization, 

which combines both the techniques (i.e. threat techniques) used by attackers and the effects of 

the techniques on information and information systems. 

4.2.1 Malware 

Malware has been consistently ranked as one of the most common form of security threat to 

individuals, organisations and government. Examples of malware are; ransomware, bot, spyware, 

adware, viruses, worms etc. (Martin & Rice, 2011; Stokes, Karampatziakis, Platt, Thomas, & 

Marinescu, 2014). They are considered to be a great danger, mostly to organisations, especially 

those that uses modern information systems and technologies. They usually contain instructions 

that when executed, provides malicious programs that can affect the performance of information 

and information systems within supply chains (Nishat Faisal, Banwet, & Shankar, 2007), by 

acquiring sensitive information within the supply chain. The instructions that malware contain 

can cause loss of privacy, unauthorised access to information, data theft etc. Hence, according to 

Lysne, Hole, Otterstad, Ø, Aarseth et al. (2016), the ability to distinguish between malware-

infected and malware-free code is important in today’s business environment. 

Modern malware can be broadly categorised into two types, which are; the generic and customised 

information-stealing malware. Generic malware targets the general population while customised 

information-stealing malware targets specific individual, organisation or government. An 

example of generic malware is the “bot malware” which exploits vulnerabilities on the systems 

of individuals, organisations or government (Choo, 2011). This type of malware are hosted on 

servers, and when unsuspecting users connect to such servers, their system(s) may become 

infected and controlled by the manager of the botnet, often referred to as Botmaster (Bottazzi & 

Italiano, 2015) – this activity is also referred to as a “drive-by attack” (Choo, 2011). Systems 

infected with botnet are often turned into “zombies”, that is, compromised systems waiting to be 

activated, through some command-and-control servers (C&C) and other various communication 

channels (Bottazzi & Italiano, 2015). 

Customised information-stealing malware, as described earlier, is a targeted type of malware, and 

an example of it is the Zbot malware (Caballero, Grier, Kreibich, & Paxson, 2011). This malware 

can be purchased and then customised to build a different variant of malware. Choo (2011) 

explained that some customised information-stealing malware often has a phishing-based 

keylogger component in them. A phishing-based keylogger is a program that is designed to 

monitor users’ activities such as keystrokes, and to harvests login credentials, account numbers, 
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etc. to a collection server (Chauhan, Singh, & Chandra, 2013; Issac, Chiong, & Jacob, 2014). 

Once this information is collected, funds, for example, can be transferred from an account, using 

the harvested information, and by disguising as the legitimate user/owner of the account. The 

customised information-stealing malware can also be used to penetrate organisations and their 

supply chain network, in a way that allows access to workstations or servers within the 

organisation and also across the supply chain network. 

Malware poses threat to the operations of supply chains by allowing the illegal transfer of the 

supply chain’s proprietary information to competitors (Nishat Faisal et al., 2007). According to 

Roy & Kundu (2012) and Bottazzi & Italiano (2015), the use of the Internet and emerging 

technology concepts such as cloud computing, for supply chain operations, has brought about an 

increase in the proliferation of malware onto the information and information systems of trading 

partners, and has also increased malware’s potential as threats to the operations of supply chains. 

According to Nishat Faisal et al. (2007), amongst other things, the lack of information security 

policy within most supply chains, has not made the proliferation of malware attacks easy to 

manage. It (i.e. the lack of information security policy) has unfortunately become one of the 

common reasons for supply chain organisations’ exposure to threats, and susceptibility to 

malware attacks. 

There are no standard methods of detecting malware, in fact, some malware are almost impossible 

to detect, but, their negative impact can be limited. A signature-based technique that utilises fixed-

code patterns to identify malware can be used to determine malware-infected and malware-free 

code (Issac et al., 2014; Lysne et al., 2016). This technique extracts the semantic and syntactic 

features and patterns of codes, and then subsequently create unique signatures that can match 

particular malware (Hsieh, Wu, & Kao, 2015). The weakness with this technique, however, is 

that its main purpose is to identify known malware, that means, new malware are never detected 

with this technique. Another technique that can be used to identify malware or infiltrate the C&C 

is the use of reverse engineering (Caballero et al., 2011), which is a process of understanding how 

executable code was designed and what executable code does. This technique makes it possible 

to find faults in the executable codes, so as to limit their impact. 

4.2.2 Social Engineering Attack 

It is explained in the study of Choo (2011) that attacks on information, information systems and 

networks can either be syntactic, semantic or a combination of the two - often referred to as 

blended attack. A syntactic attack is the type of attack that exploits technical vulnerabilities in 

hardware and software, in order for a crime to be committed (Hathaway, Crootof, Levitz, Nix, 

Nowlan et al., 2012). An example of this type of attack includes the installation of malware 
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(described in section 4.2.1) on information systems, so as to gain access to information. Semantic 

attacks, on the other hand, are the attacks that exploit social vulnerabilities, so as to gain access 

to personal information (Heartfield & Loukas, 2013). These types of attacks (semantic) are carried 

out using social engineering techniques such as phishing, baiting, tailgating etc. Blended attacks, 

which is a combination of both syntactic and semantic attacks, are the attacks that are carried out 

“using technical tools to facilitate social engineering in other to gain privileged information” 

(Choo, 2011, p.724).  

Social engineering attacks are mostly used to extract privileged and private information from 

victims, so as to cause problems such as identity theft and financial fraud (Issac et al., 2014). 

Identity theft is a prevalent issue facing individuals, organisations and most supply chain 

networks. “One form of identity theft crime that has become a lethal security threat is phishing” 

(Issac et al., 2014, p.1). Phishing is described in the study of Chauhan et al. (2013) as the luring 

of unsuspecting people into disclosing sensitive information such as their personal and/or 

financial information, for the purpose of identity theft or fraud. It uses unsolicited messages 

(delivered through emails, websites etc.) masquerading to originate from legitimate or trustworthy 

individuals or organisations, to deceive people into providing sensitive information that is used 

to facilitate and commit crimes (Choo, 2011; Li, Yin, & Chen, 2016). 

Distributed spam, phishing and pharming attacks are all gaining notoriety and hence, increasing 

attention from individual organisations and their respective supply chain network members. 

Another attack gaining attention among organisations is session hijacking, which when conducted 

with the aid of social engineering is often referred to as session fixation (De Ryck, Nikiforakis, 

Desmet, Piessens, & Joosen, 2012). In this type of attack, the attacker lures the user to use sessions 

created by him/her, so as to allow for the takeover of the user’s session after authentication. Also, 

in this attack, malicious software, in the form of browser component, are often installed by the 

attacker, such that when the user log in to perform a transaction, the installed malicious software 

takes over the user’s session, once the user’s credentials are proved to be correct with the 

transacting website (Issac et al., 2014).  

Encryption technique in java that saves the passwords of users in a database, and in an encrypted 

form, can be used to reduce the effects of social engineering attacks (Chauhan et al., 2013). The 

use of a strong firewall and also looking out for the padlock symbol and “https” protocol in the 

address bar before entering any sensitive or personal information can also be helpful in preventing 

against falling prey to social engineering attacks (Issac et al., 2014). According to Martin & Rice 

(2011), organisations can also reduce social engineering attacks and their impacts by installing 

security codes of practice, and by also monitoring electronic and physical access to sensitive 

information. Other means of managing social engineering attacks include users’ education, 
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training and awareness, implementing authentication mechanisms, and the patching of operating 

systems (O/S). 

4.2.3 Denial of Service (DoS) Attack 

Supply chain organisations are putting in place tight security measures to protect the information 

within their supply chain network. However, malicious individuals and organisations are using 

the vulnerabilities found in information systems to commit crimes such as DoS attacks, 

defacement, web hacking etc. against information systems, and consequently, against information 

(Wolden et al., 2015). DoS attack is an attack that is designed to consume a reasonable amount 

of its target’s available resources (e.g. network bandwidth, disk space, processing power or 

memory) so as to cause some form of service disruption (Chauhan et al., 2013; Yuvaraj, 2015). 

This attack is used by malicious users to intentionally disrupt or slow down servers’ services and 

operations, such that the legitimate users of such server(s) are denied access to the server’s 

network and resources. Similarly, in supply chains, this attack interrupts the legitimate access of 

organisations to the supply chains’ network, services and resources, hence, causing an 

interruption in the overall operations of the supply chains’ member organisations (Nishat Faisal 

et al., 2007).  

One of the most common external attacks on supply chains is the DoS attack, which can be set up 

using bots (explained in section 4.2.1) (Lin, Hsu, & Cheng, 2015; Martin & Rice, 2011). 

According to Chauhan et al. (2013), the DoS attack, commonly known as packet flooding attack, 

is being increasingly reported by organisations to be affecting their operation, and invariably, 

their supply chain network’s operations. This attack is carried out by sending of request (mostly 

unwanted) incessantly or by sending of large amount of packets to a target, to such a point where 

network bandwidth are being consumed and the legal users of the system cannot query or access 

the system as usual (Lin et al., 2015). The packet flooding attack used by DoS attackers often 

comes in different types that includes Transmission Control Protocol (TCP) flooding (streams of 

TCP packets with different flags are sent to the target IP address), User Datagram Protocol (UDP) 

flooding (streams of UDP packets are sent to the target IP address) and Ping flood/ ICMP echo 

request/reply (streams of ICMP packets are sent to the target IP address) (Chauhan et al., 2013). 

According to Lin et al. (2015), supply chain practitioners and researcher should pay more 

attention to Dos attacks, and also increase the effort put in place to withstand DoS attacks. 

Similarly, according to Cheah (2015), they should also pay attention to Distributed Denial of 

Service (DDoS) which works similarly to DoS attacks, except that it tends to target limited, shared 

and consumable network environment. DDoS/DoS attacks are not easy to manage, however, in 

order to manage them, the security measures put in place by organisations must be robust and 
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agile enough to be able to help prevent or react to them. According to Chauhan et al. (2013) as 

well, the maintenance of log files can also help in responding to DoS attacks. Zargar, Joshi, & 

Tipper (2013, p.2051) however, explained in their study that when DDoS/DoS flooding attacks 

are detected, “there is nothing that can be done except to disconnect the victim from the network 

and manually fix the problem.”  

4.2.4 Employees/Insider Behaviour 

One of the reasons why information and information system security abuse and breach incidents 

continue to plague organisations is because of the organisational employees who constitute an 

insider threat to the organisations’ information, and who are considered the vulnerable link in 

ensuring information security. Employees are the first line of defence in protecting information 

and information systems, but unfortunately, they are also the weakest link and consequently, a 

major threat to information security (Crossler et al., 2013; Sindhuja & Kunnathur, 2015). As 

explained in the study of Ifinedo (2014), research has shown that organisations that fail to pay 

attention to the individuals within their business environment, may fail to achieve and sustain 

success in their effort to combat security threats and attacks. Hence, a beneficial approach to 

protecting and safeguarding information systems’ assets and resources is that organisations pay 

attention to their own employees’ behaviour and intentions.  

According to Wolden et al. (2015), supply chain organisations should implement security 

measures that will be very effective from within the organisation. To achieve this, the supply 

chain member organisations should implement practices that can help manage the behaviour of 

employees, especially the behaviours that can cause harm to the organisation’s information and 

information systems. One of the ways organisations and their supply chain partners can influence 

and manage the behaviour and intention of their employees with regards to the security of 

information and information system is through the use of guidelines, rules and requirements that 

are laid out in the form of policy (Ifinedo, 2014). Another way in which organisations can manage 

the behaviour of their employees is by establishing practices and activities that can ensure that 

employees understand and adhere to the countermeasures, capabilities and limitations that are put 

in place to reduce or counter threats (Wolden et al., 2015).  

Furthermore, to reduce and manage the potential threats that can be caused by employees, Angeles 

(2009) suggested that the people with appropriate qualifications, experience and skills should also 

be employed within the organisation. Especially, those that will be responsible for the creation, 

maintenance and support of the information system infrastructure that is used to produce and 

manage the information used to support the achievement of the overall organisational strategies 

and objectives. Similarly, it is stated in the study of Zailani, Seva Subaramaniam, Iranmanesh, & 
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Shaharudin (2015) that the screening and employment of the people with the appropriate 

qualifications and skills is an important aspect of ensuring that security policies and practices are 

adequately followed and utilised. This also helps reduce the number of employees that can cause 

or be a potential threat to information and information systems. 

The misuse and abuse of information and information systems’ resources by employees has been 

identified as major sources of vulnerability to supply chains. Employees with low loyalty to the 

organisation may deliberately misuse or abuse information and information system or may 

undertake acts that can sabotage and impair the security activities of the organisation and its 

supply chain. To reduce the possibility of threats and also possibly address the information 

security challenges that can be caused by employees, Ifinedo (2014) suggested that organisations 

should adopt the following practices: 

Rewards and incentives: should be used as a means of encouraging employees to become more 

conscious of information security issues and also become more compliant with information 

security measures.  

Security education, training and awareness: should be used to orientate (or re-orientate) the 

employees that are identified or perceived to have negative perception or belief about security 

issues. 

Regular group meeting: should be used to help enlighten and continuously remind employees 

of the consequences of their actions toward security breaches, threats and attacks. 

Co-worker socialisation: should be established as an activity within the organisation. This 

activity should be used to provide an environment where employees can learn the importance 

of security measures through their co-worker.  

Creation of knowledge environment: should be used to encourage employees to take it upon 

themselves to improve or develop the necessary knowledge and skills that are required in 

protecting and safeguarding the organisational information and information system assets. 

Establishment of social consciousness: should be adopted because employees are more likely 

to comply with security regulations when they perceive or believe that their compliance with 

the regulations is a social issue that benefits everyone in the organisation. 

Use of notable/influential people: notable or influential people who are capable of motivating 

or shaping the opinion and perception of others should be tasked within organisations to 

champion the cause of employees’ compliance with information security measures. 

 



66 
 

4.2.5 Natural Disaster 

Natural disasters such as hurricanes, tsunamis and earthquakes are a huge threat to supply chain 

operations because they disrupt the resources (especially information and materials) that flow 

within supply chains. This is a type of threat that organisations do not often put so much effort 

into, with regards to preventive and reactive measures. This is because this type of threat is 

perceived to have a low probability of occurrence (Park, Min, & Min, 2016). Although, because 

of occurrences of this type of threat (natural disasters), organisations such as Ericsson, Apple, 

Honda and Toyota have been forced to reduce or completely stop their production for a while 

(after the occurrence of a natural disaster), even in the plants that are unaffected by the natural 

disaster (Ho et al., 2015; Li et al., 2015; Todo, Nakajima, & Matous, 2015). Production at 

unaffected plants are often stopped because the supply of parts or components from the affected 

part would have been disrupted when the natural disaster occurs, and this affects production at 

the unaffected locations. 

Natural disasters do not only directly disrupt supply chain information, their after effects can also 

have a devastating effect on the information and operations of the overall supply chain. The after 

effect of a natural disaster can be found in the case of the earthquake and tsunami which happened 

in Japan in 2011 and the flooding in Thailand which happened in the same year, in which power 

outage, information loss, road closure etc. prevented organisations from committing to the full 

restoration and quick recovery of their supply chain (Ivanov, Sokolov, & Dolgui, 2014; Park, 

Hong, & Roh, 2013). This subsequently affected the operations of the global supply chain. The 

length and extent of a supply chain network increases the vulnerability of the supply chain 

information to the disruptions caused by natural disasters. It can also negatively affect the IT 

disaster recovery plans put in place within the supply chain network. It can, however, also be of 

immense help to the recovery from natural disasters through the provision of extensive support 

from the unaffected organisations within the supply chain network (Todo et al., 2015). 

The effects of hurricane, tsunami, earthquake and fire on supply chains’ information, structures 

and processes are making organisations consider the management of natural disasters as a critical 

capability and factor in the continuous operation of their supply chain (Ivanov et al., 2014). These 

effects are also making organisations think seriously about data backup and mirror sites so as to 

keep information flow uninterrupted in their supply chain (Nishat Faisal et al., 2007). 

Furthermore, they are also making organisations think of running (locally and internationally) 

integrated information systems that can help with the synchronised coordination of information 

sharing during crisis situations (Park et al., 2013). These information systems are meant to enable 

supply chain organisations to react flexibly to any disruptions to information flow, which are 

caused by natural disasters. According to Hohenstein, Feisel, Hartmann, & Giunipero (2015) as 
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well, organisations are also being forced into developing resilient and agile supply chain 

structures and processes that can quickly recover from the occurrence of disruptions and natural 

disasters.    

Organisations should develop or adopt recovery policies for responding to natural disasters 

(Ivanov et al., 2014). These policies should emphasise flexible collaborative reactive practices 

and also suggest supply chain solutions for assessing the impact of disruptions on the supply chain 

information. Park et al. (2013) presented a model called Supply Chain Design Information (SCDI) 

and suggested its adoption in responding to the supply chain disruptions caused by natural 

disasters. The model proposes the use of three elements in the management of natural disasters. 

The elements are; an integrative manufacturing information system (IMIS) – helps to respond to 

the needs of customers during disaster crisis, through strategic design information planning and 

business process integration, a collaborative electronic database infrastructure (CEDI) – helps 

with the provision of IT resources (especially information) that are needed during crisis 

management stages, and portability provision in supply chain information flow – helps with the 

provision of the flexible information flow that are required during unexpected supply chain 

disruptions and natural disasters. 

4.3 Information Risks within Supply Chains 

The increasing length and complexity of today’s supply chains are causing an increase in the 

distortion of information and the disruption of the information systems used within supply chains. 

This increasing length, however, according to Day (2014), is also an important factor in the 

resilience of information to different distortions and risks. A distortion to the flow of information 

and a disruption in the operations of information systems often present risks to the overall 

information available for use within supply chains. They can also lead to service failure, increase 

in cost, and subsequently, cause a decline in performance. According to Thomé et al. (2016), the 

realisation of the negative effects of information distortion and information systems disruption 

has made risk become a concept of growing interest to researchers and practitioners. Hence, 

numerous studies are being done to understand the impact of information and information 

systems’ distortions, disruptions and risks on supply chains’ operations.  

Organisations are continuously looking for means of managing information risk and at the same 

time ensuring that they meet the regulatory and governance requirements of the country or 

countries in which they are operating (Bunker, 2012). Managing supply chain information risk 

often incorporates supply chain risk management approaches. According to Wakolbinger & Cruz 

(2011), supply chain risk management approaches can be divided into demand management, 

supply management, product management or information management. They further explained 
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that information management as a supply chain risk management approaches promotes the 

opportunity to implement supply chain risk management best practices that can facilitate the 

identification and management of the disruptions and risks to the supply chains’ information and 

information systems. 

Information risks in supply chains can be easily managed if information is shared among the 

trading partners. This is because, according to Wakolbinger & Cruz (2011) and Chang et al. 

(2015), information sharing allows for the identification, assessment and management of potential 

risks to supply chains’ information. Information risks in supply chains can also be managed 

through collaboration among supply chain members (Nishat Faisal et al., 2007; Sindhuja & 

Kunnathur, 2015; Wakolbinger & Cruz, 2011), and by encouraging the development and use of 

risk-sharing contracts among trading members (Wakolbinger & Cruz, 2011). Supply chain 

information systems’ risks, on the other hand, can be managed by interface standardisation of 

information system and by allocating adequate decision rights to the IT unit of the organisations 

within the supply chain (Xue, Zhang, Ling, & Zhao, 2013). 

The type of information systems used to share information, and how secured the information 

systems are, is an important determinant of the resilience of information to different distortions 

and risks. The use of information system to reduce risk or ensure the security of information is 

however, not often guaranteed. This is because, disruptions to information systems could interrupt 

access to the information being acquired, processed and stored by the systems (Baldini, Oliveri, 

Braun, Seuschek, & Hess, 2012; Windelberg, 2016). Roy, Gupta, & Deshmukh (2012) also 

explained that the disruptions to information system could increase the risks of potential data loss, 

information vulnerability, availability and intrusion, and it could also make it challenging for 

organisations and their trading partners to make informed business decisions.  

One of the causes of potential risk to supply chains is the lack of adequate protection of the 

information systems used within the supply chains (Amoo Durowoju et al., 2012). According to 

Montesdioca & Maçada (2015), the dissatisfaction or non-acceptance of information systems by 

users is also a cause of potential risk to supply chains. Another cause of potential risk to supply 

chain that mostly affects the overall supply chain information systems is the improper or 

inadequate implementation of the information system in any of the other organisations in the 

supply chain network (Xue et al., 2013). This is so because the inefficiencies of such 

organisations’ information system, affects the overall supply chain. Xue et al. (2013) further 

explained that the fact that the successful implementation of information systems requires that 

organisations adapt to various external constraints, which are often beyond the organisation’s 

control, is also a cause of potential risk to supply chains’ information and information systems. 
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The literature shows that information risk analysis is important in understanding the risks that 

information and information systems could be exposed to. According to Karabacak & Sogukpinar 

(2005), the driving force for information risk analysis is no more just technology. Policies, legal 

and governance factors are also now being considered as driving forces in the analysis of 

information and information system risks. According to Bojanc & Jerman-Blažič (2008), once 

risks have been identified, analysed and assessed, one of the following strategies may be chosen 

in order to manage the risks that information is being exposed to: 

Avoidance: This risk management strategy is mostly applied when the severity of the impact 

of risk occurrence outweighs the benefits that are derived from acquiring information or from 

using an information system. This strategy is implemented by eliminating the exposure to risk 

or by eliminating the source of the risk. An example of avoidance as an information risk 

management strategy is when an organisation discontinue the collection of personal 

identifiable information (PII) such as credit card number or passport number, so as to avoid 

the risk of such information being stolen in an information security breach incidence.   

Reduction: This strategy is mostly applied when mitigation is the primary objective of the risk 

management strategy. The strategy is implemented by reducing the exposure of information 

to risk. Hence, it is implemented by adopting appropriate tools and technologies (such as anti-

virus systems, firewall, etc.) or by implementing appropriate security policies (such as access 

control, passwords, port blocking, etc.). 

Transfer: This refers to transferring the risk to a third party organisation. In this case, the risk 

responsibility is partially shifted to another organisation. This strategy is increasing being 

adopted by organisations, especially in cases that involves information. An example of this 

strategy can be seen in the recent trend of organisations subscribing to keeping their 

information in the cloud infrastructure of a cloud service provider (CSP). This is so that the 

CSP can be responsible for the safekeeping of such information.  

Acceptance: This is a strategy for organisations willing to retain the cost and responsibility of 

risks. It is a reasonable strategy for the type of risks that the cost of investment against the 

risks outweighs the total losses sustained in the long run, in the event of the risk occurring.   

Managing supply chain information risks requires the collective effort of the supply chain 

members. Hence, the level of trust among the supply chain trading partners is a determinant and 

a requirement of how the organisations within a supply chain network can mitigate uncertainties 

and reduce information risks (Li et al., 2015; Nishat Faisal et al., 2007). This is so because, when 

there is trust among the supply chain trading partners, information and information systems’ 

distortions, disruptions and risks are easily and quickly shared within the supply chain, and hence, 

are promptly managed before they cause substantial damage to the supply chain’s structure, 
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processes and operations. The top management’s willingness and commitment to take up risks 

also determines how successful an organisation will be able to manage information and 

information system risks (Nishat Faisal et al., 2007; Seth et al., 2015). 

4.4 Information Security within Supply Chains 

Security in supply chain entails the reduction of the risk of losses caused by information and 

information systems’ misuse or intrusion (Roy & Kundu, 2012; Sindhuja & Kunnathur, 2015). 

Hence, security is essential to supply chains. The attributes of security are confidentiality, 

integrity, authentication, availability and non-repudiation, and its objective is to reduce the risks 

associated with the confidentiality, integrity and availability of information and information 

systems (Fuchs et al., 2011). According to Hamill et al. (2005) and Ouedraogo, Khadraoui, 

Mouratidis, & Dubois (2012), the thought of producing information systems that are secure and 

that will remain 100% secure over time, so as to protect information, is the desire of information 

system developers, however, the implementation of this thought is often considered impracticable 

due to the continuously changing system environment and the difficulty in determining or 

predicting, during the developmental process, the possible future threats to information and 

information systems. 

Information security is a major concern to organisations because it is a determinant of how 

coordinated the processes and functions within the organisations’ structure will be (Xiao-yan, Yu-

qing, & Li-lei, 2011). According to Kolkowska & Dhillon (2013), information security is the 

application of technical (e.g. firewalls and anti-virus) and non-technical (e.g. policies and 

standards) measures to the protection of information. It has also been described by Fuchs et al. 

(2011, p.748) as the way of “protecting information and information systems from unauthorised 

access, use, disclosure, disruption, modification, or destruction”. Furthermore, it has been 

described by Cherdantseva & Hilton (2014) as a professional activity and a multidisciplinary area 

of study that involves the development and implementation of different types of security 

countermeasures (technical, legal, human-oriented and organisational) that can help with the 

preservation of information and the protection of information systems. 

Organisations are often concerned about information security breaches because of their far-

reaching effect on the organisations’ interaction with their consumers and partners, and also, 

because of their effect on the supply chains’ operations (Blos, Hoeflich, Dias, & Wee, 2016; 

Windelberg, 2016). According to Nishat Faisal et al. (2007), organisations are also concerned 

about security breach to information and the information systems used for acquiring, storing, 

processing and sharing information, because they understand that any security breach to 

information or information systems could be detrimental to the supply chain network’s ability to 
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Bunker (2012, p.20) in his work stated that organisations should cultivate the culture of asking 

their employees the important question of “if this information was about you, what additional 

steps would you take to protect it?” This question often helps re-direct the mind of employees, 

especially those with a nonchalant attitude towards the security of information. 

One of the problems with security is that organisations under-report security crimes (Hunton, 

2012), or are even sometimes reluctant to report the crimes due to reasons such as the fear of 

negative publicity and the fear of becoming less competitive (Choo, 2011; Sindhuja, 2014). The 

reliance of organisations on audit or risk management committees that have individuals with few 

or no IT specialist, knowledge or background, attending to issues such as information security is 

also a problem to information and information system security. This is because making security 

decisions on the basis of lack or incomplete knowledge has been identified by Cherdantseva & 

Hilton (2013) as one of the major causes of most security issues. The cost associated with the 

protection and security of supply chains is also another problem to information and information 

system’s security (Speier et al., 2011; Yang & Wei, 2013). 

The role of top management in the management and security of information and information 

systems has been emphasised extensively in the literature. Speier et al. (2011, p.728), in their 

study, stated that “top management must be visible in their commitment and dedication to 

implementing security initiatives”. They also stated that the commitment of executives to security 

and the fostering of security culture is a required condition for the establishment of an effective 

security environment. This is also indicated in the study of Montesdioca & Maçada (2015), where 

it was explained that for the implementation and adoption of information security practices to be 

successful, there must buy-in and support from top management. This is because they are in a 

better position to formulate mechanisms and strategies that can be used in the protection of 

information and information systems from existing and new security threats. They are also in a 

better position to approve decisions relating to information security. 

4.5 Security Measures 

Empirical evidence shows that the number of threats and risks incidents affecting and relating to 

the security of information and information system will continue to increase and proliferate. 

Hence, the implementation of security measures has become paramount to the effective and 

efficient use of information and information systems. The implementation of security measures 

helps manage the threats associated with the increasing adoption of information systems. It also 

helps organisations reduce internal information threats, and more importantly, threats from 

outside of the organisation. Although, according to Wolden et al. (2015), even with security 
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measures in place, the chances of an attack taking place still exists, because malicious end-users 

are always finding security loopholes in information systems so as to commit a crime. 

Attackers of information and information systems are getting sophisticated by the day, and are 

consequently, continuously developing innovative and evolving attacking techniques that are 

being used to circumvent security measures and controls. These techniques are causing the 

business environment to continuously experience an evolving and dynamic threat landscape 

(Borum, Felker, Kern, Dennesen, & Feyes, 2015; Choo, 2011). Hence, according to Ouedraogo 

et al. (2012), information security experts and practitioners fear that today’s state of the art 

security measures, protocols and protection mechanisms might be easily bypassed in the nearest 

future. To reduce this fear, Ouedraogo et al. (2012) suggested that organisations should have 

confidence in their security measures, and the confidence should be based on the fact that:  

 The security measures that were/have been identified as important in the risk assessment 

process are being/has been adopted and put into operation. 

 The security measures are correctly configured and are functioning optimally at any given 

time 

 No known vulnerability of information or information systems and their components, 

which can affect the security measures have been left unattended or unmitigated. 

It is important for organisations to have practices or mechanisms that can ensure the proper 

implementation of information security measures. Such practices or mechanisms should, 

however, not be complex because complex security practices or mechanisms are often perceived 

as a barrier to the acceptance and usage of security measures (Ifinedo, 2014). Similarly, according 

to Hariga et al. (2014), such practices or mechanisms should be related to industry and security 

standards. They should also entail a properly developed information security program that would 

be able to facilitate the identification of potential threats to the organisational environment and to 

the supply chain network. According to Ouedraogo et al., (2012), two important checks can be 

performed in order to determine the effectiveness and efficiency of security programs, practices 

or mechanisms on information and information systems. The checks are: 

Availability Check: This is a check that determines, monitors and confirms the presence and 

availability of security mechanisms and protective measures. It should be the first activity to 

be performed before going on to determine the effectiveness and efficiency of any protective 

or security mechanism(s). Non-availability of protective measures or security mechanisms 

simply makes it impossible to check for the effectiveness of any security measure(s).  

Conformity Check: This is a check that determines, monitors and measures the compliance of 

security mechanisms and protective measures against predefined policies or industrial 
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standards. The policies could be internal policies of the organisation or policies that govern 

the industrial practices of the organisation. 

A common source of security risk to information and information system that is sometimes 

overlooked is the improper implementation of security measures, and in cases where security 

measures are properly deployed, unidentified threats within the organisations’ environment could 

render the measures less effective (Ouedraogo et al., 2012). Security measures should be based 

on visibility, such that information that is accurate and can help in mitigating vulnerabilities can 

be generated (Wolden et al., 2015). To achieve this though, users should be made to understand 

the importance of security measures and the practices and controls used for securing information 

and information systems. This was also echoed in the study of Da Veiga & Eloff (2010) where it 

was emphasised that the organisational culture and the employees’ understanding and behaviour 

towards information security measures and practices are determinants of the effective use of the 

security measures put in place within the organisation. 

According to Zailani et al. (2015), there are two categories of security measures. They are the 

preventive and corrective measures. The preventive measures focuses on minimising 

vulnerabilities and threats, and also on preventing the occurrence of risks. While the corrective 

measures focuses on limiting the impact or adverse effects caused by the occurrence of risks. 

Another two categories of information security measures that were identified in the study of 

Kolkowska & Dhillon (2013) and Sindhuja & Kunnathur (2015) are the technical and non-

technical security measures. According to these authors, information security measures should 

include the application of both technical (e.g. firewalls, Intrusion Detection System (IDS) and 

anti-virus software) and non-technical (e.g. policies and standards) measures. Bulgurcu, 

Cavusoglu, & Benbasat (2010) also shared this opinion by stating that the success of security 

measures can be achieved only when organisations invest in both technical and non-technical 

resources. 

4.5.1 Technical Measures 

To ensure information security and reduce risks, organisations often rely on technical measures 

or technology based solutions (Bulgurcu et al., 2010). Technical measures protect an 

organisation's hardware, software and information from being intercepted, interrupted, modified, 

disclosed, destroyed or fabricated. They also help “set up network security controls and 

cryptographic techniques for the smooth, uninterrupted and secured flow of information along the 

supply chain” Sindhuja & Kunnathur (2015, p.485). However, as important as technical measures 

are, they are rarely sufficient in providing a complete protection to organisational information and 

information system resources (Ifinedo, 2014). According to Da Veiga & Eloff (2010) and 

Sindhuja & Kunnathur (2015), technical measures can include prophylactic mechanisms such as 
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firewall, Intrusion Detection System (IDS) and anti-virus that are used to protect hardware, 

software and information. They can also include access control mechanisms such as password 

and biometric controls that are used to ensure authorised access to information and information 

systems. These technical measures are further explained below. 

4.5.1.1 Antivirus 

Organisations and their supply chain trading partners are continuously and increasingly facing 

several new breeds of malicious programs such as viruses and worms, which are getting more 

sophisticated and dangerous. These programs are no longer simply damaging files but are also 

attacking trading organisations networks by exploiting vulnerabilities such as known default 

passwords, HTTP input validation flaws and buffer overflows (Gordineer, 2003). One of the 

information security management practice that has been identified by different individuals, 

organisations and standards in the management of malicious programs is the use of anti-virus 

software (Singh, Gupta, & Ojha, 2014). Anti-virus software are computer software programs that 

are used to respond to disruptive actions, and to prevent or recover from virus infections and 

attacks (Speier et al., 2011; Sung, Ku, & Su, 2014).  

Malicious programs have the tendency to spread rapidly within organisations, without any human 

interventions (Gordineer, 2003). After spreading and affecting an organisation, they subsequently 

often spread and affect the organisation’s supply chain members and their respective 

workstations, servers and network. With anti-virus software, organisations can protect their 

workstations and servers, and also invariably, protect the workstations and servers of the 

organisations within their supply chain network. To achieve this though, the continuous and 

timely update of anti-virus software is very important. This is because the update of anti-virus 

software and their respective signatures determines the effectiveness of the operations of the 

anti-virus software. It also determines the immune level of the software to viruses (Sung et al., 

2014), and the ability of the software to be able to prevent emerging malware attacks. 

Hackers often utilise techniques such as code obfuscation, packer and emulator detection to evade 

their malware from being detected by anti-virus software. To reduce the effect of these techniques, 

anti-virus software uses detection methods such as Static analysis, permission-based analysis and 

behaviour checking in malware detection (Hsieh et al., 2015). Also, to minimise the effects of 

malware, most organisations use multiple layers of anti-virus protection such as a gateway, server 

and even desktop (Gordineer, 2003). In addition to this, most organisations also configure their 

anti-virus software for automatic virus scanning on their networks and servers. However, the 

challenge with the automatic virus scanning of the anti-virus software is that it slows down the 

operation and processing capability of the servers and the systems on the network, hence, some 
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organisations have had to cancel this functionality of their anti-virus software (Workman et al., 

2008).  

4.5.1.2 Access Control 

Access controls are a very important component of information security. According to Fuchs et 

al. (2011), one of the most important ways of ensuring information security, and that is also 

considered as one of the most pervasive and fundamental mechanism in information assurance is 

“Access Control”. Access controls are important in the protection of information and information 

system assets from unauthorised access, retrieval, modification, disclosure or use, and 

consequently, from disruption and destruction. They are also important in ensuring that the level 

of accessibility to the different types of information and information systems used within an 

organisation and across the organisation’s supply chain network is properly controlled (Sindhuja 

& Kunnathur, 2015). However, according to Morris, Tanner, & Alessandro (2010), access 

controls are not entirely sufficient in ensuring the safety of information or information system. 

Supply chain organisations are adopting the use of proper and effective logical access controls in 

their quest to ensure the security of information. This is because access controls help in “the 

management of admission to system and network resources” (Fuchs et al., 2011, p.748). These 

organisations are also adopting the use of proper authentication for the external connections to 

their network, so as to ensure that access is being granted to the appropriate individuals or 

organisations. One of the authentication and access control measure being used is “password”. 

Passwords are used to prevent unauthorised access into organisation’s systems and network, and 

also to restrict access to organisational information (Mujeye, Levy, & Mattord, 2016). As 

explained in the study of Ahlmeyer & Chircu (2016), other authentication methods being used by 

organisations are the Kerberos (used for verifying users) and X.509 (an encryption authenticator). 

Access controls limit the type of information that can be requested and the type of person that can 

request such information, however, they do not control or determine how the information being 

accessed is subsequently or eventually propagated or used (Morris et al., 2010). Hence, according 

to Workman et al. (2008), it is the responsibility of users and organisations to ensure that their 

sensitive information is guided and protected from unauthorised access. To ensure this, users and 

organisations are encouraged to have strong passwords that will include numeric values, case 

alterations and designated range of characters such as special ASCII characters (e.g. asterisks, 

ampersands etc.). They are also encouraged to ensure that the passwords are not shared, are well 

protected and are frequently updated. The frequent updating and protection of passwords are a 

practice that should apply to all types of access control and authentication measures. 
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4.5.1.3 Firewall 

Organisations are encouraged to install firewalls so as to prevent their network and information 

system resources from being breached by attackers. According to Tseng, Lo, Liu, Chang, Merabti 

et al. (2016, p.2), “a firewall is a network security gateway separating an internal private network 

from other external public networks.” In the study of Ifinedo (2014), it is encouraged that 

organisations deploy firewalls because they help with perimeter defence, by monitoring and 

providing access control to organisations’ inbound and outbound network connections and traffic. 

Similarly, in the study of Ahlmeyer & Chircu (2016), it is explained that firewalls should be 

deployed because they help organisations limit their communication to only known and trusted 

hosts. According to Borum et al. (2015) however, investing in firewall only, is by itself not 

sufficient in protecting informational assets from threats. Hence, Ahlmeyer & Chircu (2016) 

suggested that firewalls should be deployed with other intrusion detection mechanisms.  

In order to ensure that access to information, information systems and network resources are 

granted to only the IP addresses that exist on trading organisations network, and to also ensure 

that access is granted to the list of IP addresses that have been assigned to the partners/associates 

of the organisations within the trading network, organisations are deploying firewalls as a security 

mechanism within their trading network (James, Grosvenor, & Prickett, 2004). Within the trading 

networks and their other different supply chain associates, firewalls are sometimes being 

implemented on either side of the servers of the trading organisations. This practice help to 

prevent unauthorised access from a remote location into the trading organisations network. 

According to Workman et al. (2008) however, the use of firewall is still a challenge to 

organisations and their trading partners because attackers of information systems are always 

finding means of circumventing firewalls. 

Firewalls follow a set of pre-defined rules and security policies that are used to ensure the 

protection of organisations internal network. These policies are defined in such a way that a 

firewall can either reject, accept or drop any connection that is passing through it. As explained 

in the study of Tseng et al. (2016), the earlier firewall technology used packet-filtering 

technology, which uses packet header information to determine what packets to allow or drop 

from flowing through the firewall. The limitations (e.g. only checks packet header information 

and keeps no record of connection) of this technology led to the emergence of proxy firewall, 

which requires that all information being communicated must flow through a proxy server that 

has firewall deployed on it. With the advances in firewall design and development though, 

firewalls can now be used to “protect the outside from packets flooding attacks that originates 

from within a network”, a concept known as reverse firewall (Zargar et al., 2013, p.2053).  
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4.5.1.4 Intrusion Detection System (IDS) 

To protect organisations from security breaches and attacks, there is a need for a full-fledged 

system and network analyser, which can scan and monitor organisations’ IP addresses and their 

network activities (Chauhan et al., 2013). Monitoring is an example of a measure that can be used 

to bridge the gap between security threat and security measures (Ifinedo, 2014). To carry out 

monitoring activities, one of the systems being deployed by organisations is the intrusion 

detection system (IDS). IDS is used to detect and monitor organisations’ perimeters for any 

potential external penetration. According to Zargar et al. (2013), IDS learns the normal behaviour 

and pattern of either the application-level or network/transport level traffic. To achieve this, some 

IDS use artificial intelligence and data mining techniques. IDS also monitor the features of the 

traffic flows at various intervals and location within the organisation. Based on what they have 

learnt and the information they have gathered during the monitoring process, they can detect any 

changes in the usage and traffic patterns of organisations’ resources. 

The assumption that most threats come from outside of organisations’ boundaries has made 

organisations increasingly deploy IDS to monitor their inbound traffic. With this assumption, the 

deployment of IDS is often deemed as a valid preventive security breach measure within supply 

chains, but not a complete security measure (Bottazzi & Italiano, 2015). The idea of IDS not being 

a complete security measure is also echoed in the study of Borum et al. (2015), where it was stated 

that investing in IDS is an appropriate information security measure but it is not sufficient in 

protecting information from threats and cyber crimes. Even though IDS is not considered a 

complete security measure against information threats, organisations are still, however, 

encouraged to deploy it, as it will help prevent their network and systems from being 

compromised by external malicious individuals or organisations (Zargar et al., 2013). It will also 

help in the defence against attacks such as DoS and some forms of malware (Yuvaraj, 2015). 

4.5.1.5 Updates/Patches 

To address vulnerability issues in information system and technology related product, vendors 

often release security updates and patched. One of the reasons for the release of these updates and 

patches often includes the provision of new codes that improves performance, that fixes bugs, 

that adds new functionality to software and hardware, and that provides new protection 

mechanisms that help manage security threats or attacks (Lysne et al., 2016). Hence, according 

to Issac et al. (2014), security updates and patches hardens users’ information systems against 

security breaches and attacks. They (i.e. security updates and patches) help protect organisations 

and their respective supply chain member organisations from being exposed to potential malware 

and cyber threats (Martin & Rice, 2011). They, therefore, have become important to today’s 

organisations and their respective supply chains.  
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Unpatched or not up-to-date systems are a danger to any individual or organisation because they 

can be easily exploited by malware (Choo, 2011). Hence, according to Issac et al. (2014), 

updating the signature of security software on a regular basis is important. This is also echoed in 

the study of Singh et al. (2014), where it was stated that organisations information security 

management practices should include the regular update and patching of security software such 

as anti-virus, so as to ensure that they (i.e. security software) are kept up-to-date with the latest 

preventive or reactive codes. Being up-to-date also ensures that these security software are 

capable of safeguarding against emerging threats. Device drivers, system and application software 

such as operating systems and Adobe Flash should also be updated on a regular basis (Lysne et 

al., 2016). Browsers should also be kept updated at all times with critical and recent security 

updates, as this help in the fight against online threats and attacks (Issac et al., 2014).  

Martin & Rice (2011) reported a study conducted by Symantec that shows that 37% of home users 

and SMEs do not security update or patch their operating systems or application software. 

According to Bojanc & Jerman-Blažič (2008), a reasonable number of security breaches and 

attacks could be avoided or prevented if information systems and their hardware, software or 

applications are kept up-to-date with appropriate security updates and patches. An example of 

this can be seen in the case of the Nimda worm, which appeared in 2001 and infected several 

computers within a short period of time after its appearance (Rajesh, Reddy, & Reddy, 2015). 

This worm or its negative effects could have been prevented or avoided if the patches (which 

were available) for fixing the worm’s vulnerability was downloaded and installed by 

organisations on their network or systems before becoming infected. 

4.5.2 Non-Technical Measures 

In the protection of information and information systems, it is important to consider a variety of 

countermeasures that are not limited to technical measures only. This is because, technology is 

not enough in addressing the security issues of information and information systems (Bunker, 

2012). According to Bang, Lee, Bae, & Ahn (2012), behavioural issues that involve users should 

be considered in the security of information and information systems. While, according to Da 

Veiga & Eloff (2010), a reliable internal process and a good corporate governance practice that 

is built on well-structured policies and standards should be considered as an important 

requirement in the protection of information and information systems. In the study of Sindhuja & 

Kunnathur (2015), non-technical measures were identified as formal controls that are often rule-

based, and that serves as the basis for the adoption, implementation and enforcement of the 

technical measures. Some of the non-technical measures that can help with information security 

are explained below. 
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4.5.2.1 Policies 

Information access is made safe, and the confidentiality and reliability of information are also 

ensured when suitable information security controls such as policies, procedures and regulations 

are put in place (Xiao-yan et al., 2011). Policies are an important component of any supply chain 

network because they can help in reducing the impact of distortion, disruptions and threats to the 

members of the supply chain network. The findings in the study of Wolden et al. (2015) shows 

that with the proper implementation of policies and regulations, organisations can effectively 

prevent or mitigate against the threats and risks of attacks on the supply chain information and 

information systems. Hence, the policies and regulations in place within organisations and within 

supply chain should be properly designed and implemented, and should also have guidelines that 

ensure the enforcement and management of security programs and practices. 

Policies are sometimes the causes of information security failure because errors in them causes 

vulnerabilities in security measures (Sindhuja & Kunnathur, 2015). According to Yang & Wei 

(2013), well-structured security policies and regulations are critical to the successful management 

of security threats in supply chains. They are also important because they ensure that all actions 

and processes pertaining to products or services’ development, and also, all activities involving 

information and information systems have authorised access and are performed by the right 

individuals (Windelberg, 2016). Hence, part of the objective of supply chain management 

practices should be to ensure that the supply chain is free of security policy violations. It should 

also include ensuring that the internal and external environment in which the supply chain 

operates, conforms to government regulations and policies (Li et al., 2009). 

Information security is a statement of the responsibilities and roles of the employees in 

safeguarding the information and information system resources of the organisation (Bulgurcu et 

al., 2010). It is also the set of rules which are used to protect information assets from both external 

and internal threats (Sung et al., 2014). It often consists of rules that ensure the protection of 

information and information systems within organisations. It also usually comprises of the set of 

values and instructions that users must adhere to, hence, they are used to control and guide the 

behaviour of users in the protection of the confidentiality and integrity of information, and in 

ensuring the availability of information systems and their components. Sindhuja & Kunnathur 

(2015) presented a study which revealed that so many organisations have information security 

policies in place, however, the dissemination, uptake and compliance of these policies are not 

often given so much priority. 

Compliance with information security policies and regulations ensures information security and 

the effective use and management of information systems. However, compliance is still an issue 

to security policies and regulations. This for example, is because most organisations normally 
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amend and ensure compliance with their control measures such as policies and regulations in a 

reactive manner, that is, after the network or information security breach has occurred, when in 

actual sense, the policies and regulations should be developed and implemented, and their 

compliance be enforced proactively, so as to take care of the possible network or information 

security breaches that could occur (Olivier et al., 2006). In the study of Kolkowska & Dhillon 

(2013), it was explained that the use of an integrated system in facilitating the exchange of 

information can help ensure compliance with security policies and regulations. 

As explained in the work of Kolkowska & Dhillon (2013), the resistance to security regulations 

and the inability of policies to illustrate current security practices are some of the reasons for the 

failure of security regulations and policies. According to Olivier et al. (2006), another cause of 

information security policy failure is that most organisations do not define extensively, their 

information security procedures, and in organisations where these procedures are well defined, 

compliance with the procedures is sometimes an issue. According to Kolkowska & Dhillon 

(2013), coercion, rewards and sanctions are important measures to consider in order to ensure that 

trading partners comply with information security policies. The cultivation of security culture and 

the correspondence of information among trading partners can also ensure compliance with 

information security policies and the protection of supply chain resources (Zailani et al., 2015). 

4.5.2.2 Standards & Frameworks 

In order to ensure compliance with the security policies and regulations used among all the 

organisations in a supply chain network, there is a need for the standardisation of such security 

policies and regulations (Sindhuja & Kunnathur, 2015). Similarly, according to Windelberg 

(2016), in order to ensure the security of supply chains’ information and information systems, 

there is a need for compliance with organisational and security standards. Standards guide 

organisations in the development and enforcement of information security practices (Blos et al., 

2016). They help organisations in the reduction of information loss, information distortion or 

possible risks that can disrupt supply chains. Furthermore, they help organisations in developing 

general policies and procedures. Hence, conformance to good practices and standards, and 

exercising due diligence and due care are important in ensuring that security measures and 

practices are effective. 

Information security within supply chain requires the establishment or adoption of security 

standards, frameworks or practices, that can be used in preventing information and information 

system attacks (Wolden et al., 2015). Although, as identified by Angeles (2009), the lack of a 

standard framework for supply chain information structure is still an issue of concern to supply 

chains. There should be an agreement among supply chain partners on information security and 
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technology standards. This is because the level at which information system and technology risks 

are minimised increases when standards are established or adopted. Also, as these standards 

(established or adopted) become more stable and mature, the information shared within the supply 

chain, becomes more regular and adequate (Xue et al., 2013).   

Standards and practices are influencing today’s global supply chain. Hence, any type of standard 

used within supply chains should not create barriers to collaboration and co-evolution (Eamonn 

& Kelly, 2015). Information security management standards are used to describe the various 

architecture and documents, from different sources, that provides recommendations on issues 

relating to information and information system security, especially in the areas of planning, 

auditing and managing the overall information security practices applicable to an organisation 

(Sindhuja & Kunnathur, 2015). According to Olivier et al. (2006), Xiao-yan et al. (2011) and 

Ahlmeyer & Chircu (2016), information security management standards and frameworks include 

(but not limited to) the Control Objectives for Information and Related Technologies (COBIT), 

International Organisation for Standardisation (ISO) and International Electrotechnical 

Commission (IEC). These are explained below.  

COBIT: “is a risk management based framework that is classified as an IT governance 

framework”, which organisations use to maximise security controls (Wolden et al., 2015, 

p.1848). One of the benefits of adopting COBIT as an organisational standard is that it ties 

back to the broader organisational objectives. Another benefit of adopting it as a standard by 

organisations and within supply chains is that it is not limited or confined either to technology 

or any single unit within the organisation or supply chain (Stroud, 2014), but covers the overall 

organisational or supply chain’s activities.  

COBIT has gone through different modifications, and it now incorporates not only IT 

governance elements, but also, controls and management activities. At the moment, it is in its 

5th iteration, hence it is now referred to as COBIT 5 (Ahlmeyer & Chircu, 2016). COBIT 5 

ensures that there are enforcement and management of security within the organisation. To do 

so, it adds a new dimension to information security, via set rules and policies that further 

strengthens the application of enterprise security (Wolden et al., 2015), and that also ensures 

that security is adequately managed between organisations and their consumers.  

ISO/IEC: Across the globe, the ISO is the most widely known and recognised standard-setting 

body (Koppell, 2011). Similarly, the IEC is also a recognised body that publishes international 

standards for all electronic, electrical and related technologies (often referred to as 

electrotechnology). These standards are adopted by a wide variety of organisations and are 

often incorporated into international agreements and domestic laws (Koppell, 2011). They 

have also been widely adopted for supply chains, as shown in the study of Stroud (2014), Blos 
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et al. (2016), de Oliveira, Marins, Rocha, & Salomon (2017). Some of the ISO/IEC standards 

that are applicable and have been adopted for supply chains are: 

ISO 31000 (Risk Management): is a standard that provides the general guidelines and 

principles on risks management (Blos et al., 2016). It serves as a foundation for supply chain 

managers to understand and ensure enterprise risk and supply chain risk management.  

ISO/IEC 27002 (Information Technology Security techniques): is formerly known as ISO 

17799. It is a standard that can be used for establishing an information security program or 

improve the existing information security practices. It is aimed mainly at the senior 

management of organisations, as it helps them take essential actions and make necessary 

decisions (Xiao-yan et al., 2011) regarding the security of information and information 

systems. 

ISO/IEC 27036-3 (Information Security for Supplier Relationship): is a standard that 

“specifies the fundamental information security requirements pertaining to the supplier-buyer 

business relationships” (Blos et al., 2016, p.1568). This is important to supply chains as most 

supply chain organisations depend on the existing or formed relationship within the supply 

chain.  

ISO 27001:2005 (Information Security Management Practices): deals with security practices 

that covers areas such as physical and environment security, personnel security, organisational 

security, security policy, assess control and compliance (Sindhuja & Kunnathur, 2015). It is 

an important standard to supply chains because it ensures the establishment and compliance 

of the trading partners to security practices and measures.  

ISO 28000 (Specification for Security Management Systems for the Supply Chain): is an 

available “specification on security management system requirement that deals with security 

assurance in the supply chain” (Blos et al., 2016, p.1568). It allows a supplier to ensure and 

enforce the necessary processes required for the reduction of risks and promotion of resilience. 

It also assists in the management of risks in supply chain relationships (Stroud, 2014). 

IEC 61508: is an international standard designed for creating the partitioning, diversification 

or independence of information systems and their components, such that containment and 

redundancy can be guaranteed when security breaches, faults or failure occurs (Windelberg, 

2016). It is a standard that can also help in ensuring the security of supply chains’ information 

and information systems. 

4.5.2.3 Training & Awareness Programs 

In the study of Bulgurcu et al. (2010), it is suggested that organisations can use three security 

countermeasures to address security threats. The measures are the security education, training and 
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awareness (SETA) of users; the implementation of security policies; and the monitoring of 

information systems. The security education, training and awareness of users are important 

because they make it possible for users to maintain the current knowledge of security threats and 

the best means of managing them (Choo, 2011). Educational programs provide the knowledge 

required in taking positive action against security threats or attacks, while awareness campaigns 

keep users continuously thinking about security threats. Through training and awareness 

programs, and with the help of other culture building activities, organisations can easily integrate 

technical security control measures (e.g. firewalls and anti-virus) with non-technical control 

measures (e.g. policies and standards) (Sindhuja & Kunnathur, 2015) 

Users exposed to security training often show greater enthusiasm and performance with regards 

to information security. A study conducted by Bulgurcu et al. (2010), to understand the impact of 

information security training on employees’ attitude to comply with information security policies 

shows that employees with security training have significantly positive beliefs, performance and 

attitude towards security measures. In the study of Wolden et al. (2015), it was also shown that 

the level of security training and awareness of the supply chain members influences the way they 

behave and react to security programs, frameworks and procedures. Hence, the security training 

done by organisations or within supply chains should involve all the organisations’ employees or 

the supply chain members, and should also be on a continuous basis. In agreement, CESG (2010) 

also explained that training and awareness programs should be designed for all employees, 

especially the employees with information security responsibilities. 

The level of knowledge, training or education of users influences the users’ compliance behaviour 

with information security practices and programs. That is, users with a higher level of training or 

education will be more exposed and conversant with information security practices, programs and 

policies. Likewise, users with inadequate experience, training or education in security can also be 

a source of vulnerability and weakness to information systems and consequently to the 

information acquired, processed, shared and stored by the systems. Hence, according to Bunker 

(2012), one of the ways of solving information and information systems’ security vulnerability 

and threat issues is by changing the perception and attitude of employees through training or 

education. This is so because, “ignorant users can get themselves into troubles even with the best 

and most sophisticated defences available” (Issac et al., 2014, p.1). 

The awareness of supply chain members to information security is important in the interpretation 

and use of supply chain information security policies and regulations (Wolden et al., 2015). 

Similarly, information security awareness of employees is important in the successful utilisation 

of information security measures. This also means that the higher the awareness, the more likely 

it is to reduce the risks of information system failure and to also reduce the possibility of attacks 
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on the supply chain and its information (Windelberg, 2016). Awareness of how vulnerabilities 

are created and how they can be exploited is also important in defining security requirements. 

According to Martin & Rice (2011) and (Sindhuja, 2014), to create or increase security awareness, 

organisations must develop a knowledge base for information security challenges, practices and 

issues, which should be shared with employees. They can also do so through the development 

and use of seminars, flyers, talks etc. from within and across organisations.  

4.5.2.4 Audit  

One of the non-technical security measures that can be used to ensure the security of information 

within any organisation or supply chain network, is the continuous monitoring and auditing of the 

activities surrounding information and the information systems used within the organisation or 

the organisation’s supply chain network. According to Perez-Castillo & Piattini (2013), audit is 

necessary for all organisational sector, irrespective of their size, capacity or net-worth. This is 

because, it involves prioritising the impact of loss, appraising value and evaluating the 

organisational assets’ (e.g. informational, information system infrastructure, intellectual property 

etc.) vulnerabilities and exposure to threats (Borum et al., 2015). It also involves the use of a 

comprehensive framework and pathway to assist organisations in achieving their objective of IT 

governance and management (Perez-Castillo & Piattini, 2013). 

Auditing, sometimes referred to as assessment, helps ensure that the adequate and right security 

measures are adopted, implemented and effectively utilised in a manner that can help prevent or 

minimise distortions and disruptions to information and information systems (Wolden et al., 

2015). It also helps understand how shifts in threat environments can impact on organisational 

information security and management behaviour. For these reasons (and much more), conducting 

an audit of each of the processes at each stage of a supply chain structure is important, especially, 

in order to provide some level of assurance for the supply chain members (Axelrod, 2011). It is 

also important because it enables the supply chain members to determine whether the security 

measures put in place are adequate or being effectively used for the protection of the information 

and information systems used within the supply chain (Wolden et al., 2015). 

Conducting an audit is mostly considered a preventive measure, but it is also a practice that can 

be performed after something has happened (Wolden et al., 2015). According to Axelrod (2011), 

a more thorough audit can still be initiated after threats or rogue components are discovered in an 

attack or security breach. An example of this practice (i.e. auditing after an attack or security 

breach has happened) can be found in the use of audit log to facilitate a post-analysis or on-going 

analysis of complaints, compliance issues or security breach or attack. The importance of auditing 

practices (pre- or post- security breach) has made most regulatory organisations enforce auditing 
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standards for compliance purposes. These organisations are also suggesting the engagement of 

the services of auditing firms to determine the effective use of controls in ensuring that standards 

and policies are being adhered to within organisations (Dowling, 2014). 

Providing real-time audit of information and information systems for compliance, for all the 

parties involved in the sharing of information, information security policies and regulations is 

important in ensuring the security of information (Morris et al., 2010). Hence, the auditing of 

information and information system should be an on-going practice and not just a snapshot. 

According to Morris et al. (2010) however, the cost involved in performing most types of audit 

is a challenge to most organisations, hence most audits are not always performed on an ongoing 

basis or in real-time. Another challenge to auditing, especially financial and information auditing, 

is the amount of experience, skills and in-depth knowledge (which unfortunately is not always 

readily available) required in performing such type of audit (Perez-Castillo & Piattini, 2013). 

4.6 Information Assurance within Supply Chains 

Information is important and valuable to organisations, however, most organisations do not give 

it the same protection, or request for similar assurance, as they do with their organisational 

finances. In the study of Roy & Kundu (2012), it is stated that efforts are being put in place by 

organisations, to define techniques that can be used to control information security-related risks 

in supply chains. However, not much has been done to give assurance that these techniques will 

be effective in the management of information security related threats and risks across supply 

chains. This could be because there is an assumption by most organisations that when security is 

addressed, assurance is also covered, when in reality, security protocols may be implemented but 

not working properly (Ouedraogo et al., 2012). According to Axelrod (2011), it could also be 

because of the insufficient availability of expertise and information needed in making decisions 

regarding assurance, especially information assurance. 

The need for information assurance is, and will continue to be important to organisations. This is 

because information assurance is a dynamic domain that is continuously changing in response to 

the continuous evolution of technology, business needs and the society. Information assurance 

has been described by Bunker (2012, p.21) as the “ability of an organisation to manage the risk 

to the governance, compliance, confidentiality, integrity and availability of its information at all 

times.” It has also been described by Cherdantseva & Hilton (2014) as a professional activity and 

a multidisciplinary area of study that aims at protecting organisations, by reducing the different 

types of risks associated with information and information system, through the provision of 

comprehensive security countermeasures that are systematically managed and driven by 
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cost-effectiveness and risk analysis. As explained in the study of Hamill et al., (2005), information 

assurance objectives are, but not limited to: 

 the protection of information and information systems and their environment 

 the detection of potential attacks to information and information systems 

 the response (reaction) to any possible type of attack on information and information 

system 

 the restoration of information and information systems’ after any form of attack  

Information assurance is increasingly attracting the interest of information security professionals 

and researchers. This is because of the increase in the lack of compliance with information 

security policies and regulations among today’s global trading partners. It is also because 

information assurance is perceived as a practice that can help in protecting information and 

information systems by ensuring their confidentiality, integrity, availability, authentication and 

non-repudiation (Hamill et al., 2005). It also helps in protecting information and information 

systems by incorporating detection and reaction capabilities that ensures and facilitates 

information systems’ restoration (CESG, 2010). As explained in the study of Jouini et al. (2014), 

the detection and reaction capabilities also ensures and facilitates the provision of a response 

mechanism that is properly focused, and a restore capability that re-establishes the confidentiality, 

integrity and availability of information and information system to their original state or even to 

an improved state. 

According to Denolf et al. (2015), every supply chain trading partner wants some level of 

assurance that the information that will be shared using the supply chain information system will 

not be exploited, and will be kept confidential. To provide such assurance, the audit of each of 

the activities and information at each stage of the supply chain should be frequently performed. 

Monitoring of critical processes and the validation that standards are followed should also be 

performed frequently throughout the supply chain (Axelrod, 2011). Also, to provide such 

assurance, Wolden et al. (2015) suggested that contemporary methods that are technically 

enhanced should be used. According to Hamill et al. (2005), these methods should involve the 

use of processes and techniques such as access controls, intrusion detection software, multi-level 

security and secure network server. Furthermore, according to Windelberg (2016), these methods 

should also involve verification testing and independent validation.  

However, according to Cherdantseva & Hilton (2013), information assurance is not limited to 

only the implementation or application of technical security countermeasures or the protection of 

electronic information. It also encourages and advances a holistic approach to the security of all 

kinds of information (electronic or not) and information systems, by exploiting and combining 

different types of available countermeasures (technical, legal, human-oriented and organisational 



88 
 

e.g. policies) for the adequate protection of information and information systems. Hence, 

according to Ifinedo (2014), to gain assurance on the ability of deployed security measures, that 

they will adequately protect information system assets, activities such as monitoring, continuous 

assessment etc. must also be carried out on the deployed security mechanisms or measures. As 

explained in the study of Maconachy, Schou, Ragsdale, & Welch (2001), information assurance 

and security issues can be addressed using two approaches, and the approaches are: 

The threat-based approach: This approach focuses on analysing threats to information in 

technical details. 

The goal-based approach: This approach focuses on communicating with stakeholders by 

security experts, in a manner that does not require technical knowledge. 

Communication is vital to the provision and implementation of information assurance, hence, 

communication plans has to be developed in order to achieve information assurance objectives 

(CESG, 2010). Authors and organisations are also emphasising on how vital policies and controls 

are, in providing assurance on organisational information and information systems. According to 

Morris et al. (2010), organisations will be more willing to share information if they have the 

assurance that the agreed upon policies, controls or rules for sharing and using information are 

being enforced. This is so because the level of controls and the type of policies in place within an 

organisation helps the organisation with the timely detection and prevention of attacks on the 

organisation’s information and information systems. According to CESG (2010) however, 

information assurance controls and policies cannot be enforced when there is poor cultural attitude 

by the employees, to security. 

Bunker (2012) classified controls in information assurance into three groups. He further stated 

that these controls are interrelated as their objectives are to secure information. The controls are:   

Strategic Controls: These are controls that are put in place to ensure that information assurance 

strategies align with organisational needs. They involve activities around compliance, risk, 

governance and business alignment. 

Operational Controls: These are controls that cover the day-to-day activities of the business. 

They include incident handling and response, backup, physical security, configuration and 

patch management, continuity and disaster recovery.  

Tactical Controls: These controls depend on technology and the people and processes that 

surround the use of technology. They are used to ensure the protection of users and information 

from security vulnerabilities, threats and risks. They involve activities around the installation 

of anti-virus and intrusion prevention applications, secure information exchange and remote 

security controls. 
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The strategic benefits that information assurance can enable include the reduction of information 

risk, the reduction in the total cost of implementing reactive measures for information security 

breaches or attacks, and the establishment of an effective business process (CESG, 2010). To 

achieve these benefits, Roy et al. (2012) suggested that a process framework that facilitates a 

consistent business practice and assures information security management across the supply chain 

should be developed. Morris et al. (2010) also suggested that a Continuous Compliance 

Assurance (CCA) mechanism that is embedded in a trusted enclave, be adopted by organisations. 

According to them, these mechanism fosters trusted information sharing among organisations, by 

assuring the compliance with the policies and regulations regarding the information to be shared. 

One of the most common challenges in establishing information assurance practices is the 

inadequate availability of resources, particularly money. This is so, especially when financial 

benefits are not obvious or readily available (Hamill et al., 2005). Another challenge being faced 

by organisations with regards to information assurance is the insufficient support obtained from 

top management and stakeholders. According to Bunker (2012, p. 20), information assurance 

“needs to start from the top”. Hence, according to CESG (2010), it is important to drive 

information assurance through an organisational level programme and process rather than driving 

it through programmes and processes that are only at the system level. This is because the board 

and stakeholders tend to pay more attention to the design, deployment and operation of controls, 

programmes and processes that affect the overall activities of the business. 

4.7 Conclusion 

Information and information systems are important supply chain assets that need to be protected 

so as to maintain their availability, confidentiality and integrity. Hence, the design of most modern 

supply chains is extending to include security dimensions that can help to mitigate potential 

malicious actions and to reduce the exploits of vulnerabilities on supply chains’ information and 

information systems. These security dimensions are not based on technical measures (e.g. anti-

virus and firewall) only, but also includes non-technical measures (e.g. policies and standards). 

This is because, technical measures alone are insufficient in the protection of information and 

information systems (Montesdioca & Maçada, 2015). Most supply chains consist of multiple 

organisations. Hence, any distortion to information severely affects the operations of the multiple 

organisations within the supply chain. Organisations are therefore increasingly seeking assurance 

that the information being used within the supply chain is adequately protected. As a result of 

this, information assurance has become an important requirement among today’s trading partners. 
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methodological approaches and tools used for solving a research problem (Thomas, 2010). 

According to Trifonas (2009), paradigms and their respective philosophical assumptions and 

dimensions are important to researchers because they help with the proliferation of existing and 

emerging patterns of knowledge. They also help with the proliferation of the different disciplinary 

agendas that serve to convene a particular research practice, custom or skill in the scientific and 

social world. In this section, the common research paradigms and dimensions, as identified in the 

literature, are discussed. The paradigm adopted in this study is also presented in this section. 

5.2.1 Research Paradigm 

Research paradigm may be described as a framework or a research culture with a set of ideas, 

values and philosophical assumptions that are shared by the members of a certain research group 

or community, regarding the nature and conduct of research (Kuhn, cited in Thomas, 2010). Its 

philosophical assumptions and inherent ideas, when adopted in a research provide the researcher 

with a convenient structure, methodology, model or framework for examining problems and 

finding solutions to the problems. According to Burnett (2012), adopting the appropriate 

paradigm helps position a research on its course, by guiding the researcher in decisions concerning 

methodology, research approach and data analysis. It is therefore important for researchers when 

conducting a research, to identify and understand the ideas and assumptions that best suits their 

study, so as to be able to adopt the most appropriate paradigm for their study. The next section 

presents some of the common paradigms found in the literature. 

5.2.1.1 Positivist/Scientific Paradigm 

The positivist research is a research that seeks to know (Burnett, 2012). According to Humphrey 

(2013), it is a research process that ensures the securing of objective knowledge. It was stated in 

the study of Giddings & Grant (2006) that the positivist paradigm is considered and often viewed 

as synonymous with quantitative research. This is because, within this research paradigm, only 

quantifiable data are considered as evidence. This also mean that researchers conducting a 

positivist research are expected to gather data on large representative samples so as to uncover 

statistically significant correlations. However, one of the major challenges with this approach is 

the understanding and utilising of statistical data, especially in the social world. There is a shift 

from within the positivist, to the post-positivism. According to Ryan (2006), in a post-positivist 

research, significantly large amount of qualitative data can also be generated. This is because texts 

or peoples’ words are also considered as evidence in the post-positivist research approach. 

However, the difference between this approach and the interpretivist approach (which also 

generates qualitative data) is that, with this approach, “the same questions must be presented in 



92 
 

the same order to all respondents, often with fixed categories to answers” (Humphrey, 2013, p.8). 

This is so as to ensure and safeguard objectivity.  

5.2.1.2 Interpretivist/Constructivist Paradigm 

According to Burnett (2012), an interpretivist research is a research that seeks to understand. It is 

a research paradigm that is popularly used when undertaking studies with the core objective of 

understanding social phenomena. This means that, with this paradigm, researchers tend to “derive 

their constructs from the field by an in-depth examination of the phenomenon of interest” 

(Thomas, 2010, p.295). Interpretivist believe that an account grounded in multiplicity of views 

and voices will generate a more holistic truth about any social reality. It was stated in the study 

of Giddings & Grant (2006) that the interpretivist paradigm is considered and often viewed as 

synonymous with qualitative research. This is because, it allows researchers to draw upon their 

own intuition, experience and imagination in order to develop and form an understanding of the 

story being told by others. It is also because it allows for the generation of themes, concepts or 

topics that help researchers achieve their research objectives. One of the major challenges of this 

paradigm, however, is that there can be unusual or exaggerated responses or reactions from the 

participants of a study being conducted using this approach. These unusual or exaggerated 

responses or reactions, if not properly managed, may distract the study being conducted from 

achieving scientific credibility (Humphrey, 2013), and subsequently, their main objectives. 

5.2.1.3 Critical/Radical Paradigm 

A critical research is a research that seeks to change or confront the injustices existing in the 

society (Burnett, 2012). It seeks to understand the relationship between societal structures (e.g. 

political, economic and cultural) and the ideological way of thinking that constrains human 

imagination of changing or confronting unjust social systems. It recognises the existence of 

multiple truth and also seeks to investigate the differential power relationships that exists between 

truth and the structures and social actors that lay claim to them (i.e. truth). Hence, it is considered 

an approach that can be adopted when interrogating the uneven distribution of privilege and 

advocating for equity and greater access. According to Clark (2014), critical researchers, just like 

interpretivist researchers, often rely on qualitative means of acquiring information, except that, 

they often require a greater level of autonomy from the individuals or people participating in the 

study or being studied. Some authors, however, explained that critical researcher, in some 

situations, also adopt the quantitative method. This means that they (critical researchers) can 

sometimes adopt the mixed method approach, in order to acquire information. One of the 

challenges of this approach is that there is a possibility of the researcher unknowingly listening 

to the experiences of those that are least affected by the social issues of injustice. 
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5.2.2 Research Paradigm Dimensions/Characteristics 

According to Guba (1990), the research paradigm (discussed above) a researcher adopts can be 

characterised through their ontology, epistemology and methodology. In the study of Thomas 

(2010), these characteristics were referred to as dimensions. In most of the studies that dealt with 

research paradigm, these same dimensions/characteristics were identified. However, in some 

other studies such as that of Giddings & Grant (2006) and Humphrey (2013), a fourth 

characteristic called axiology was identified. These characteristics (i.e. the four characteristics) 

were explained to reflect a researcher’s belief of the way of seeing the world with regards to 

reality and knowledge. The next section discusses the ontological, epistemological, 

methodological and axiological stance and position in research. It also presents the researcher’s 

position, which subsequently influenced the research paradigm adopted in this study. 

5.2.2.1 Ontology 

Ontology deals with a researcher’s belief of what is reality, what exist in the world and what the 

structure and nature of reality is (Giddings & Grant, 2006; Lehner & Kansikas, 2013). It is also 

perceived as the realm of being. According to Humphrey (2013), at the ontology level, positivists 

assume that things exist independently of the perceiver and that they are as they appear to be. 

They also believe that there is a single reality or truth which can be best determined through 

observation and measurement. Hence, they are considered to have an objective viewpoint that 

knowledge is quantifiable. According to Patel (2015), the interpretivist, on the other hand, 

assumes that there is no single reality or truth. They believe that reality is often created by people, 

either as an individual or as a group, and they also believe that reality can be determined from the 

actors’ perspective, through interactions with the actor or the actors’ environment. Furthermore, 

they believe that reality has to be observed and interpreted, hence they are often considered to 

have a subjective ontology. Also having a subjective ontology, are the critical researchers who 

believe that realities or truth are constructed entities that are often under constant influence, and 

that can only be determined through interacting (directly or indirectly) with reality. Both the 

interpretivists and critical researchers try to understand why and how things happen.  

5.2.2.2 Epistemology 

Epistemology deals with how we come to know about reality. It deals with a researcher’s belief 

about what counts as knowledge, the nature of human understanding and the knowledge that can 

be obtained through human understanding and experiences (Giddings & Grant, 2006; Lehner & 

Kansikas, 2013). At the epistemology level, the interpretivist believe that reality can be derived 

through peoples’ subjective experiences (Thomas, 2010). According to Humphrey (2013), they 

also assume that the knowledge of a phenomenon can best be acquired by directly interacting 
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with, or experiencing the phenomenon. Hence, they typically adopt a qualitative methodology in 

their quest for knowledge and are also considered to have subjective interaction with the 

phenomenon being studied. Furthermore, at the epistemology level, the positivist assumes that 

knowledge can be rendered transparent to all and can also be expressed in the universal language 

of statistics. Hence, they typically adopt a quantitative methodology in their quest for knowledge 

and are also considered to have an objective interaction with the phenomenon being studied. For 

the critical researchers, they adopt a similar approach as the interpretivist, hence they are also 

considered to have a subjective interaction with their subjects. 

5.2.2.3 Methodology 

Methodology deals with a researcher’s belief of how knowledge can be gained (Giddings & Grant, 

2006). It helps establish the process of finding out about knowledge or a phenomenon. It includes 

the strategies, plan and designs linking the choice of methods (i.e. the data collection and analysis 

techniques or procedures adopted in a study) to the required outcomes. According to Patel (2015), 

the positivist often use an experimental or survey research methodology. Hence they employ a 

quantitative method of data collection and analysis, which includes the use of questionnaire, 

sampling measurement, statistical analysis or scaling. The interpretivist, on the other hand, use 

meaning as against measurement methodology (Thomas, 2010). They often use grounded theory, 

discourse analysis, action research, heuristic inquiry or phenomenological research methodology. 

Hence they employ a qualitative method of data collection and analysis, which includes the use 

of interview, observation or narratives. Critical researchers, similar to the interpretivist, use 

discourse analysis, action research, ethnography or ideology critique methodology. They are 

known to, therefore, employ interviews, ideological review or focus groups for acquiring 

knowledge. However, in some cases, they employ questionnaire in order to acquire information. 

Hence, they in some instances adopt a positivist research approach. 

5.2.2.4 Axiology 

Axiology deals with a researcher’s belief that is concerned with the acquisition of knowledge 

(Freedman, 1999). The axiological positioning of a researcher is an important factor in the choice 

of the methodology to be used to acquire knowledge in a study. According to Giddings & Grant 

(2006), it is also an important determinant in a research decision-making process. Giddings and 

Grant further explained that, for instance, a study being conducted to understand social injustice 

or a person with a strong belief, values or affinity towards issues of equity and social justice, will 

likely be drawn to the radical/critical paradigm, and hence, will adopt a radical/critical approach 

and methodology in the acquisition of knowledge. This is because this paradigm (i.e. the 

radical/critical) focuses on social change and social action. Similarly, a study being conducted to 
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simply know about a phenomenon will be drawn towards adopting the positivist paradigm and 

hence will adopt a positivist approach and methodology in the acquisition of knowledge. While a 

study that seeks to understand the how and what of a phenomenon will be drawn to the 

interpretivist paradigm, and hence will adopt an interpretivist approach and methodology in the 

acquisition of knowledge   

5.2.3 The Research Paradigm and Dimension of this Study 

It is important for researchers to base their study on certain philosophical assumptions and 

perspectives (Thomas, 2010). Hence, it is important for a researcher to decide on the research 

paradigm to be adopted in their study, and work within the framework of the paradigm. In this 

study, the philosophical assumptions and perspectives that was adopted are that of the 

interpretivist paradigm. This is because the study seeks to understand ‘why’ and ‘how’ things 

happen. The paradigm was also adopted because it facilitates and accommodates researchers’ 

reflexivity, which was useful in preventing bias in the study. The adoption of this paradigm, its 

philosophical assumptions and methodology also served as a guide to the researcher in obtaining 

explanations and experiences, with detailed examples, from the study’s participants. Since this 

study was about acquiring knowledge (axiology) through human understanding and experiences, 

and also about understanding the how and why of the phenomenon being studied, the 

epistemology dimension/characteristic was also adopted in the study. 

5.3 Research Design 

Research design can be described as the master plan or logic of a research study, which shed light 

and also guide researchers on how their study is to be conducted (Thomas, 2010). It may also be 

described as the overall strategy adopted by a researcher, to integrate the different major 

components of research (e.g. samples, research methods etc.) in a logical and coherent manner 

that ensures that the set-out research objectives are achieved, and the set-out research problems 

and questions are also effectively addressed. With the research design in mind, researchers are 

able to make rational choices and decisions, and also address issues relating to the purpose of 

their study, the settings (e.g. location, investigation type etc.) of their study and method of data 

collection and analysis (Sekaran, 2006). In the review of literature done by the researcher, it was 

discovered that research design was sometimes referred to as research approach or research 

strategy. Some of the common research design/approach identified in the literature, to be 

particularly suitable for studies adopting the interpretivist paradigm, are described below: 

Exploratory Design: This design approach is suited for studies in which not much is known 

about the phenomenon being studied, or when no information is available on how similar 

research issues or problems to the one being studied, have been solved in the past. It requires 
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that an extensive preliminary work is done, so as to understand the phenomenon being studied 

or to gain more familiarity with the phenomenon, within the context in which it is being 

studied. According to Sekaran (2006), it is a design approach that might also be useful in a 

situation where some facts are known, but more information is still required in the 

development of a viable conceptual or theoretical framework. 

Explanatory Design: This is a design approach that is adopted when a study is looking to 

explain a phenomenon, or when a study is trying to answer questions that sought to explain a 

presumed relationship in a social or real-life context (Baxter & Jack, 2008). It is also suitable 

for studies investigating causes and outcomes.  

Descriptive Design: This design approach is undertaken when a research aims to ascertain and 

also describe the characteristics of a phenomenon. It is also useful when a researcher wants to 

acquire information about the status of a phenomenon, so as to be able to describe what exists 

(and the issues) about the phenomenon. Its goal, according to Sekaran (2006), is to aid the 

researcher in profiling or describing the relevant aspects of the phenomenon being studied, 

from an organisational, individual or other perspectives.  

Grounded Theory Approach: This is an approach that focuses on the systematic gathering, 

coding and analysis of data, so as to derive a theory or theories. Hence, in its approach to 

studying or understanding a phenomenon, it is designed towards the building of theory directly 

from gathered data. It is often applied when the phenomenon being studied is in a relatively 

early stage of development or when trying to address a complex issue that has significant 

variation (Speier et al., 2011). 

Phenomenological Approach: In this approach, the researcher is often interested in the lived 

experiences of the individuals participating in the research study. This approach helps to 

explore some of the philosophical underpinnings of a phenomenon (Lichtman, 2013).  

Case Study Approach: This approach is useful when investigating or trying to understand a 

phenomenon within its social or real-life context, especially when the boundaries of the 

phenomenon and the context in which it is being studied are not clearly defined (Yin, 2003). 

It involves an in-depth study that explores a phenomenon with a view of advancing the 

understanding of the phenomenon (Thomas, 2010). With this approach, a researcher’s interest 

could either be to simply understand the case in hand (intrinsic case study), or to explore a 

case, so as to shed light on the issues concerning the case (instrumental case study) (Cousin, 

2005). As explained in the study of Baxter & Jack (2008), a case study approach can also take 

an exploratory, explanatory or descriptive form. 

Hypothesis Testing: This approach is often adopted when the study being conducted is aiming 

at discovering and establishing a relationship between variables, or two or more factors in a 
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situation (Sekaran, 2006). Hence, it is an approach that is relevant to researchers looking to 

explain the variance in variables, or trying to predict what may occur.   

In order to understand the phenomenon being studied (in this study) with greater depth, and from 

the social and real-life perspective and experience of the study’s participants, the case study 

approach was adopted in this study. Both the intrinsic and instrumental procedure of the case 

study approach was adopted in this study. Also, because not so much is known about information 

assurance within the supply chain context, an exploratory design was also adopted in this study. 

This, therefore, means that the exploratory design and the case study approach were considered 

befitting for achieving the objectives of this study.  

5.4 Research Methods 

In the study of Thomas (2010), Myers was cited to have described research method as a strategy 

of enquiry, which progresses from the underlying assumptions adopted in a study, to the research 

design and data collection and analysis methods adopted in the same study. The most popular 

classification of research methods has been into quantitative, qualitative and mixed methods. The 

distinction between these methods is in the form of data collection and analysis, and also in the 

manner in which data are collected and analysed. These methods are also used to create distinction 

in the nature of knowledge to be acquired. Neither of these methods is better than the other 

(Thomas, 2010). In fact, according to Guba & Lincoln (1994), these methods can be adopted in 

any research paradigm, if used appropriately. The suitability of any of them to a research study 

should be decided, based on the context, objective and nature of the study.  

The quantitative research method is generally associated with numbers and statistics. It is often 

considered a deductive approach that generates numbers that in most cases need to be analysed, 

summarised and described. According to Lacey & Luff (2009), quantitative data may be explored 

by calculating mean and standard deviation and by doing cross tabulations. After analysis, it may 

also be described through the use of tables, charts and graphs. Patterns and relationships can also 

be explored and determined in quantitative data by performing an analysis of variance or multiple 

regression. In a quantitative study, research questions can be addressed using quantitative 

techniques such as questionnaires, measurement of standard outcomes (e.g. morbidity, staff 

absence rate or mortality), attitude scaling etc. They can also be answered using qualitative 

techniques such as interviews, focus groups etc. (Lacey & Luff, 2009). According to Trifonas 

(2009), quantitative research which enforces the suppression of researchers intervention in the 

process of data collection may also still have some form of bias through the measurement 

instrument and the population being surveyed. 
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Qualitative research method, on the other hand, is generally associated with words and narratives. 

It is mostly considered an inductive approach that is well suited for answering the ‘what’, ‘why’ 

or ‘how’ questions (Ritchie, Lewis, Nicholls, & Ormston, 2003). According to Lacey & Luff 

(2009), it has been described as a subjective and interpretative exercise in which the researcher is 

fully and intimately involved. Its purpose is to examine a phenomenon in a natural setting, by 

acquiring the ideas and perception of the participants of a study (Lichtman, 2013). With this type 

of research method, there is the likelihood that the views, assumptions and preconceptions of the 

researcher influences data collection and the data collection process, and consequently, the 

emerging concepts or theory. Hence, Lacey & Luff (2009) suggested that the researcher be more 

visible or reflexive in this research approach, so as to prevent any bias. Qualitative methods use 

narratives or storytelling to make sense out of data. Hence, the researcher using a qualitative 

research method is often required to draw upon their own intuition, experience and imagination 

to develop an understanding that can help in generating themes, concepts or topics that are useful 

in achieving the study’s objectives. With the mixed method, however, both the quantitative and 

qualitative methods are adopted (Ritchie et al., 2003).  

As stated in section 5.2.3, the interpretivist paradigm was adopted in this study. This paradigm 

has been explained (in section 5.2.2.2) to be considered and often viewed as synonymous with 

qualitative research. The epistemology dimension that deals with understanding a phenomenon 

through peoples’ experiences and perspective (i.e. interpretivist epistemology) was also adopted 

in this study. Therefore, in this study, the research method adopted is the qualitative research 

method. This method was employed in this study because the researcher needed to have a 

contextual information, with rich insight and meaning into the study’s participants activities and 

experiences, while at the same time, uncovering their personal views and perspectives (Guba & 

Lincoln, 1994). Since this study adopted a qualitative research method, a data collection 

instrument that can aid in the collection of qualitative data was also adopted in the study. The 

research instrument adopted in this study is discussed in the next section. 

5.4.1 Research Instrument 

In a qualitative study, the data collection instrument is usually the researcher herself/himself 

(Brink, 1993; Merriam, 1995). Although, the instrument or method that a qualitative researcher 

often use include interviews, focus groups, making observations and handwritten field notes. It 

may also include video recordings, visual images or other types of media (Lacey & Luff, 2009). 

In this study, the data collection instrument was open-ended, in-depth interviews. Interview was 

selected because it allows direct contact with the study’s participant, which subsequently led to 

focused, rich, constructive and detailed suggestions and responses (data) being gathered from the 

study’s participants. Interviews can be structured, unstructured and semi-structured (Thomas, 
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2010). In a structured interview, the interviewer uses a set predetermined questions to extract 

information. These questions are usually short and clearly worded, and they often require precise 

responses in the form of a set of given options that are read out or presented on paper to the 

interviewee. In an unstructured interview, the interviewer poses open-ended questions that allow 

the interviewee to freely express their opinion. With this type of interview, the direction of the 

interview is not predetermined but determined by both the interviewer and the interviewee. Hence, 

each interview mostly takes a different format. In a semi-structured interview, the features of 

structured and unstructured interviews are combined.  

Since interview was adopted as the means of data collection in this study, an interview guide was 

prepared so as to ensure that there was some structure to the interviews (Bowen, 2005). The 

interview sessions were, however, conducted as conversation sessions, so as to facilitate some 

level of flexibility in the data collection process, and also enhance the easy extraction of detailed 

information from the respondents. This means that a semi-structured interview was used in this 

study as the primary means of data collection. Additional data collection method used in this study 

was desk-based, which was done through the review of policies and documents (both electronic, 

Internet-based, and hard-copy) relating to supply chains, and supply chains’ information security 

and information assurance. Risk profile analysis of organisations was also done, so as to acquire 

additional data. The alignment of this study’s research questions to the framework adopted in this 

study is presented in Chapter 6. 

5.5 Sampling 

Irrespective of the research method and approach to a study, it is a general requirement for the 

researcher to decide on the sample to be selected to participate in the study. If the population and 

sample of a study are not correctly determined or targeted, the outcome of the study might do 

more harm than good. Hence, data has to be collected from the right people, objects or events that 

can provide the correct and appropriate answers that can help address the issue being investigated. 

According to Sekaran (2006, p.265), population “refers to the entire group of people, events or 

things of interest that the researcher wishes to investigate”, while, population frame is “a listing 

of all the elements in the population from which the sample is drawn”. Samples, on the other 

hand, are a subset of a population, while sampling is the process of selecting the right and 

sufficient sample to represent the entire population (Surbhi, 2016).  

Sampling strategies are generally divided into two categories which are probability and non-

probability (Surbhi, 2016). Probability sampling, also referred to as random sampling, is a 

sampling strategy in which all the elements in a population have an equal chance or a known 

probability of being selected. According to Ritchie et al. (2003), this sampling strategy is 
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generally considered to be most appropriate for quantitative research and inappropriate for 

qualitative research. Non-probability sampling also referred to as non-random sampling, is a 

sampling strategy in which units or group to represent a population are deliberately selected from 

within the population. In this sampling strategy, samples are selected based on certain criteria that 

fit the objectives of the study being conducted, and not all the elements in the population have an 

equal chance or a known probability of being selected. It is generally considered the most 

appropriate sampling strategy for a qualitative research.  

In this study, being an exploratory and a qualitative study, the non-probability sampling strategy 

was adopted. The non-probability sampling strategies are purposive sampling, convenience 

sampling, quota sampling and snowball sampling (Surbhi, 2016). Although, in the study of Feild, 

Pruchno, Bewley, Edward P. Lemay, & Levinsky (2006), non-probability sampling strategy has 

been broadly categorised into two, which are, convenience and purposive (e.g. quota and 

judgemental sampling). With purposive sampling (also referred to as criterion-based sampling), 

the sample selection is based on certain criteria, characteristics or particular features. The 

judgemental sampling, in which samples are selected based on the elements that are best 

positioned to provide the required information, the quota sampling, in which certain elements are 

represented based on the assignment of a quota, and the theoretical sampling, in which the 

researcher samples units, people or incidents, based on “their potential contribution to the 

development and testing of theoretical constructs" (Ritchie et al., 2003, p.80), are all classified as 

types of purposive sampling strategy. With convenience sampling, the sample is chosen based on 

ease of access to the sample elements that can provide the needed information. While, with 

snowball sampling, people who are already interviewed are asked to identify other people they 

know that fit the study or sampling selection criteria. In this study, the purposive sampling method 

was adopted.  

In qualitative research, the selection of sample size should be based on the ability of the subject 

to provide relevant information that answers the research questions (Brink, 1993). Hence, to avoid 

insufficient or inaccurate data, researchers are encouraged to use their judgement and specific 

criteria, based on the best available evidence, to determine the subjects that can provide accurate 

and well-informed responses to the questions being asked. This study is based on two different 

fields of study, the first being information security and assurance, and the second being supply 

chain. To adequately cover the objectives and scope of the study, participants were drawn from 

two categories of organisations, which are supply chain and logistics organisations, and 

Information Technology (IT) consulting organisations. Samples were drawn from three different 

organisations from each of these two categories. The reason for drawing samples from three 

different organisations from each of these two categories, is so as to have diverse respondents that 

can present broad views on the subject being investigated.  



101 
 

According to Sindhuja (2014, p.460), “most studies on information security have considered 

organisations as the unit of analysis”. Hence, in this study, six organisations were used as the unit 

of analysis. The rationale and criteria considered in selecting these organisations are: 

Rationale 

 Supply chain and logistics organisations were chosen because the context of the study is 

within supply chains’ structures and processes. Logistics is generally considered an 

integral part of supply chain, hence the choice of logistics organisations.  

 IT consulting organisations was chosen because the main focus of the study is on 

understanding information and information systems’ security and how assurance can be 

provided on these two (i.e. information and information systems). The consideration for 

this rationale is further presented in the criteria that were considered when choosing the 

IT consulting organisations. 

Criteria 

The organisations that were chosen for this study met the following criteria: 

Supply Chain Organisations 

 Have a functioning supply chain operation, structure and process. 

 Have a working technology or information system for driving their supply chain 

operations, structures and processes.  

 Have a good number of employees (at least 500) working across the different units of the 

supply chain. 

 Be “willing to allow access to employees at various organisational levels and be willing 

to disclose any information the researchers considered pertinent to the study.” 

IT Consulting Organisations 

 Must be serving at least one supply chain organisation, especially with regards to their IT 

infrastructure 

 Must have dealt with some form of information security issues/challenges of the 

organisations they are servicing. 

 Be “willing to allow access to employees at various organisational levels and be willing 

to disclose any information the researchers considered pertinent to the study”. 

It is also important to provide the criteria for the selection of participants that participated in a 

study (Bowen, 2005). The criteria for selecting the individuals that participated in the study are: 
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Supply Chain Organisations 

 Must be actively involved in the structures and processes of the organisation. 

 Must be involved in the use and sharing of information within the organisation’s supply 

chain network. 

 Must be involved in decision making within the organisation, hence, team leaders, 

managers and directors were mostly selected to participate in the study. 

 Employees from within the IT unit of the organisations were also selected to participate 

in the study. This is because of their engagement with the technologies and information 

systems used within the organisation to drive their operations, structures and processes.  

IT Consulting Organisations 

 Must be involved with the client side of the business, especially the clients with supply 

chain businesses and operations. 

 Must have dealt with some form of security issues/challenges of the organisations they 

are servicing. 

 Must be involved in some level of decision making. 

The number of participants drawn from each organisation and that represented each category, that 

is, supply chain and logistics organisations, and Information Technology (IT) consulting 

organisations are presented in Chapter 7 (the analysis chapter). 

5.6 Data Analysis 

Regardless of the adopted research approach, methodology or paradigm, data analysis means the 

same thing - the process of making meaning from acquired data (Simon, 2011). It also entails the 

interpretation of the meaning made from the acquired data. In a quantitative study, the researcher, 

in most cases, often wait until the required amount of data sample is collected before data 

collection is brought to a close and analysis is initiated. In a qualitative study, however, the 

researcher has the liberty to analyse their data on a continuous and on-going basis, that is, 

throughout the data collection process or in some cases, throughout the lifespan of a research 

project (Simon, 2011). The continuous data analysis that can happen in qualitative data analysis 

has been considered as one of the key benefits of using the data analysis method. This is because 

such analysis (i.e. the continuous analysis of data) can lead to new areas of the study being 

identified and investigated as the study progresses (Lichtman, 2013).  

According to Ryan (2006), data analysis helps in providing the evidence that is required in 

showing the existence of a certain phenomenon or a certain type of knowledge. Hence, it is 

considered an integral part of any research process. However, it is the most complex aspect of 
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conducting a qualitative research study (Lichtman, 2013) because it involves taking a large 

amount of data that may be without any clear meaning or that may be cumbersome, and interacting 

with it (i.e. the data) in such a way that meaning and sense can be made from it. According to 

Lichtman (2013), most researchers of qualitative studies often get engrossed in data collection 

that they only start any form of data analysis after all data has been collected. This makes 

qualitative data analysis seem like a linear progression or process that occurs immediately after 

data collection and before writing the results when in actual sense, it should be treated as a 

spiralling or circular process involving the gathering and analysis of data. 

There is no one right way to data analysis in a qualitative study (Lacey & Luff, 2009). This is 

because data analysis in a qualitative study “is a process that moves between questions, data and 

meaning” (Lichtman, 2013, p.255). It is also mostly considered an inductive and iterative process, 

which is geared towards identifying key concepts, patterns or categories from the collected and 

analysed data (Bazeley & Jackson, 2013). As explained in the study of Bowen (2005), it is 

considered an inductive process because the key concepts, patterns or categories that are identified 

during the process (i.e. data analysis process) emerge out of the transcribed data rather than being 

imposed or suggested before data collection, transcription and analysis. Bazeley (2009), however, 

further explained that data analysis in a qualitative study goes beyond the emergence or simple 

identification of concepts, patterns and categories, it also involves the analysis and interpretation 

of the identified concepts, patterns or categories. According to Lacey & Luff (2009), the stages 

in a qualitative data analysis are: 

Transcription: Qualitative studies often involve some degree and form of transcription. When 

conducting a qualitative study, it is not often appropriate to write up summary notes from the 

tape recordings, because there is a possibility of the researchers’ bias, as the researcher may 

only include the sections that seem interesting or relevant to them in the summary note. Hence, 

it is often recommended that the recorded data be transcribed verbatim from the tape 

recordings.  

Data Organisation: It is necessary, after transcription, to organise data into section (for easy 

retrieval). This can be done by either giving each interview a code or number or by breaking 

the interview into different context. At this stage also, the interview respondents are given a 

code number or referred to by a pseudonym, for the purpose of ensuring their anonymity and 

confidentiality. It is also recommended that the unit of analysis is decided at this stage. That 

is, whether each paragraph, sentence, line or word of the transcribed data be numbered for 

easy retrieval and analysis purposes.  

Familiarisation: Once the transcription and data organisation process begins, the process of 

familiarisation is also initiated. This is so because, in the transcription and data organisation 
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stages, the researcher would have listened to the recordings or watched the video materials 

(where applicable), and would also have read and re-read the transcribed data, made memos 

and summaries. All these activities familiarise the researcher with the data. This stage is more 

important if the main researcher did not gather the data themselves. 

Coding: Certain ideas manifest in the transcript that can be given preliminary code. These 

ideas could manifest in the form of words, phrases, sentences or concepts. These codes are 

often identified by the terms used by the respondents or by the researcher in the form of names 

used to identify the underlying concepts expressed by the respondents. The codes serve to 

begin the process of data categorisation and analysis. They in some cases might change from 

time to time. In the study of Lichtman (2013), it was also explained that coding often leads to 

categorisation, and subsequently, to concepts (sometimes referred to as themes) being 

developed. In the study, coding, categorisation and concepts were referred to as the three Cs 

of analysis in a qualitative data analysis. 

Concept Identification: At this stage, emerging concepts are being identified, and re-coding is 

being done so as to develop better defined categories. The identified concepts are often 

associated with the identified issues with which the research was started. These concepts are 

often generated from the data itself, although, other theoretical ideas and concepts could also 

be incorporated in the final report.  

Report Writing: It is at this stage that the meaning of the identified themes or issues from the 

transcribed and analysed data are discussed. The relationship between the themes and their 

meaning and impact on the research study is also presented at this stage.  

In the analysis of a qualitative data, several methods can be adopted. Some of these methods are 

explained below: 

Content Analysis: This is a qualitative data analysis method that according to Lichtman (2013, 

p.259), “has a structure and is more in keeping with the position of looking for rigour and 

acceptance”. It adheres to the naturalistic paradigm because it is a method that is used to extract 

and interpret meaning from the content of text data (Hsieh & Shannon, 2005). With this 

method, the number of times a concept or a particular word occurs in a narrative is categorised 

quantitatively and then subjected to statistical analysis (Lacey & Luff, 2009). Hsieh & 

Shannon (2005) in their study identified three approaches to content analysis, and they are; the 

Conventional approach (in this approach, categories and concepts are derived directly from 

the text), the Directed approach (in this approach, data analysis starts with prior research 

findings or a theory that is used to guide the development of categories and concepts) and the 

Summative approach (this approach involves keywords or content counting and comparisons, 

after which the interpretation of the underlying context in done). 
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Thematic Analysis: This is the most commonly used qualitative analysis method because it is 

considered as a tool that can be used across other qualitative analysis methods. It is also 

considered an analysis technique that is independent of any epistemology and theory, and 

hence, can be applied to different types of epistemological and theoretical approaches (Braun 

& Clarke, 2006). According to Braun & Clarke (2006, p.79), it “is a method for identifying, 

analysing and reporting patterns (themes) within data”. Hence, it is perceived as an analysis 

method in which all units of data (e.g. paragraphs or sentences) are given a particular code, so 

as to enable their easy extraction and examination in more details, and thus be able to generate 

patterns (Lacey & Luff, 2009). The patterns identified using this method are often identified 

through the process of coding, sifting and sorting. These patterns do not just illustrate themes, 

but also illustrates the categories of analysis and the analytic points that a researcher should 

use in making sense of his/her data and in presenting the findings of his/her study. According 

to Lichtman (2013), however, it is not easy to capture a person’s thoughts and feelings, and 

identify them in patterns or portray them in themes. In this study, thematic analysis was 

adopted as the method of data analysis. 

Discourse Analysis: As explained in the study of Souto-Manning (2014), discourse analysis is 

a valuable method of analysing social phenomenon, because it identifies and presents the 

connection between social contexts, situations and discourses. According to Lichtman (2013), 

this is a technique that was originally perceived as the analysis of the structure of text content 

in terms of syntax and semantics. But, it is now seen as a way in which text is being analysed 

based on how and where they are situated in the overall text being analysed. Parker (2013), 

however, explained that the researchers adopting this method might need to adopt ideas from 

other methods.  

Narrative Analysis: According to Souto-Manning (2014), narrative help in putting meaning 

into what is experienced, known and felt in the real world. It is one of the most used means of 

systematising human experiences and interactions. Hence, this analysis method focuses on 

how people interpret and make sense of their interactions and experiences in society, through 

language. In this type of analysis, the emphasis is on telling stories or finding the narrative that 

can be used as a formal or structured way of transmitting information. As explained in the 

study of Braun & Clarke (2006), this method is an example of a case-study or biographical 

form of analysis which searches for patterns or themes for narration, within a data item (e.g. 

individual interview), as against across an entire data set.  

Constant-Comparative Analysis Method: This method allows social theories to be 

systematically generated from data, through a process of structured and rigorous data analysis 

(Bowen, 2005). It is an analysis procedure that is closely associated with grounded theory 

(Lichtman, 2013). When using this analysis method, the researcher looks for and tries to 
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establish relationships between emerging categories and concepts, by constantly and 

continuously comparing them (i.e. the emerging categories and concepts), until a theory or 

theories emerge. The constant comparative process is often continued by the researcher until 

what is called theoretical saturation is reached. Theoretical saturation is the point where no 

new significant concepts or categories are emerging. The emerged theory or theories in the 

constant-comparative data analysis approach is often perceived as provisional until validated 

by others (Lacey & Luff, 2009). What distinguishes this method from other qualitative data 

analysis method is that this approach emphasises a theory (or theories) as the final output of 

the research, while most other qualitative data analysis methods may legitimately terminate 

their result at the description or interpretation level.  

Framework Analysis method: This method shares many common features with thematic 

analysis. It is an approach that is adopted in qualitative data analysis when outcomes or 

recommendations are required within a short period of time. There are five stages involved 

when using the framework analysis method (Lacey & Luff, 2009), and they are: 

Familiarisation: involves the transcription of collected data and the reading of transcribed 

data. 

Identifying a thematic framework: involves the initial coding, which is often based on the 

emerging issues that were identified in the familiarisation stage. 

Indexing: involves the process of using textual or numerical codes to identify specific 

information which corresponds to the identified themes from the transcribed data. This 

stage is commonly known as the coding stage 

Charting: involves using headings that have been derived from the themes to create charts 

that allow the dataset to be easily read. The charts can be based on each theme across the 

respondents or each respondent across the themes. 

Mapping and Interpretation: at this stage, associations, concepts, patterns and explanations 

are derived and developed from the themes and charts. This stage is often aided by visual 

plots and displays. 

Qualitative Comparative Analysis (QCA): This is an analysis method that is employed when 

the study deals with comparison across cases. As explained in the study of Lichtman (2013, 

p.260), “its purpose is to preserve the complexity of a single case while making comparisons 

across cases”. According to Jordan, Gross, Javernick-Will, & Garvin (2011), it involves the 

identification of specific or particular outcome of interest and the conditions or factors that 

have been deemed to possibly be affecting the outcome. In this method, the data collected are 

quantified and tabulated for each contributory factor and outcome under analysis. One of its 
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During the pilot phase, but after the expert analysis was completed, interviewing the interviewer 

approach as suggested by Chenail (2009), was also used by the researcher to further ascertain the 

credibility of the research instrument and the research process. This approach as described in the 

study of Brink (1993), enables the researcher to be conscious of the required manners and courage 

needed for conducting the interviews. Using this approach, the researcher enlisted a colleague to 

serve as the interviewer while he assumed the role of a participant. The use of the interviewing 

the interviewer approach was also useful in decreasing the possible bias that the researcher could 

have (consciously or unconsciously) while conducting interviews with the study’s participants 

(Brink, 1993). After the pilot phase was completed, the research instrument, where necessary, 

was further adjusted.  

All the interviews conducted with the study’s participants were recorded with an audio recorder. 

The final analysis of data started after all interviews were completed. In this study, the completion 

of interviews (i.e. the point when data collection was terminated) was determined when saturation 

point was reached. As explained in the study of Lichtman (2013), that unlike in a quantitative 

study where data collection can be terminated once the required sample size has been reached, in 

a qualitative study, the termination of data collection can be determined once saturation point is 

reached. Saturation point is reached when nothing new is being learnt or no new information is 

being acquired (Fusch & Ness, 2015). It is an important point to be conscious of by a qualitative 

researcher because failure to reach it may affect the validity and quality of the research being 

conducted. 

It is important for interviews to be transcribed because a transcribed interview is a more rigorous 

type of evidence that offers a more accurate representation of what was captured during the 

interview (Hammersley, 2010). In this study, in order to obtain an accurate representation of what 

was captured in the interviews, all the conducted interviews, which were recorded, were 

transcribed verbatim in Microsoft Word. Transcription is not a simple and straightforward task. 

It is a task that requires judgement about the level of details to be captured. To ensure the level of 

required details and information is captured, the transcription in this study was done using a listen-

and-type method as against using a voice recognition software. This is because the listen-and-

type method has been deemed to be more accurate when transcribing (Johnson, 2011). Although, 

it is a more difficult and time consuming method.  

An important aspect of data analysis in a qualitative research is the search for concepts, meaning, 

patterns, categories or themes through the analysis and interpretation of the transcribed data (Yin, 

2003). In this study, the analysis of data was done on an ongoing basis as suggested by Simon 

(2011) and Lichtman (2013), and not after all interviews and transcription were completed. 

Hence, the analysis started through the process of data familiarisation and organisation (Lacey & 
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Luff, 2009). At this stage of analysis, where necessary, notes, memos, mind-maps and summaries 

were made during the interview sessions and also, after each of the interviews had been 

completed. These notes, memos, mind-maps and summaries were manually analysed so as to 

generate preliminary themes that were later used in the final data analysis. These preliminary 

themes also served as a guide to the subsequent data that were collected (i.e. subsequent 

interviews). 

The familiarisation of data was also done on all transcribed data, but this was after all interviews 

and transcription have been completed. This was done so as to generate additional themes. After 

familiarisation was completed, the categorisation and organisation of data were then performed 

on the transcribed data. This helped with the identification of additional new themes, patterns and 

concepts that emerged from the data. The categorisation (sometimes referred to as coding) done 

in this study also helped the researcher in making comparisons and contrast between the themes, 

patterns and concepts that emerged from the final analysis of data (Thomas, 2010). Thus, making 

it possible for the researcher to deeply reflect on the complex threads of the data, so as to make 

sense out of them. After this process was completed, the identified themes, patterns and concepts 

that emerged were then associated with the identified issues with which this research was started.  

In order to effectively perform the analysis of the data collected in the study, a qualitative data 

analysis software (QDAS) called NVivo was used to aid data management and the process of data 

analysis. NVivo is a tool designed to facilitate the process of qualitative data analysis. According 

to Lacey & Luff (2009), it makes the process of coding and re-coding much simpler, and enables 

the relationships between coded data to be developed and displayed, sometimes, in the form of 

models. These models graphically depict the interviewees’ responses. In this study, NVivo was 

used to enhance the easy search and retrieval of data e.g. particular words or phrases. With its 

use, themes and concepts were coded and some (i.e. themes) were generated. These themes and 

concepts, in addition to the notes, memos and summaries that were made during the interview 

sessions, were used to show the relationship between the findings from this study’s analysed data 

and its objectives.  

This study adopted an inductive approach in the analysis of data. After themes were generated 

and coded into the NVivo software, thematic analysis, which is adopted in this study as the 

analysis method, was then used to identify (i.e. from the generated themes) the themes that were 

relevant and appropriate for answering this study’s research questions. By using thematic 

analysis, the researcher was able to perform the analysis and interpretation of the identified 

themes. This was done by moving the identified themes from a broad categorisation towards a 

more focused but detailed categorisation. This movement (i.e. from a broad to focused 

categorisation) further led to the discovery of themes that were eventually used in the final 
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interpretation and reporting of the study’s findings, in relation to the study’s objectives. These 

discovered themes and their interpretation and reporting are presented and discussed in the data 

analysis and discussion chapters. 

5.7 Research Evaluation 

The traditional and two most common criteria for evaluating the credibility of a research study 

are validity and reliability. These two criteria are, however, mostly used in experimental and 

scientific studies, and they are also often based on standardised instruments for measurement 

(Thomas, 2010). Hence, they are popularly considered to be rooted in the positivist paradigm. 

Qualitative studies are not usually based upon standardised instruments, hence, validity and 

reliability as evaluation criteria are not often strictly or easily directly applied to them (Morse, 

Barrett, Mayan, Olson, & Spiers, 2002). In this study, the researcher takes cognisance of the fact 

that several authors, in their qualitative studies, have used the term trustworthiness in place of 

validity and reliability, when referring to the criteria used for evaluating the credibility of their 

research. The researcher, therefore, in this study, also prefers to use the term trustworthiness as 

the criteria that was used to evaluate the credibility and scientific merit of this study. 

5.7.1 Trustworthiness 

Evaluating the quality of a research is important if the findings from the research are to be 

considered viable or usable (Noble & Smith, 2015). Similarly, according to Merriam (1995), 

rigour is needed in all types of research in order to ensure that findings are to be believed and 

trusted. Trustworthiness is the corresponding term that is used as a measure of quality in a 

qualitative research. It has been described by Thomas (2010) as the extent to which the data 

collection and analysis of a qualitative study are believable and trustworthy. According to Thomas 

(2010), trustworthiness can be established by using four strategies. These strategies were 

developed in parallel to the internal and external validity, reliability and objectivity that are used 

as evaluating criteria in a quantitative research. The strategies are described below. 

5.7.1.1 Credibility 

This is the extent to which the collected and analysed data are believable and trustworthy. It is 

equivalent to internal validity, which is a criterion to evaluate how research findings match reality 

(Merriam, 1995). Although, in a qualitative study reality is subjective and relative to the meaning 

that people construct or interpret it to be, within their social context. To ensure the credibility of 

this study, expert evaluation was done (Brink, 1993). In this case, the interview schedule was 

given to experts in the core fields of this study for their input on the questions and possible 

outcomes of the study. To further ensure credibility, member check was also done with the 
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findings of the study (Merriam, 1995). This means that feedback was sought from the participants 

of this study, on the data (transcribed), interpretations, findings and conclusions made in the study. 

5.7.1.2 Transferability 

This is often considered a challenge in qualitative research, because of the subjective nature of 

qualitative research. It is similar to external validity (Thomas, 2010), which is a criterion used to 

determine how the findings of a study can be generalised. The generalisability of a study means 

the extent to which the account of a particular population or situation can be extended to other 

populations or situations (under the same setting) other than those that were directly studied 

(Noble & Smith, 2015). Ryan (2006), although, believes that the emphasis of any research should 

be on quality and key insights rather than being on quantity and easy generalisation. 

Generalisability in qualitative research is therefore sometimes ignored in favour of giving 

preference to enriching the local understanding of the phenomenon or context being studied. 

However, as stated in the study of Thomas (2010), in a qualitative research, generalizability is 

something that has to be resolved by the reader of the research report. Their resolution should be 

based on how close the report is, to the context of the phenomenon they are studying. 

According to Thomas (2010), transferability can be achieved or enhanced by providing a rich 

description and detailing the assumptions underlying a study, the research method adopted in a 

study and the context and overall settings in which the study was conducted. When this is done, 

it provides other researchers with sufficient information that can enable them to determine the 

applicability of the findings from such study to other studies. In this study, therefore, to enhance 

transferability, a detailed description of the process in which data was collected and analysed was 

provided (Bowen, 2005). These details also include the philosophical assumption that guided this 

study and the procedure that has been adopted by the researcher in constructing and connecting 

the findings from the analysed data to the identified issues with which this research was started. 

These details, the researcher believes can enable readers and other researchers appraise the 

importance of the meanings derived from the findings of this study, which subsequently can 

enable them to make their own judgement and draw their own inferences, regarding the 

transferability of this research outcome to their study. 

5.7.1.3 Dependability 

This is likened to reliability (Golafshani, 2003), which is a criterion to evaluate how consistent 

and reproducible the methods employed in conducting a research can be, under similar 

circumstances. It is also often described as the extent to which research findings can be replicated 

under similar circumstances and in a similar context. In a qualitative study, reliability is 

practically impossible because human behaviour and activities are not static, they are highly 
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contextual and continuously changing based on different (influencing) factors. Thus, the different 

experiences of the participants of a study and their multiple interpretations of the reality of the 

same phenomenon but in a different context may not necessarily yield the same results. In this 

study, however, to provide some sort of reliability, the researcher tried to show that the results of 

this study are consistent with the data collected (Merriam, 1995). Furthermore, in order to provide 

reliability, “auditing which consists of the researcher’s documentation of data, methods and 

decision made during the thesis as well as its end products” was done (Seale, cited in Thomas, 

2010, p.322). 

5.7.1.4 Confirmability 

This is the degree to which the findings of a research study can be corroborated of confirmed by 

others. It is related to objectivity, which is a criterion for evaluating the extent to which accounts 

for or is aware of individual bias or subjectivity (Thomas, 2010). In order to ensure the 

confirmability of this study, the researcher will archive all the data that was collected, and also, 

the findings from this study, in an organised and retrievable form, so that they can be easily 

accessible to whoever is interested. 

5.8 Ethical Considerations 

This being a qualitative study, in-depth and open ended interviews were conducted. These 

interviews require that the researcher interacts directly and deeply with the participants of the 

study, so as to be able to obtain their perspectives, explanations and experiences, with detailed 

examples, of the phenomenon being studied. Since the study requires deep interaction with 

participants for the interviews that were conducted, the researcher was conscious of the fact that 

he was entering into the private space of the study’s participants. This, therefore necessitates that 

ethical issues be taken into consideration, during and after the data collection process and also 

after the research study was concluded. According to Bowen (2005), researchers have an 

obligation to respect and protect the anonymity, confidentiality, privacy, dignity and rights of 

their study’s participants. To ensure all these in this study, some issues, as suggested in the study 

of Thomas (2010), were addressed, because they have been identified as significant for ethical 

considerations. These issues are presented below:   

Informed Consent: In any research involving the human subject, informed consent is an 

important feature to be considered for ethical considerations (Bowen, 2005). Prior to 

commencement, participants in this study were informed by the researcher of the nature, 

purpose, data collection method and the extent of this research study. In addition to this, the 

researcher also explained the role of participants to them before the commencement of each 

interview. After all these had been done, the researcher then obtained informed consent from 
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each participant. Most of the obtained consents were verbally given by the participants, even 

though they were provided with printed informed consent document (Appendix C). These 

verbal consents were recorded on the same audio recorder used to record the conducted 

interviews of each respective participants.     

Privacy, Anonymity & Confidentiality: The participants in this study were informed by the 

researcher, prior to the commencement of each interview that their privacy and that of their 

respective organisations will be protected. To ensure the protection of privacy and 

confidentiality, and also maintain anonymity, the researcher ensured that any identifying 

characteristics of each participant were removed before the widespread dissemination of the 

study’s findings.   

Voluntary Participation: Despite being told that their privacy, confidentiality and anonymity 

will be protected and ensured, participants were still made to know that their participation in 

the study was absolutely voluntary. They were also made to know that they could withdraw 

from participating in the study at any in the course of the data collection. Participants were 

made to know all this, before the commencement of their respective interviews. 

Harm & Risk: Participants in this research study were guaranteed by the researcher that they 

will not be put in a situation where they might be harmed in any way, because of their 

participation in the study 

Honesty & Trust: The researcher ensured that all ethical guidelines, as provided by the 

University of KwaZulu-Natal were strictly adhered to, in all relationships with the study 

participants and their respective organisations.  

5.9 Conclusion 

This chapter presented the research paradigm, the research method, approach and instrument that 

was adopted in this study. It also presented the population, sample and sampling criteria used in 

this study. Furthermore, the data analysis method and ethical considerations of this study were 

also presented. A qualitative research approach and method was adopted in this study. This 

approach often produces multiple realities of a phenomenon within the context in which the 

phenomenon is being studied. To adequately capture these realities, interviews were conducted. 

The analysis of the conducted interviews (i.e. after transcription), using thematic analysis, allowed 

for concepts and themes to develop. These concepts and themes are presented and discussed in 

the data analysis and discussion chapters, respectively. The next chapter, however, presents the 

framework that was adopted in this study. The chapter also presents the key research questions, 

and how these questions are aligned to the framework adopted in this study. 
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is composed of people, organisations and their existing or planned information systems. This 

framework has been explained in the study of Carlsson (2006), Peffers, Tuunanen, Rothenberger, 

& Chatterjee (2007) and Cronholm & Göbel (2016) as being useful and practical in solving 

identified research or organisational problems relating to IT or IS. The framework provides a 

structure that helps in connecting different concepts or methods. It also helps in understanding, 

evaluating and executing information system research, by combining the behavioural science and 

design science approach to identify problems in research or organisations, and to also develop, 

test and evaluate artefacts when and where necessary. These artefacts are often in the form of 

models, constructs, instantiations and methods that can be applied in providing possible solutions 

to identified research or organisational problems relating to IT or IS (Peffers et al., 2007). 

 

Figure 6.2: Adaptation of the Information Systems (IS) Research Framework to this Study 
(Hevner et al., 2004) 

Behavioural science and design science paradigms are fundamental to the discipline of 

information systems because they contribute to the convergence of people, organisation and 

technology (Peffers et al., 2007). Technology and human behaviour are inseparable. Hence, the 

relevance of behavioural science, which helps in the identification of appropriate theories, 

frameworks or models that predict or explains organisational or human behaviour, in an IS 

research. According to March & Smith (1995), behavioural science, also be referred to as natural 

science, is a research domain that is aimed at understanding natural conditions and behaviour. It 

is often viewed as consisting of two main activities which are discovery (the process of 

identifying, generating or proposing frameworks, theories, models etc.) and justification 
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(activities involving the validation of such frameworks, theories, models etc. for appropriateness 

of use). In this study, behavioural science was relevant to the identification of the framework that 

helped in understanding organisational and human behaviour with regards to technology, 

information, information systems, supply chain processes and their structures.   

In recent years, IS researchers have developed and are increasingly adopting design science as an 

IS research approach and paradigm. Design Science is a problem-solving process with the 

objective of developing technology-based solutions to identified organisational or research 

problems (Hevner et al., 2004). It may also be referred to as an approach that allows for 

phenomena to emerge from the interaction of people, organizations and technology in a way that 

the phenomena may be qualitatively or quantitatively assessed to yield an understanding that is 

adequate for problem-solving. According to March & Smith (1995), it attempts to create artefacts 

that serve human purposes of solving identified problems, especially technology oriented 

problems. With regards to the contribution to knowledge, design science research can contribute 

based on significance, generality and novelty of the designed artefact.  

Design science involves two main processes which are to build an artefact and to evaluate the 

artefact for performance and fit to solving the identified problem (Cronholm & Göbel, 2016). The 

artefacts created through the design science approach are innovations that define the practices, 

ideas and technical capabilities through which the analysis, design, implementation and use of 

information systems can be efficiently and effectively accomplished. The creation of these 

artefacts often relies on existing theories, models or frameworks that have been developed, tested 

or modified through the intuition, creativity, experience and problem-solving capabilities of 

researchers. The evaluation of the artefacts helps in the generation of knowledge that can be used 

for further improving the built artefacts. For the evaluation of the effectiveness and quality of an 

artefact, empirical techniques, mathematical and computational methods are often used. 

According to Hevner et al. (2004), the use of behavioural science and design science approach in 

an IS research should be done in two complementary phases. In the first phase, the behavioural 

science approach should be used to address the research through the identification (or 

development) and justification of theories, frameworks, models, constructs etc. that predict, 

explain or present human or organisational behaviour, ideas or phenomena that are related to the 

identified research problems, and that can guide in addressing the identified research problems. 

In the second phase, the design science approach, which extends beyond the boundaries of human 

or organisational capabilities, should be used for the development and evaluation of artefacts that 

are designed to provide a possible solution to the identified research problems.  

The main objective of this study is to develop an information assurance model that can enable 

organisations to protect and sustain their respective information within the supply chain 
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structures, and that can also enable them to minimise or prevent the risks that information within 

the supply chain processes could be exposed to. Thus, applying the IS research framework, this 

study develops and proposes an artefact in the form of a model for supply chain information 

assurance. According to Hevner et al. (2004), models are used to represent a real world situation 

and they help in the understanding of identified problems or challenges and in providing guidance 

on how to find a solution to the identified problems or challenges. Similarly, according to Nalzaro 

(2012), they are used to express concepts and relationships which help in the better understanding 

of a phenomenon being studied.  

6.3 Application of the IS Framework to this Study 

The Environment in the IS research framework represents the space in which the IS phenomena 

or problem of interest is being investigated. As stated in the study of March & Smith (1995), IT 

research should be adapted to the environment in which they are being conducted. In this study, 

the environments where the supply chain and logistics organisations, and the IT consulting 

organisations, which were the two categories of organisations from which the study’s participants 

were drawn. As stated in section 5.5, three different organisations from each of these two 

categories were selected as this study’s unit of analysis, and hence, they (i.e. the six organisations) 

constituted the environments in which the study was conducted. As shown in the IS research 

framework (Figure 6.2), the environment in which a study is conducted should be made up of 

people, the organisations and the information systems and technologies used for facilitating or 

enhancing the organisations’ processes and functions.  

In this study, selected people (selection criteria was stated in section 5.5), based on their roles and 

capabilities within the six organisations were interviewed. The organisations were also evaluated, 

through the study’s participants. However, being the context in which this study was conducted, 

emphasis on the organisations’ structures and processes was placed on the supply chain and 

logistics organisations used as case study in this study, The information systems and technologies 

used by the organisations (i.e. the six organisations) for acquiring, processing, storing and sharing 

information was also evaluated, through the study’s participants, so as to determine how security 

and assurance can be adequately provided on information. Although for security and assurance, 

the emphasis was placed on the IT consulting organisations, this is because they are required (as 

part of the selection criteria in this study) to have dealt with some form of information security 

issues/challenges of the organisations they are servicing. 

The Knowledge Base in the IS research framework represents the raw materials that help in the 

accomplishment of an IS research. It constitutes the foundation and methodology upon which an 

IS research study is based. Its effective use ensures rigour in an IS research. As shown in the 
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Table 6.4: The SCIRM Framework (Maharaj & Ajayi, 2011) 

The meanings of the notations used in the SCIRM framework (Table 6.4) are presented below:  

H: Represents Human. This means using an employee as a means of capturing, processing, 

reporting and sharing information within the supply chain. 

S: Represents System. This means using systems (e.g. ERP, EDI) as a means of capturing, 

processing, reporting and sharing information within the supply chain. 

Hence: 

H-H: refers to a situation where information is shared by a human to human. This could also be 

referred to as “Manual” information sharing. 

H-S: refers to a situation where information is shared by a human to the system. This could also 

be referred to as “Semi-Automated” information sharing. 

S-S: refers to a situation where information is shared from system to system. This could also be 

referred to as “Automated” information sharing. 

S-H: refers to a situation where information is shared from system to human. This is also another 

type of “Semi-Automated” information sharing. 

The adoption of the SCIRM framework (Table 6.4) in this study was relevant because one of the 

primary objective of the study is to understand the challenges surrounding the security of 

information and information systems, and this entails, understanding the vulnerabilities and 

threats (and their severity) to information and information systems. It was also relevant in 

understanding how to determine the right reaction (response) strategy and the best restoration 

(recovery) action (based on the severity of the identified threat or security breach to information) 

Nodes risk severity (0 – no risk, 1 – mild, 2- moderate, 3- high) 

  Malware System 
Hackers 

Organizational 
Scam 

Information 
Inconsistency 

System 
Breakdown 

Environmental 
Disaster 

Total 

H-H 0 0 2 3 0 1 RHH = 6 

H-S 1 2 2 3 1 1 RHS = 10 

S-S 2 1 0 0 2 1 RSS = 6 

S-H 0 0 0 1 1 1 RSH = 3 
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to be adopted in the protection of supply chain information. With the SCIRM framework, human 

and organisational activities and behaviour with regards to the sharing of information and the 

exposure of information to vulnerabilities was also examined. The adaptation of the supply chain 

security framework (Figure 6.3) to this study was important and relevant as well, because it 

covers, in a process form, the core objectives of information assurance, which as identified in the 

literature are protection (which involves detection and reaction (response)) and restoration 

(recovery).  

The explanation of the supply chain security framework provided by Speier et al. (2011), in 

relation to its adaptation to this study is that the identification of security and protection 

approaches (i.e. planning, detection, response and restoration) to supply chain information, builds 

upon the Routine Activity Theory (RAT) (Cohen & Felson, 1979). The adaptation of the RAT to 

this study is such that or means that a security breach to supply chain information is triggered or 

influenced when there is an intersection between the threats to information, the vulnerabilities 

within the supply chain and the absence or insufficient effective guardians/protective measures. 

When this situation occurs (i.e. the intersection), information and information systems become 

vulnerable and accessible to intruders. To manage the vulnerability and accessibility of 

information to intruders, Speier et al. (2011), suggested four processes that should be done 

successively. The processes are planning, detection, response and recovery. These processes are 

important in the actions to be taken within a supply chain before, during and after an information 

security breach or incident. 

The Artefact component of the IS research framework represents the output of the adaptation and 

the application of the knowledge base components and the environment component of the 

framework to the identified research or organisational IT related problems. According to 

Cronholm & Göbel (2016), the artefact component of the IS research framework is the part of the 

framework that represents the design science research (which is involved in the development and 

evaluation of artefacts). In this study, the artefact/output is a model developed for supply chain 

information assurance. The model was built and evaluated to determine its performance and fit to 

solving the identified research problems of this study. The evaluation of the model was done so 

as to also ensure that it is befitting for the environment (i.e. supply chain organisations) in which 

it is going to be adopted.  

6.4 Alignment of the Study’s Research Questions to the Framework 

In the early stages of data collection in this study, the study’s participants that deals mainly with 

the security of information within the supply chain were asked questions that were aimed at 

validating the SCIRM framework. After this was done, it was necessary to make adjustments to 
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the framework. The adjusted framework is presented in chapter 8. The adjustments to the SCIRM 

framework, coupled with the supply chain security framework was then used to form the 

knowledge base of the IS research framework. According to Cronholm & Göbel (2016), the IS 

research framework is most effective when primary data are used to develop the artefact that is 

intended to solve the identified research or organisational IT related problem. In this study, data 

was collected in an original context. Some of the main questions used to gather data from the 

study’s participants, and how the questions are aligned to the adopted framework is presented 

below (the complete research questions can be found at Appendix B): 

The Environment 

People (Role and Capabilities) 

 The study’s participants were asked to explain their role within the organisation. 

The purpose of this question was to determine the role of the interviewee within the supply 

chain network (in the case of the supply chain and logistics organisations) and for the 

supply chain organisations they are servicing (in the case of the IT consulting 

organisations). 

Organisation (Structure & Processes) 

 The study’s participants were asked to explain the structures in place within the supply 

chain. 

 They were also asked to explain the processes involved in the supply chain. 

The purpose of the two questions above is to understand the function of the different 

organisations within the supply chain. This applies to both the supply chain and logistics 

organisations and the IT consulting organisations. These questions also helped identify 

processes within the supply chain and the organisations that constitute the source, 

intermediary and destination of the supply chain 

Technology (Information and Information Systems) 

 The study’s participants were asked to explain the types of Information gathered, stored, 

used and shared within the supply chain.  

 They were also asked to explain how the information is gathered, stored, used and shared 

within the supply chain. 

 Furthermore, participants were asked to explain the types of information systems used to 

support the processes and structures of the supply chain. 
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The purpose of these questions was to understand the role, impact and influence of 

information and information systems on the supply chain processes and structures. 

The Knowledge Base 

Foundation (Framework) 

The Supply Chain Information Risk Management (SCIRM) framework 

 The study’s participants were asked to identify and explain the types of threats that 

information is exposed to within the supply chain.   

 They were also asked to explain the effects and severity of the identified threats to 

information within the supply chain. 

Before responding to this question, respondents were provided with the nodes in the 

SCIRM framework and asked to identify which of the nodes poses the highest or lowest 

vulnerability point to the supply chain.  

The Supply Chain Security Framework 

The identified threats in this study (from using the SCIRM framework), coupled with 

those identified in the literature, were used in the supply chain security framework, to 

determine the appropriate guardian, protection and restoration approaches and options 

that are considered viable in ensuring security and in providing the assurance that supply 

chain information and information systems will deliver and perform as expected. 

 Respondents were asked to explain how the protection (includes the detection and 

response) of the information used within the Supply Chain is ensured. 

 Respondents were asked to also explain the effects and severity of the identified threats 

to information within the supply chain. 

 They were also asked to explain the measures in place within the supply chain to ensure: 

o That information access is prevented from an unauthorized access 

o That information system is prevented from unauthorized access 

o The accuracy of information as it flows through the supply chain 

o The consistency of information as it flows through the supply chain 

o That information and information system are available at all times 

o The authenticity of information (also looked at authenticity of information senders 

and receivers) 
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 Respondents were asked to explain the restoration measures within the supply chain, in 

the case of any information breach. 

 They were also asked to identify and explain the policies, standards or frameworks used 

to ensure information security and to provide the assurance that supply chain 

information will deliver optimally with little or no form of breach  

6.5 Conclusion 

Frameworks, just like models and theories that are adopted in a study are deemed to be the 

foundation upon which the core components of the study is based. Hence, understanding how a 

study can build on any or all of them (whichever is adopted in the study) is important in achieving 

the study’s objectives and in developing the study’s research questions. The IS research 

framework was adopted in this study because the main aim of this study is to develop and propose 

an artefact in the form of a model for supply chain information assurance. To complement this 

framework, two other frameworks, namely, the supply chain security framework and the Supply 

Chain Information Risk Management (SCIRM) framework were also adapted and adopted 

respectively in this study. These frameworks guided the development of the research questions 

used to achieve the study’s objectives. The analysis of the participant’s responses to the research 

questions is presented in the next chapter.  
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organisations were selected as the unit of analysis (Sindhuja, 2014). Hence, participants were 

drawn from six different organisations. The rationale and criteria considered in selecting these 

organisations were stated in section 5.5. Also, in the same section, the criteria considered in the 

selection of the participants that participated in this study was stated.   

The participants in this study were in total, 19 employees from within the SCLOs and ITCOs. The 

participants drawn from the SCLOs were 9, and from the ITCOs, were 10. This is because these 

were the employees that met the criteria stated in section 5.5 and that were also available for 

interview. The demographic description of each participant is presented in Tables 7.1 – A (SCLO) 

and 7.1 – B (ITCO). 

Participant’s 

Code 

Participant’s 

Designation 

Organisation’s 

Category 

Focus within the 

Organisation 

Years of 

Experience 
Gender 

PS – 1  Manager SCLO - 1 Logistics 
Over 10 

years 
Male 

PS – 2 
Internal 
Auditor 

SCLO - 1 
IT Internal Auditor 
(Supply Chain & 

Logistics) 
Over 5 years Male 

PS – 3 
Executive 
Director 

SCLO - 2 Supply Chain 
Over 20 

years 
Male 

PS – 4 Manager SCLO - 2 
Information 
Technology 

Over  13 
years 

Female 

PS – 5 Manager SCLO - 2 Procurement 
Over  15 

years 
Male 

PS – 6 Manager SCLO - 2 Business Planning 
Over  11 

years 
Male 

PS – 7 Manager SCLO - 3 Supply Planning 
Over  12 

years 
Male 

PS – 8 Manager SCLO - 3 
Logistics & 

Customer Services 
Over 9 years Male 

PS – 9 Manager SCLO - 3 
Personal Product 

Factory 
Over  10 

years 
Male 

Table 7.1 – A: Demographic Details of the Study’s Participants (SCLO) 
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Participant’s 

Code 

Participant’s 

Designation 

Organisation’s 

Category 

Focus within the 

Organisation 

Years of 

Experience 
Gender 

PI – 1  Partner ITCO - 1 
Strategy & 
Operations 

Over 20 
years 

Male 

PI – 2 Director ITCO - 1 
IT Governance & 

Security 
Over 12 

years 
Male 

PI – 3 
Senior 

Consultant 
ITCO - 1 

Information 
Security 

Over 9 years Male 

PI – 4 
Senior 

Consultant 
ITCO - 1 

Information & 
Systems Assurance 

Over 10 
years 

Male 

PI – 5 Director ITCO - 2 Operations 
Over 15 

years 
Male 

PI – 6 Head of IT ITCO - 2 
Data Security & 

Management 
Over 15 

years 
Male 

PI – 7 Manager ITCO - 2 Solution Architect   
Over 10 

years 
Male 

PI – 8 
Security 
Analyst 

ITCO - 2 
Network 

Infrastructure 
Security 

Over 5 years Male 

PI – 9 
Security 
Analyst 

ITCO - 3 Network Security 
Over 10 

years 
Male 

PI – 10 Engineer ITCO - 3 
Infrastructure & 

Data Centre 
Systems’ Security 

Over 5 years Male 

Table 7.1 – B: Demographic Details of the Study’s Participants (ITCO) 

The notations used in the tables are described below: 

Participant’s Code 

The names of the participants in this study have been omitted for confidentiality reasons. Hence, 

participants are represented by ‘Participant’s Code’ (i.e. the first column in the Tables 7.1 – A 

and 7.1 – B). The participant’s code is used as an identifier for each of the participant in the study. 

This is considered necessary so as to be able to associate responses and quotes (used in the 

discussion chapter – chapter 8) to their respective respondents. The interpretation of the 

participant’s code, as used in the tables, is explained below: 

 P represents Participant 

 S represents the SCLO category 
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 I represents the ITCO category 

Therefore, PS – 1 represents a participant from the SCLO category, while PI – 1 represents a 

participant from the ITCO category. The exact organisation from within each category that each 

participant represents is shown in the respective tables. 

Organisation’s Category 

The names of the organisations, from which participants were drawn for this study, has also been 

omitted for confidentiality reasons. Hence, organisations are represented by ‘Organisation’s 

Category’ (i.e. the third column in the tables). This representation is also considered important, 

especially in the discussion chapter. The representation of the categories, as shown in the 

organisation’s category column, is described below:       

Table 7.1 – A (SCLO) 

As stated earlier, three organisations were drawn from the SCLO category. The representation of 

the three organisations are: 

 SCLO – 1 represents ‘the first supply chain and logistics organisation’ 

 SCLO – 2 represents ‘the second supply chain and logistics organisation’ 

 SCLO – 3 represents ‘the third supply chain and logistics organisation’ 

Table 7.1 – B (ITCO) 

Similarly, three organisations were also drawn from the ITCO category. The representation of the 

three organisations are: 

 ITCO – 1 represents ‘the first Information Technology (IT) consulting organisations’ 

 ITCO – 2 represents ‘the second Information Technology (IT) consulting organisations’ 

 ITCO – 3 represents ‘the third Information Technology (IT) consulting organisations’ 

It was stated in section 5.5 that the reason for drawing samples from three different organisations 

from each of the two categories, is so as to have diverse respondents that can present broad views 

on the subject being investigated. Another reason was that, each organisation, after agreeing to 

their employees being interviewed for the study, indicated that only between 2 to 4 of their 

employees can be made available to participate in the study. This was mainly because of the tight 

schedule and limited availability of their employees. They all (i.e. the organisations), however, 

allowed the participants to be determined by the researcher. Hence, giving the researcher some 

level of control over who to participate in the study. 

The limitation, on the number of employees that can be made available to participate in the study, 

necessitated the need to consider more than one organisation to be used as the study’s site of data 
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collection. Hence, three different organisations from each category were used as the study’s site 

of data collection. This, as stated earlier, made it possible to have diverse respondents that could 

present different views on the subject being investigated. 

Participants were determined by the researcher, not only based on their role within the 

organisational structure, but also, based on the criteria stated in section 5.5. This (i.e. the 

participant that met the criteria) was determined by the researcher (with the help of a 

representative from each of the organisations) through a short (about 5 minute) interview with 

possible participants. Through this interviews, the researcher was able to determine the 2 to 4 

employees (as allowed by each organisation) from each organisation that was ideal to participate 

in the study. 

In the selection of participants, the researcher tried to ensure that each of the participants 

interviewed has different roles, and more importantly, different focus within their organisation. 

Particular attention was also paid to ensuring that no two respondent from the same organisation 

have the same role and focus within their organisations. Around 74% of the respondents have 

more than 10 years of experience, while the remaining, around 26%, has more than 5 years of 

experience. From their experience, respondents were able to provide relevant and related 

responses (i.e. to the study’s research questions), from which themes related to the study’s 

objectives were generated.    

7.3 Generated Themes from Interview Analysis 

Most qualitative data analysis falls under the general heading of thematic analysis (Lacey & Luff, 

2009). In which case, themes are generated from the analysed data. According to Braun & Clarke 

(2006), a theme captures the important aspects of the data in relation to the research questions and 

objectives and represents some of the important meaning and patterned responses within the data 

set. In the generation of themes in this study (using an inductive approach), the following steps 

were followed: 

 Significant information was identified from the transcribed data 

 Identified information was then labelled 

 Labelled information was then grouped/categorised, based on similarities, into themes and 

sub-themes 

 The grouped/categorised information (themes) were then loaded into the NVivo software 

as Nodes and Sub-nodes. The supernodes were considered as the main themes while the 

sub-nodes were considered as the sub-themes 

 The NVivo software was then used to analyse interviews’ responses by themes 

 Using the NVivo software, models were then generated 
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 How are information assurance objectives (availability, integrity, authentication, 

confidentiality, and non-repudiation) ensured on information and information systems 

within the supply chain? 

 How is information assurance provision for protection, detection, reaction or restoration 

incorporated into the supply chain structures and processes?  

 How is information assurance facilitating a smooth supply chain process and an efficient 

and effective supply chain structure? 

The link between the themes that emerged during the analysis process and the research questions 

is presented below.  

Themes 
Research Questions 

(RQ) 
Remark 

Information within Supply 

Chain 

What is the role of 

information within supply 

chains? 

How does sharing 

information impact on the 

supply chains’ structures and 

processes? 

As shown in Figure 7.3, 

the impact of sharing 

information emerged in 

this theme 

Information System within 

Supply Chain 

What is the role of 

information systems within 

supply chains? 

How do information systems 

affect the sharing of 

information within supply 

chains? 

As shown in Figure 7.4, 

the role and effect of 

using information 

system to share 

information was 

identified by the study’s 

respondents 

Vulnerabilities to 

Information within Supply 

Chain 

What are the security 

challenges faced by 

information systems and 

information, as it moves 

through the supply chain? 

 

In response to this RQ, 

respondent also 

identified the 

vulnerabilities that 

information and 

information systems are 

often exposed to 
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Themes 
Research Questions 

(RQ) 
Remark 

Information Security 

Threats within Supply 

Chain 

What are the security 

challenges faced by 

information systems and 

information, as it moves 

through the supply chain? 

The major threats to 

information, as seen in 

Figure 7.6, emerged as 

themes 

Managing Information 

Security Challenges within 

Supply Chain 

How are information 

assurance objectives 

(availability, integrity, 

authentication, 

confidentiality, and non-

repudiation) ensured on 

information and information 

systems within the supply 

chain? 

How is information 

assurance provision for 

protection, detection, 

reaction or restoration 

incorporated into the supply 

chain structures and 

processes? 

The emerged themes, 

shown in Figure 7.7, and 

the respondents’ 

discussion around these 

themes, helped in 

understanding these 

research questions 

Ensuring Information 

Assurance within Supply 

Chain 

How are information 

assurance objectives 

(availability, integrity, 

authentication, 

confidentiality, and non-

repudiation) ensured within 

the supply chain? 

 

 

The emerged themes, 

shown in Figure 7.8, and 

the respondents’ 

discussion around these 

themes, helped in 

understanding these 

research questions 
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Themes 
Research Questions 

(RQ) 
Remark 

How is information 

assurance provision for 

protection, detection, 

reaction or restoration 

incorporated into the supply 

chain structures and 

processes? 

 

How is information 

assurance facilitating a 

smooth supply chain process 

and an efficient and effective 

supply chain structure? 

General responses from 

respondents provided an 

understanding of this 

RQ.  

 

The responses are 

presented in the 

discussion chapter 

(chapter 8) 

Table 7.2: Link between Themes and Main Research Questions 

7.6 Conclusion 

The experience and exposure of the participants in this study made possible, conversational 

interview sessions between the researcher and the participants. Interviews were transcribed and 

the transcribed interview responses were coded into NVivo software as nodes. The nodes 

represent the different themes that emerged from the transcribed interviews. Six main themes 

emerged in this study. These themes helped in addressing the research questions of the study. In 

this chapter, the themes were presented, and the link between the themes and the research 

questions was also presented. The next chapter presents the discussion of the relevance of these 

themes to the objectives of this study. 
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respective sub-themes. The section also presents, where applicable, the relationship between 

different themes and different sub-themes. This study’s main and primary objectives, as outlined 

in section 1.4, are listed below.  

Study’s Main Objective 

The main objective of the study is: 

 To propose an information assurance model that can enable organisations to protect and 

sustain their respective information within the supply chain structures, and that can also 

enable them to minimise or prevent the risks that information within the supply chain 

processes could be exposed to. 

To accomplish the main objective, the thesis has four primary objectives which are: 

i. To understand the role of information and information systems within supply chains. 

ii. To understand how information is shared, and also, the impact of sharing information 

within the various processes and structures of the different components of supply 

chains.  

iii. To identify and understand the issues and challenges surrounding the security of 

information systems, and also, information, as it moves through the various supply 

chain structures and processes. 

iv. To understand information assurance as a concept and evaluate its objectives, and also 

identify how it can facilitate a smooth supply chain process and an efficient and 

effective supply chain structure. 

8.2.1 Primary Objectives 1 & 2 

Objective 1: To understand the role of information and information systems within supply 

chains 

Objective 2: To understand how information is shared, and also, the impact of sharing 

information within the various processes and structures of the different components of supply 

chains. 

Two themes that were generated from the transcribed interviews, and the discussion around these 

themes, were considered relevant in addressing the first two primary objectives of this study. 

These themes are: 

i. Information within supply chain 

ii. Information System within supply chain 
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These themes, their respective sub-themes, and the discussion around them were centred on the 

focal points of the first two primary objectives of this study. Hence, both objectives are combined 

in this section. The discussion of the findings of this study, with regards to these objectives, in 

relation to the two identified relevant themes and their sub-themes, are presented below. 

8.2.1.1 Information within Supply chain  

The value and importance of information were emphasised by over 90% of the overall participants 

in this study. According to one of the participants in this study, “Information is the most important 

thing to any organisation and the organisation’s trading partners” (PI-10). This is because it is 

an important determinant of the effectiveness and efficiency of the processes within an 

organisation and between the organisation and its trading partners. It is also important in 

facilitating the transition of resources between trading partners. Hence, according to the same 

participant (PI-10), losing information is the worst thing that can happen to any organisation. 

Sharing the same opinion, Miller & Drake (2016) also showed in their study that the loss of 

information can be a source of any trading network’s exposure to threats and risks.  

The finding of this study shows that the concern of organisations, with regards to information, 

includes maintaining the integrity and availability of information. This concern, according to one 

of the respondents also include, “ensuring that the information being used within the supply chain 

network is valid and accessible” (PS-9). Another participant (i.e. PI-1), in his response, indicated 

that if information loses its integrity, it becomes invalid and consequently, such information is 

difficult to work or make decisions with. The analysis of transcribed interviews generated 

different findings, in the form of themes (i.e. sub-themes), with regards to information within the 

supply chain. These findings are presented below: 

Role of Information within Supply Chain 

The findings of this study show that information is an important requirement in the decision 

making capability of organisations. This is also alluded to in the study of Mitchell & Kovach 

(2016), where it was stated that information enhances the decision making of the different 

organisations within a trading network. Similarly, according to one of the study’s participant, 

“information is important in interpreting and making transactional decisions that can be used 

for improving the overall processes with the supply chain” (PS-4). The decision making 

capability of information was also mentioned in the study of Qrunfleh & Tarafdar (2013), as 

being important in enhancing collaborative-relationships between organisations. Some of this 

study’s participants, however, stated that the geographical dispersion of some of their trading 

partners often affects their organisation’s decision-making capabilities.  
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Another finding of this study with regards to the role of information is that information plays 

an important role in trend analysis. As explained by some of the respondents, with trend 

analysis, the organisation is able to predict what could happen to their product in the future, 

based on the historical and current information at their disposal. Respondents also explained 

that with trend analysis, they are able to determine how their product is faring in the market. 

Similar to trend analysis, forecasting was also identified by respondents as an important role 

that information is facilitating within their business and also within their trading network. 

Similar to this finding, is what was stated in the study of Yu et al. (2010), that the availability 

of information ensures accurate planning, forecasting and production. 

According to one of the respondents, “decision making in the business is dependent on the 

forecast that is made from the information within the business” (PS-9). This is because, with 

forecasts such as demand and sales forecast, organisations are able to make decisions regarding 

what to produce at a particular time, and at what quantity. To enhance the ability of 

organisations to forecast, while at the same time encouraging collaboration, an initiative called 

Collaborative Planning, Forecasting and Replenishment (CPFR) was developed. Under this 

initiative, trading partners are expected to jointly develop an information sharing mechanism, 

and also, a forecast process, that is mutually agreeable to all parties. According to Syntetos et 

al. (2016), however, the relationship type among trading partners, is a potential differentiator 

that enhances or disrupts the forecast accuracy within a trading network.  

With regards to the role of information within supply chain, it was also found through the 

analysis of the transcribed interview responses that one of the most important uses of 

information is for providing organisations with a competitive advantage. As was explained by 

one of the respondents that “information is used for competitive advantage, for example, in 

terms of pricing. This is because it enables the determination of pricing among trading 

partners” (PS-2). The use of information for competitive advantage was also emphasised in 

the study of Piderit et al. (2011), where they explained that for the supply chain to remain 

competitive, the organisations within the supply chain must be willing to share information.  

Means of Sharing Information within Supply Chain 

Responses from the study’s participants with regards to information show that for information 

to be relevant and useful within the supply chain, it must be shared among the organisations 

within the supply chain network. One of the directors interviewed in this study suggested that 

“organisations should have a separate information structure that deals with receiving and 

sharing of information up onto the use of information” (PI-5). Similarly, in the study of 

Gunasekaran et al. (2015), it was shown that for information to be relevant in making the 
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supply chain resilient and agile, it must be shared in a structured manner among the trading 

partners.  

Respondents in this study identified two means through which information is often shared. 

The first being through electronic means and the second being through the call centre. In the 

case of the call centre, as explained by one of the respondents, “calls are made to the call 

centre and the call centre representative captures such information to the system” (PS-1). 

While in the case of electronic means, information is shared through three major means, which 

are Fax, Email and the Electronic Data Interchange (EDI) System, which was likened, and in 

some cases considered by respondents as using a Web portal for sharing information. With 

regards to call centre being used for information sharing, one of the interviewed managers 

disapproves of it and believes that the “call centre should be better used for reception 

management and not for the capturing or sharing information” (PS-1). 

Out of these three means of sharing information, the EDI system according to one of the 

respondent “is the most efficient, effective and reliable compared to the manual/call centre 

system” (PS-5). This system was generally considered by respondents as the most secure way 

of sharing information. Similar to this opinion, Macharia & Ismail (2015) stated in their study 

that the EDI system, apart from being reliable, also helps trading partners to reduce the time 

and effort required to share information and perform transactions. Another participant in this 

study, while discussing the operation of the EDI system, explained that “in some instance e.g. 

for pricing, customers are allowed, through an interface, to access an electronic information 

sharing system, hence a common platform in the form of a Web portal is made available for 

trading partners to be able to share information” (PS-5).  

Email as a means of information sharing was also frequent in the word count of respondents. 

In fact, one of the ITCO directors (PI-5) that was interviewed emphasised that information 

sharing via email should be considered and implemented as a policy, and if there are other 

existing means of sharing information among the trading partners, then the policy should state 

that emails should be used to complement and document the information sharing process. His 

reason was that it is far easier to trace and track email records. Although, according to 

Nagamalai, Dhinakaran, Ozcan, Okatan, & Lee (2014), email has emerged as one of the 

preferred means of intruding organisations’ network and subsequently, organisations’ 

information. 

Impact of Information Sharing within Supply Chain 

The prominent finding of this study with regards to the impact of information sharing is that 

information sharing impacts on the relationship and collaboration level among trading 

partners. This is as identified by one of the study’s participants who stated that, “sharing of 
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information is an important requirement in supply chain relationships and collaboration” (PS-

4). In agreement with this view, Singh & Teng (2016) stated that establishing a collaborative 

relationship among trading partners is determined by how information is willingly shared 

among trading partners. They further stated that a collaborative relationship is also determined 

by the level of trust among trading partners. This (i.e. trust) has been found in the study of Fu 

et al. (2016), to also be influenced by the level at which credible and reliable information is 

shared among trading partners. Thus, it can be said that information sharing impacts on the 

relationship, collaboration and the trust level among trading partners.  

Respondents also stated that sharing information enables decision making among trading 

partners. For example, one of the respondents (PS-2) stated that when information is shared, 

the decision regarding pricing can be adequately made among the trading partners. Although, 

the same respondent explained that a breach of an organisations information often affects the 

information shared with organisation’s trading partners and subsequently, affects decision 

making within the overall trading network. Optimisation of processes was also another theme 

that emerged as an impact of information sharing within the supply chain. It was stated by one 

of the respondents that “information, when shared, helps in optimising the purchasing, 

production and delivery processes within the organisation” (PS-4). According to Singh & 

Teng (2016) as well, trading partners should reduce the challenges affecting information 

sharing and encourage each other towards the adequate sharing of information. This is so as 

to be able to effectively manage the processes within their supply chain network. 

Vulnerable Information within Supply Chain 

Organisations information are continuously and increasingly being exposed to different 

vulnerabilities, especially because, as mentioned by one of the respondents, “there is a market 

for information, that is, for information to be sold” (PI-2). The findings of this study show that 

organisational information needs to be protected because if they are not, the information 

becomes vulnerable to malicious individuals and programs. Some of the prominent 

information that was identified as being vulnerable, if adequate protection measures are not 

put in place, are: 

Users’ information: This information is always vulnerable, if not adequately protected. 

Interest in these type of information is mostly centred on being able to gain access to 

organisation’s network and information, and also for financial purposes.    

Internal process information: It was stated by one of the respondents that “internal process 

information which includes the business process information, the codes and terminologies 

used within the business etc., are often of great interest to people who mean harm” (PI-2). 
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Pricing information: This was identified by most of the SCLOs’ respondents as being one 

of the most critical information within their business, and especially within any supply 

chain. It, for example, contains information about how much items are being sourced for, 

how much they are being supplied for etc. (PS-2). It is therefore considered a determinant 

of a supply chain’s competitiveness. For this reason, it is one of the information that is 

often of interest and target to an organisation’s competitors, making it a vulnerable 

information, if not sufficiently protected. One of the respondents explained that “if an 

organisation is marking up at 10%, and their competitors get hold of such information, 

they could do a markup of 8% so as to beat the price” (PI-9).  

Production planning information: Different type of information such as order information, 

demand information, sales information, procurement information etc. where identified by 

almost all respondent in the SCLO category as being important for planning the 

organisation's production and overall activities. These type of information, if not well 

guarded, becomes vulnerable to possible exploitation by the organisation’s competitors. 

The weakness of this type of information also exposes the organisation’s trading partners 

to different risks, especially the risk of inadequate planning.   

8.2.1.2 Information System within Supply chain  

Information system was identified as being indispensable to the success story of any organisation. 

It was a common opinion among respondents that information systems are helpful in the 

processing of daily transactions and the management of daily operations and knowledge. 

Similarly, Lam et al. (2015), in their study pointed to the fact that information systems are 

increasing the visibility of the operations and processes within supply chains. They further stated 

that information systems are also facilitating the provision of accurate information to trading 

partners in real-time. One of the managers interviewed in this study also emphasised the 

importance and use of information systems in the provision and processing of real-time 

information. With regards to information system within supply chains, two major themes, which 

are presented below, emerged from the analysis of interviews. 

Role of Information System within Supply Chain 

The findings of this study show that information system plays a very crucial role in the 

capturing, use and management of information. One of the study’s participant stated that “if 

the information system is used appropriately and adequately, the possibility of information 

loss will be minimal” (PS-1). Information loss, usually caused by the vulnerabilities and 

challenges to the information system, often affect every other aspect of the organisation’s 

business, including the supply chain (PI-2). Some of these challenges are in some instance 
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(e.g. procurement – purchase order), when the trading partners information systems are not 

integrated to allow for a common platform of information sharing (PS-1). 

Information system serves as an integration tool for the transaction and workflow processes 

involved in a supply chain, and also, for process replication and management (PS-5). It also 

serves as an enabler (PI-3), as explained by some of the respondents that, “it enables the 

provision of portals that facilitate information sharing” (PI-9), and also “enables the 

accessibility of information on a single platform by multiple partners” (PS-2). Similar to this 

views, different authors in their work, also stated that the availability and accuracy of 

information are being significantly improved by leveraging on information systems. Although, 

authors such as Stefansson (2002); Fu and Zhu (2010) explained that the presence of the 

overhead cost associated with the acquisition of information system is continuously a 

challenge to its adoption and implementation. The findings of this study show that information 

system provides visibility of information and processes and is also a contributor to decision 

making among trading partners. This is as explained by one of the interviewed personnel that, 

information system “helps in interpreting transaction details into meaningful information that 

can be used for decision making and improving the overall processes within the supply chain” 

(PS-4).  

Challenges of Information System within Supply Chain 

“When there are challenges to the information system, especially the types that cause 

weaknesses to the information system, information, by default, becomes vulnerable” (PI-3). 

With regards to the challenges faced by organisations in the use of information systems, two 

major concerns were identified in the interview responses. The first being the under-utilisation 

of information system within the business. Some of the respondents explained that their 

organisation often tries to fit the information system into the organisational processes. This 

they identified, is often a challenge because, in the long run, the information system happens 

to be under-utilised, as most of its functionalities are not always used. One of the interviewed 

managers explained that to reduce the challenges to the adoption of information systems, the 

organisation should adapt their processes to the design of the information system they are 

adopting and implementing. The other concern raised by respondents with regards to the 

challenges to information system was the lack of adequate skilled personnel and expertise in 

the implementation and use of information systems. This is often a challenge, especially when 

there are issues with the use of such system. Some respondents explained the troubles they 

have had to go through in order to understand and comprehend the use of their respective 

information systems. Sufficient training and the gradual integration of information system into 

the organisational processes and structures was suggested by some respondent as a means of 

managing these challenge.   
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8.2.2 Primary Objective 3 

To identify and understand the issues and challenges surrounding the security of information 

systems, and also, information, as it moves through the various supply chain structures and 

processes 

Two themes that were generated from the transcribed interviews, and the discussion around these 

themes, were considered relevant in addressing this objective. These themes are: 

i. Information Security Threats within Supply Chain 

ii. Vulnerabilities to Information within Supply Chain 

These themes, their respective sub-themes, and the discussion around them were centred on the 

focal points of this objective. The discussion of the findings of this study, with regards to this 

objective, in relation to the identified relevant themes and their sub-themes, are presented below. 

8.2.2.1 Information Security Threats within Supply chain  

The interview responses showed that participants and their respective organisations are constantly 

being faced with the challenges of threats to their information and information systems. 

According to one of the participants, these threats and the challenges they pose are on the rise, 

and this is as a result of organisations drive to establish or join a global market environment. 

According to Wolden et al. (2015), these market environments are causing supply chains and their 

resources (i.e. information, materials and fund) to become vulnerable to different threats. One of 

the interviewed participants explained that the fear of threats to information is mostly because 

“the threats to information and information systems can be caused by different and multiple 

unexpected sources” (PI-6). These threats are also, as identified in the literature, increasingly 

getting more sophisticated and also complicated to manage. 

The analysis of transcribed interviews generated different findings (Figure 8.2) in the form of 

themes (i.e. sub-themes), with regards to information security threats within supply chains. These 

findings are presented below: 
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Figure 8.2: Majorly identified Threats (Extract from NVivo) 

Employees 

Employees, sometimes referred to as insiders, are by far the most mentioned by respondents, 

as shown in Figure 8.2, as being the most challenging threat to organisations’ information and 

information systems. One of the information security consultants that was interviewed 

explained that “organisations still often concentrate on the threats from outside when in 

reality, the majority and most common and feared threats are internal. This is because, 

internal employees know the organisational culture, processes and measures in place, and 

they can circumvent these culture, processes and measures” (PI-3). He further stated that 

“internal employees can take advantage of the relationship and trust level within the business 

and among employees to exploit the organisational information and processes”. Hence, as 

explained in the study of Ifinedo (2014), organisations that fail to pay attention to the 

individuals within their business environment, may fail to achieve success in their effort to 

combat security threats and attacks. 

Crossler et al. (2013) and Sindhuja & Kunnathur (2015) explained in their studies that 

employees are the first line of defence in protecting information and information systems, but 

unfortunately, they are also the weakest link and consequently, a major threat to information 

security. Similar to this point of view, is what was pointed out by one of the security analysts, 

who stated that “the security of information should start from the people/employees within the 
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organisation. This is because the most devastating threats do not come from outside, but from 

inside” (PI-9). In further agreement to the view that the security of information should start 

from the people/employees within the organisation and the organisations’ trading network, 

Wolden et al. (2015), stated that organisations and the members of their trading network 

should implement measures and practices that are effective from within the organisation, and 

that can help manage the behaviour of employees, especially the behaviours that can cause 

harm to the organisation’s information and information systems.  

One of the major class of employees that can be a threat is the employee that no longer works 

for the organisation. This was also echoed by one of the participants who explained that 

“employees that leave the organisation can be a threat to such organisation. This is because 

of their knowledge of how the organisation’s security, culture and processes operate” (PI-10). 

Although according to another participant, “for a current, resigned or dismissed employee to 

become a threat to information, they must understand and know the vital information that can 

cause harm to the organisation – this, however, is not always the case” (PI-9). The findings 

of this study show that it is a common practice that when an employee leaves the organisation, 

the privileges of such employee are revoked. The findings of this study, however, also shows 

that the practice is in some cases not carried out, even long after an employee has left the 

organisation. Hence, one of the participants explained that “if a staff privileges are to be 

revoked, it should be done before informing the staff of such decisions. This is so as to prevent 

such staff from performing any form of sabotage with their privileges before they are taken 

away” (PI-6). The participant further explained that this should also apply to employees 

leaving the organisation. That is, their privileges should be revoked before such employee 

leaves. At worst, should be done on the last day of work of such employee, that is, if the 

employee still has things to do up until their last day at work. 

Hackers & Network Intruders 

Respondents identified hackers and intruders as threats to their organisation and even to the 

organisations within their trading network. According to some of the respondents, hackers are 

in most cases also potential network intruders, hence, they (i.e. hackers) were also referred to 

as intruders by some of this study’s participants. They are referred to as intruders because most 

of their activities are centred on being able to gain unauthorised access to organisation’s 

network, so as to eventually gain access to the organisation and their trading partners’ 

information and information systems. It was explained by one of the respondents that “they 

(i.e. hackers) can use any information to breach an organisational network” (PI-9). One of 

the respondents, however, indicated that “hackers contribute to less than 10% of threats, but 

the damage they cause to any organisation and their supply chain network can be extremely 

severe” (PI-2).  
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The findings of this study show that hackers are continuously finding ways to evade anti-virus 

technology. This was also pointed out in the study of Jajoo, Singh, & Nehra (2013). As found 

in the literature, they often utilise different techniques such as code obfuscation, packer and 

emulator detection etc. to evade their activities from being detected. Their ability to evade 

being detected and staying on a system or network within an organisation has made them an 

important threat to information and information systems. Zhang (2014) in his study also 

explained that they use the technique of routing packet traffic through a chain of host so as to 

be able to gain access to organisation’s systems, without exposing themselves. They commit 

crimes such as web hacking, DoS and DDoS attacks, web defacement etc. by exploiting the 

vulnerabilities within the organisation.  

Malware 

Another form of threat that was identified in this study was malware. Different types of 

malware, such as viruses, worms, Trojan, bot, spyware etc. were mentioned by respondents. 

One of the respondents explained that “most of the existing type of malware can be used to 

acquire sensitive information of an organisation” (PI-6). This was also alluded to in the study 

of Nishat Faisal et al. (2007), where it was stated that most form of malware usually contains 

instructions that when executed, provides malicious programs that can affect the performance 

of information and information systems within supply chains, by acquiring sensitive 

information of the supply chain structures and processes.  

One of the security analysts that was interviewed explained that “malware can be targeted or 

non-targeted. Most non-targeted malware are often caused by ignorant users within the 

organisation” (PI-9). Caballero et al. (2011) in their study explained that the targeted type of 

malware are usually customised for the information stealing of the target organisation or 

individual. Choo (2011) and Chauhan et al. (2013) also explained in their study that some 

customised information stealing malware often have a phishing-based keylogger component 

in them. This phishing-based keylogger is a program that is designed to monitor users’ 

activities such as keystrokes, and to harvests login credentials, account numbers, etc. to a 

collection server. 

One of the security analysts also explained that malware often “comes into the organisation 

through USBs, emails (which are sometimes targeted) etc.” (PI-9). In speaking about the 

means through which malware penetrate organisational network, Roy & Kundu (2012) and 

Bottazzi & Italiano (2015) stated that the increasing use of the Internet and some of the 

emerging technology concepts such as cloud computing, for supply chain operations, is also 

causing an increase in the proliferation of malware into organisations and their trading 
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partners’ network. These authors further explained that these technologies have also increased 

malware’s potential as a threat to the operations of supply chains. 

Social Engineering 

The findings of this study show that social engineering attacks are on the rise. Respondents in 

this study explained that some of their employees have been victims of social engineering 

attacks such as phishing, vishing and pharming, and through which their personal and even 

some business information has been divulged. They also identified that the employees of some 

of the organisations within their trading network have also been victims, and their activities 

have affected the integrity of the network. It was explained by one of the respondents that 

“organisations are seeing an increase in their help desk personnel receiving phone calls that 

are luring them into changing people’s password and giving out confidential information of 

the organisation” (PS-2). The respondent further explained a case they witnessed in their 

organisation, in which a caller, disguising to be calling from the organisation’s Internet Service 

Provider (ISP) lured the front end personnel into divulging important information that included 

some organisational password.  

Email spoofing and tailgating was also identified by respondents but emphasised mostly by 

one of the study’s participants (PI-8) who believes that these are two forms of social 

engineering attacks that users seem to not pay so much attention to. The respondents believe 

that these are common social engineering means of defrauding people. With regards to social 

engineering increasingly becoming a means of defrauding people, Issac et al. (2014) also 

stated that social engineering attacks are increasingly being used to acquire privileged and 

private information from victims, so as to cause problems such as identity theft and financial 

fraud. According to one of the security analyst, “organisational information on the social 

network can also be used against them” (PI-9) in a social engineering attack, hence, he 

emphasised that organisations should be cautious of the kind of information they make 

available online.  

Natural Events/Disasters 

Natural disasters, as explained by some of the respondents, is a threat that nothing much can 

be done to prevent or stop, except that organisations make futuristic plans for it possible 

occurrence. One of the respondents explained that organisations should have an IT disaster 

recovery plan and processes in place, for such occurrences. This is because such plan and 

processes often help to deal with issues around IT systems during a disaster occurrence. This 

was also alluded to in the study of Ghannam (2017) where it was stated that IT disaster 

recovery plans are one of the most required contingency plans in the event of the occurrence 

of a disaster. It was, however, also noted in the same study that many organisations still do not 
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have such plans in place or are rather hesitant in applying such plans before the occurrence of 

a disaster.    

The findings of this study show that natural disasters do not only directly impact or disrupt 

supply chain information, their after effects can also have a devastating effect on the 

information and operations of the overall trading network. This can be seen in earthquake and 

tsunami which happened in Japan in 2011 and the flooding in Thailand which happened in the 

same year, in which power outage, road closure, information loss etc. prevented organisations 

from committing to the full restoration of their supply chain (Ivanov et al., 2014; Park et al., 

2013). It was, however, pointed out by one of the directors interviewed in this study that 

“natural disasters such as environmental disasters are not a threat to information, they are a 

means to loss of information. This is because, when they happen, they do not affect the integrity 

of information, neither do they modify the content of information” (PI-2). 

8.2.2.2 Vulnerabilities to Information within Supply chain  

The literature shows that threats often exploit weaknesses and vulnerabilities within 

organisations. The responses from respondents show that the threats to information can only 

manifest if and when there are vulnerabilities to the information or information system within an 

organisation. With regards to the vulnerabilities of information within supply chains, the analysis 

of respondents’ transcribed interview responses generated two main findings in the form of 

themes. These findings are presented below: 

Causes of Vulnerabilities to Information 

Respondents identified different causes of vulnerabilities within organisations that often leads 

to information and information systems becoming exploitable by threats. The most prominent 

of these causes is the lack of education and awareness of employees. According to one of the 

respondents, the “lack of staff education and awareness on security issues is a pathway to 

information becoming vulnerable” (PI-8). In the study of Wolden et al. (2015), it was also 

shown that the level of security training and awareness of employees influences the way they 

behave and react to security programs, frameworks and procedures, and also influences their 

behaviour toward exposing information towards threats. According to another respondent, the 

lack of education and awareness of employees includes “employees not fully understanding 

the functionality and operation of the system being used in their organisation, and also not 

fully understanding what their role/profile on the system really means” (PS-1).  

Another cause of information becoming vulnerable that was prominent among respondents’ 

responses was the number of parties involved in the use of information. One of the respondents 

highlighted that “the number of people interacting with information and information systems 
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determines the level of vulnerability, threat and losses that the information and information 

system could be exposed to” (PS-1). Lack of access control (physical or network), 

manipulation or over-riding of access controls and non-compliance to access control was also 

identified as being a contributory factor to information becoming vulnerable within any trading 

network. This is as echoed by one of the respondents who stated that “security is irrelevant if 

an organisation has the most secure access controls e.g. biometric but have the doors leading 

into the organisation constantly open” (PI-3). This is also similar to the view of some 

respondents which was that, even if there are physical controls in place, the organisational 

information and network is still vulnerable if employees use a weak password or share their 

password with a third party. 

The findings from the data analysis with regards to the causes of vulnerabilities to information 

within supply chains, also show that the lack of software updates and the implementation of 

patches exposes organisations’ information and information systems to different threats and 

risks. This was also confirmed in the study of Choo (2011), where it was stated that unpatched 

or not up-to-date systems are a danger to any individual or organisation because they can be 

easily exploited by malware or malicious individuals. The misconfiguration of information 

system was also identified by this study’s respondents as being the cause of information 

becoming vulnerable to threats. This, according to respondents is because such misconfigured 

information system creates a loophole for intruders to gain access to organisation’s 

information. Other causes of vulnerability that emerged from the analysed interviews are 

negligence of employees, un-integrated information system and the lack of well-defined 

organisational structures and processes. 

Effects of vulnerabilities on Information 

The information that flows in a supply chain and the information systems used to share such 

information, can also be a source of the organisation becoming vulnerable to different threats. 

Respondents identified fraud as one of the main effects of vulnerabilities (i.e. when exploited 

by threats) to information and information systems. According to one of the study’s 

participants, “procurement fraud is made easy when information is vulnerable and breached 

within the supply chain” (PI-2). Fraud as an effect of vulnerability to information was also 

highlighted in the study of Hunton (2012), where it was stated that vulnerabilities are often 

exploited for financial gains.  

Another effect of vulnerability to information that emerged in the data analysis was the denial 

of services. From the discussions with participants, it was evident that vulnerabilities to 

information, if exploited, can lead to the denial of organisational services to the legitimate 

users of such services. Loss of confidential information and compromise of organisational 
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information and information system also emerged as the effect of information vulnerabilities. 

Similar to these, was also the identification, by respondents, of network and information 

access, as an effect of vulnerability to information. Reputation damage was also identified as 

an increasing effect of organisations’ information vulnerability. The effects of vulnerability to 

information that are highlighted in this section were also categorised by some respondents as 

being the effects of threat on organisations’ information.   

8.2.3 Primary Objective 4 

To understand information assurance as a concept and evaluate its objectives, and also 

identify how it can facilitate a smooth supply chain process and an efficient and effective 

supply chain structure 

According to one of the directors in one of the IT consulting organisations that were interviewed, 

“security and assurance are dependent and related to each other” (PI-2). A similar point of view 

was also shared in the studies of Ouedraogo et al. (2012) and Cherdantseva & Hilton (2013). Blos 

et al. (2016) in their study, also highlighted an ISO standard (i.e. ISO 28000) that combines 

security and assurance in the management of security within the supply chain. 

Hence, in addressing the fourth primary objective, the themes that were related to information 

security management and information assurance, from among the generated themes, were 

considered relevant. Two themes, and the discussion around them, from the transcribed 

interviews, were considered relevant in addressing this objective. These themes are: 

i. Managing Information Security Challenges within Supply Chain 

ii. Ensuring Information Assurance within Supply Chain 

These themes, their respective sub-themes, and the discussion around them were centred on the 

focal points of this objective. The discussion of the findings of this study, with regards to this 

objective, in relation to the identified relevant themes and their sub-themes, are presented below. 

8.2.3.1 Managing Information Security Challenges within Supply chain  

In the interview sessions, most respondents emphasised the fact that their organisation is always 

working on establishing new measures or fortifying existing ones, so as to ensure that information 

and information systems are properly protected and managed. The importance of managing 

information and information system was also emphasised in the study of Windelberg (2016), in 

which he explained that the management of the threats and risks to information requires the 

application of appropriate controls. In this study, findings from the data analysis also show that 

controls are an important measure in the management of information security challenges.  
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As shown in Figure 8.3, almost all the participants in this study spoke about one or more forms 

of control as being important in the management of information security challenges. Although, 

the findings of this study also shows that most organisations are still lagging in the implementation 

of these controls. This is as explained by one of the respondents that “in the implementation of 

information systems, organisations often focus on getting the system working but not on getting 

controls in place” (PS-2).  

Another findings, in this study, with regards to controls, is that it is a good practice for the 

organisations within the same trading network to agree on key controls that can be used in the 

management of threats within the network. This is so as to enable an easy integration of the 

security practices of each of the organisations within the network. Based on the findings of this 

study, controls have been categorised into two, which are, technical and non-technical controls. 

The analysis of data generated different findings, in the form of themes (i.e. sub-themes), with 

regards to the technical and non-technical controls that can help in the management of information 

security challenges within supply chains. These findings are presented below. 

 

Figure 8.3: Participants’ Responses on Controls as a means of Managing Information 
Security Challenges within Supply Chains (Extract from NVivo) 
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Technical Controls 

Technical controls, as identified by respondents, are very important in the management of 

information security challenges. The technical controls that were identified by respondents are 

presented below. 

Access Control & Restriction: The findings of this study shows that employees should be 

allocated only relevant rights to organisational resources, especially information. 

According to one of the respondents, “access control and restriction should be 

implemented so as to restrict users’ access to all/any of the type of information within the 

business” (PI-5). This was also highlighted in the study of Fuchs et al. (2011), in which he 

stated that one of the most important ways of ensuring information security is through 

access control. Access control was described by respondents to involve being able to revoke 

access rights after an employee’s departure from the organisation. Also, to include 

disabling of ports so as to restrict plug-in (e.g. USB) access. The Segregation of Duties 

(SOD) and partitioning of users were the most prominent means, identified by respondents, 

as being effective in restricting and controlling employees’ access to the organisations’ 

information and network. 

Access control was also described to include having measures in place, which ensures 

authentication before access to the organisation’s network is granted. Hence, one of the 

study’s participants stated that “the network authentication of users must be ensured, even 

at a server level” (PI-7). Another respondent also stated that “employees should have their 

own individual log-in details that must be used anytime they are willing to log-on to the 

system or access the organisation’s network” (PI-5). Password was the most referred to by 

respondents, as a means of ensuring access and restricting users. As explained in the study 

of Ahlmeyer & Chircu (2016), other authentication methods, asides password, being used 

by organisations are the Kerberos (used for verifying users) and X.509 (an encryption 

authenticator). These measures ensure that access is only granted to legitimate individuals 

who need access to the organisation’s information and network. 

Network Security Scan, Analysis and Assessment: Respondents did identify that it is 

important to carry out routine scan and assessment of the organisation’s network and also 

of the organisation’s trading network. One of the respondents explained that “organisations 

should ensure continuous network scan and network analysis and security assessment. This 

is so as to be able to detect threats to the network before they cause any harm to the 

operation and processes within the business” (PI-3). A system called SIEM (Security 

Information and Event Management) was identified by one of the respondents (PI-2) as 

being useful in the monitoring, assessing and analysing of security alerts. The respondent 
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(i.e. PI-2) explained that the SIEM system pulls logs together and flags events such as an 

IP address being tried so many times on the firewall. Meaning that it is important for 

organisations to ensure that the network activities of their organisation, are logged (PI-10). 

It also means that the installation of monitoring systems that helps in flagging unauthorised 

access, failure to information systems etc. are necessary for the management and 

assessment of security threats to information. 

The implementation of Intrusion Detection System (IDS) was identified by respondents 

as an important means of ensuring the analysis and assessment of organisations’ network 

and the organisation’s trading network. Similarly, according to Chauhan et al. (2013), IDS 

incorporates a full-fledged system and network analyser, which can scan and monitor 

organisations’ IP addresses and their network activities. According to one of the directors 

in the ITCO that was interviewed, IDS is becoming pervasive, especially because of the 

fear of organisations that external threat and breach to their network can cause a severe 

consequence in term of data loss. IDS, as described in the study of Zargar et al. (2013), 

learns the normal behaviour and pattern of either the application-level or network/transport 

level traffic, through the use of artificial intelligence and data mining techniques. 

Installation of Updates and Patches: Updates and patches were identified as being 

important because, with them, organisations are provided with new or updated codes that 

help in fixing bugs, and that also provides an additional protection mechanism that helps 

in the management of the security challenges to information systems and information. 

Similar use of patches and updates were also identified in the study of Issac et al. (2014), 

where it was stated that security updates and patches harden users’ information systems 

against security breaches and attacks. They (i.e. security updates and patches) help protect 

organisations and their respective supply chain member organisations from being exposed 

to potential malware and cyber threats (Martin & Rice, 2011). 

Some respondents explained that the problem with patches and updates is that they are not 

implemented by organisations as frequently as they should be. When in actual sense, they 

should be frequently installed. According to Bojanc & Jerman-Blažič (2008), the infrequent 

installation of updates and patches often leads to security breaches that could have been 

avoided or prevented if information systems and their hardware, software and applications 

are kept up-to-date with appropriate security updates and patches. 

Use of Anti-Malware Software and System: Among the technical measures identified by 

respondents, the use of anti-virus was the second (i.e. after access control) most mentioned 

means of managing the possible threat intrusion into the organisations’ network. While 

respondents indicated that several new breeds of malicious programs, which are getting 
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more sophisticated and dangerous, are being introduced into the market. They also 

identified that anti-viruses and their continuous upgrades have been effective in dealing 

with the new breeds of malicious programs. In agreement to this, Sung et al. (2014) in their 

study, also stated that anti-viruses determine the immune level of software to viruses, and 

they also enhance the ability of software in being able to prevent emerging malware attacks.  

It was explained by some of this study’s participants that network intruders often use 

techniques such as packer and emulator detection to evade malware from being detected 

by anti-virus software. To manage such techniques, one of the respondents explained that 

“anti-virus software that uses detection methods such as static analysis, permission-based 

analysis and behaviour checking in malware detection should be implemented by 

organisations” (PI-6). These methods were also highlighted in the study of Hsieh et al. 

(2015). Gordineer (2003) in his study also stated that organisations can use multiple layers 

of anti-virus protection such as a gateway, server and even desktop, to manage these 

techniques. Another means of managing malware is to ensure that “the anti-virus is always 

up-to-date” (PI-9). Making sure anti-viruses are up-to-date, according to most of the 

study’s participant, should be the responsibility of everyone within the organisation, 

especially on individual’s workstations.   

Vulnerability and Penetration Test: Penetration testing was identified as one of the means 

of being pro-active in detecting vulnerabilities and threats to organisations’ network and 

information. This is as explained by one of the respondents that “ organisations need to be 

pro-active in the management of security challenges, and one of the ways of being 

pro-active is by carrying out continuous penetration testing” (PS-4). Penetration testing, 

as described in the literature, involving the gathering of information about a target, then 

identifying the possible entry points into the targets’ network, and then attempting to break 

into the network. The findings of the vulnerability and penetration test are then reported 

back to the organisation so that measures can be put in place. The main objective of 

vulnerability and penetration testing is to enable organisations to determine the security 

weaknesses of their business.  

Use of Firewall: Respondents explained that firewall is an important network security 

control that can be used to separate the internal private network from an external public 

network. In the study of Tseng et al. (2016), its role (i.e. firewall) was also explained to be 

the same. In order to complement access controls, some of the participants in this study 

explained that firewall can be used. This viewpoint can be attributed to the idea, about 

firewall, presented in the study of Ifinedo (2014), which shows that firewall can help with 

perimeter defence, by monitoring and providing access control to organisations’ inbound 

and outbound network connections and traffic. For trading networks, it was suggested by 
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respondents that firewall should be deployed on either side of the servers of the trading 

organisations. 

Non-Technical Controls 

It was evident from the literature review that the management of information security 

challenges cannot be sufficiently done by only implementing technical controls. Hence, the 

literature, just as indicated by respondents in this study, emphasised the importance of 

non-technical controls in the management of information security challenges. The 

non-technical controls that were identified by respondents are presented below.  

Policies: One of the security analysts that was interviewed stated that “the security of 

information goes beyond the implementation of technical measures, it should also involve 

the development and implementation of policies that states the rules and regulation 

governing how information should be managed” (PI-8). The partner interviewed in this 

study emphasised that “policies and procedures are required in the governance of 

organisational structure. This is because, they help ensure compliance with regulations, 

good practices and controls” (PI-1). Policy was the most discussed by respondents with 

regards to the non-technical means of managing information security challenges. Similarly, 

in the study of Xiao-yan et al. (2011), policies were identified as being an effective means 

of ensuring the confidentiality and reliability of information.  

“People must be made to adhere policies” (PI-6). This is the response of one of the study’s 

participants. It is also found in the literature that compliance to policy must be ensured. 

One of the security consultants explained that “policies are only as good as their 

implementation/enforcement. Hence, having policies is one thing, properly implementing 

them and also enforcing them is another thing” (PI-3). This viewpoint was also highlighted 

in the study of Wolden et al. (2015), where it was stated that the proper implementation of 

policies and the compliance to policy, is important in being able to effectively prevent or 

mitigate against the threats and risks of attacks on supply chains’ information and 

information systems. In the study of Kolkowska & Dhillon (2013), it was explained that 

the use of an integrated system in facilitating the exchange of information can help ensure 

compliance with security policies and regulations. 

Training and Education of Employees: Most respondents stipulated that one of the most 

prominent causes of information security violation is the lack of knowledge, training and 

awareness, which often leads to negligence among employees. Hence, the education, 

training and awareness of employees were one of the most prominent responses of 

respondents, with regards to the management of security issues relating to information. One 

of the security analysts stated that “employees should be trained and educated, especially 
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with regard to potential vulnerabilities and threats” (PI-9). Similarly, in the study of 

Bulgurcu et al. (2010), it was stated that organisations can use three security 

countermeasures to address security threats. One of these measures is the security 

education, training and awareness (SETA) of employees.  

The findings of this study show that the security education, training and awareness 

programs of employees, done by an organisation or done within the organisation’s trading 

network should involve all the organisation’s employees and their trading partners’ 

employees, and such programs should be done on a continuous basis. Meaning that every 

employee in an organisation, irrespective of their position within the organisation, must be 

involved in the education, training and awareness programs of the organisation. 

Respondents explained that the training and education of employees makes it possible for 

employees to take the necessary actions against any potential or existing security threat and 

attack, while the awareness programs ensure that they do not fall victim of any potential 

threat or attack.  

Audit: Auditing of the systems used within organisations was identified as being important 

in ensuring that systems are working as expected. One of the respondents explained that “it 

is important to perform a walk-through on the systems used within the network. That is, 

checking to be certain that the entire system is working as expected” (PI-4). The findings 

of this study also show that it is not only systems that should be audited, people and the 

environment in which they (i.e. people and system) operate should also be audited. 

Auditing of people is important because when people know they are being audited, they 

tend to ensure that they are compliant with the standards and policies within the 

organisation. Still on the point of auditing people, one of the respondents stated that 

“performing an audit of each employee so as to determine which services they access, helps 

to ascertain if potentially harmful sites are being visited” (PI-10). The same respondent 

further added that the auditing of employees also helps to determine which employee 

accesses a file (e.g. shared file), visits a certain website etc. 

Another important finding of this study is that the processes within an organisation and the 

organisation’s trading networks should also be audited, this is as emphasised by one of the 

participants in this study, who stated that “processes has to be continuously audited” (P1-

4). This was also emphasised in the study of Axelrod (2011), where he stated that 

conducting an audit of each of the processes at each stage of a supply chain structure is 

important, especially, in order to provide some level of assurance for the supply chain 

members. The establishment and use of a risk or steering committee was also a theme that 

emerged in this study as a means of ensuring that audit is conducted thoroughly and on a 

continuous basis. One of the interviewed directors explained that “the use of an IT steering 



166 
 

committees where and when necessary is important in ensuring a continuous audit of the 

business process and systems” (PI-2). Sharing the same opinion, another respondent stated 

that “the establishment of a risk team that does an internal audit is necessary within the 

business” (PS-9). 

Access Control: The findings of this study shows that access control in the form of physical 

control measures are important in the management of information security challenges. 

Access control was identified as not being only towards technical control but also includes 

physical control. One of this study’s participant stated that “ensuring user access is 

controlled, is an important management measure in an organisation. This should, however, 

include the physical access of people into the organisation” (PI-10). This was also echoed 

by another respondent who stated that “security is irrelevant if an organisation has the 

most secure access controls e.g. biometric but have the doors leading into the organisation 

constantly open” (PI-3).  

Use of Standards: According to Blos et al. (2016), standards are important in the 

management of information security challenges because they guide organisations in the 

development and enforcement of information security practices. This was also highlighted 

in some of the interviews conducted with this study’s participants. Participants, in their 

explanation, showed that standards can help reduce information loss, information distortion 

or any other possible risks that can disrupt the supply chain processes and operations. 

Different standards such as COBIT and ISO/IEC (already explained in section 4.5.2.2) 

were identified by respondents as being effective in ensuring that information is secured 

and properly managed.    

Employing People with the right skills and competencies: The discussion of respondents 

with regards to this theme was centred on the fact that the effective use of information 

systems and the adequate protection of information requires that the right people be 

employed to be in charge of the installation and use of information systems. Hence, it was 

deduced from the responses of respondents that having people with the right skills and 

competencies is very important and helpful in ensuring that information system, and 

consequently, information, are well protected and managed. 

Other means of managing information security challenges that emerged as themes in this study 

were the backing up of information and the use of an integrated information management 

platform. The backing up of information was considered important particularly in the case of 

natural occurrences (e.g. earthquakes, hurricane). Some respondent also identified the use of an 

integrated information management platform as being useful in the management of information 

when there are such occurrences (i.e. natural occurrences). Parker (2013) in his study also 
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highlighted the importance of using an integrated information system to help with the 

synchronised coordination of information sharing during crisis situations. The importance of such 

system as explained by one of the respondents in this study is so as to enable trading partners to 

react flexibly to any disruptions to the flow of information, which could also be caused by natural 

disasters. In the study of Kolkowska & Dhillon (2013), it was also explained that the use of an 

integrated system in facilitating the exchange of information can help ensure compliance with 

security policies and regulations. 

8.2.3.2 Ensuring Information Assurance within Supply chain  

Providing assurance on the information and information systems used within supply chain was 

identified in this study, and was also identified in the literature as being an important element in 

sustaining the relationship between the organisations (and their activities) within the supply chain 

network. One of the security consultants that was interviewed in this study stated that “assurance 

is helpful in ensuring that systems and information are doing what they are expected to be doing” 

(PI-4). Another respondent stated that “assurance should be provided on the IT Systems used 

within the supply chain” (PS-2). This, according to him is so as to provide the organisations within 

the supply chain network some level of relief and certainty that the systems are working as 

expected and are also adequately protected.  

Authors such as Ouedraogo et al. (2012), Cherdantseva & Hilton (2013) and Blos et al. (2016) 

have shown in their studies that security and assurance are related to each other. The literature 

have also shown that providing information assurance, requires an adequate understanding of 

information security. This study’s findings also show that security and assurance are related and 

dependent on each other. To further confirm this, a word frequency query was run in the NVivo 

software, so as to determine if there are any similarities in participants’ responses, between 

managing information security challenges and ensuring information assurance within the supply 

chain. As seen in the word cloud (Figure 8.4), the word frequency query shows that some words 

(in this case, ideas/concepts) were used commonly by respondents in describing how to manage 

information security challenges and how to ensure information assurance, within the supply chain. 
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Figure 8.4: Word Cloud of Common Themes Used for Describing How to Manage 
Information Security Challenges and How to ensure Information Assurance, within 

supply chain 

When respondents were asked about their perception of how information assurance can be 

ensured within the supply chain, most of their responses were similar to the responses they 

provided when asked about how they think information security challenges can be managed. From 

respondents’ responses, six (6) findings (i.e. themes) emerged as means of ensuring information 

assurance within the supply chain. These findings are presented below. 

Access Control: 

As seen in the word cloud (Figure 8.4), access control was the most common means identified 

by respondents as being effective in the management of information security challenges and 

also in ensuring information assurance, within the supply chain. Access control has been 

discussed in section 8.2.3.1 (i.e. under the technical and non-technical controls). Respondents 

explained that in order to incorporate and ensure the provision of information assurance for 

protection, access control is very important within any trading network. One of the respondents 

stated that “the motivation for protection is the continuous presence of threats on supply chain 

information. To protect the information, access controls are of utmost importance” (PI-6). It 

was deduced from respondents’ responses that the control of access is important because it 

also ensures that employees only deal with the information that concerns them. Furthermore, 

respondents’ responses also show that if adequate protection measures on the physical 

environment of an organisation and on the organisation’s network and information systems 
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are put in place, the organisation and their trading partners’ information can be protected from 

potential network or information breach.  

Compliance with Policies: 

The importance of policies in the management of security challenges has been discussed in 

section 8.2.3.1 (i.e. under the non-technical controls). Respondents emphasised that to 

guarantee that assurance objectives (i.e. availability, integrity, authentication, confidentiality 

and non-repudiation) are ensured on the information and information systems within supply 

chains, the employees within the supply chain network must be made to comply with the 

policies within the network. Some of such policies, as identified by respondents, include policy 

on incident management, policy on data loss prevention, policy on Internet access and 

information risk policy. These policies are, according to respondents, relevant in one way or 

the other, in order to ensure that assurance is provided on the information and information 

systems within any trading network.  

Appropriate and Adequate use of Information System: 

Information system, as shown in the word cloud (Figure 8.4), was identified by respondents 

as being an important tool in ensuring information assurance. In the interview discussions, 

respondents explained that the appropriate installation and the appropriate and adequate use 

of information system is very important in achieving information assurance objectives. As 

explained in section 8.2.2.2 (i.e. vulnerabilities to information within Supply chain), the 

misconfiguration of information system is one of the causes of information becoming 

vulnerable to threats. This, according to respondents is because such misconfigured 

information system creates a loophole for intruders to gain access to organisation’s network 

and information. Respondents, likewise, pointed out that if the information system is 

appropriately installed and used, the provision for assurance objectives can be more 

guaranteed, as there will be fewer loopholes in the information system for intruders to exploit.  

Regular Audit: 

Audit, which was discussed in section 8.2.3.1 (i.e. under the non-technical controls), was also 

identified by respondents as being effective in ensuring the provision of information assurance, 

especially for the protection and detection of vulnerabilities and threats. Audit, as identified 

by respondents should include the people, network, information system and information within 

the organisation. Respondents explained that with auditing, organisations are able to detect 

possible gaps with the business, and subsequently, are able to apply necessary measures to 

cover up such gaps.  
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Training, Education and Awareness: 

The training, education and awareness of every employee within the organisation were 

identified as being an effective means of ensuring the protection, detection, reaction and 

restoration of information. This, as discussed in section 8.2.3.1 (i.e. under the non-technical 

controls), is important because it enlightens employees on how to detect and avoid any 

potential threat to the organisation. With proper security training and education programs, 

employees are also able to know how to react and restore services to normal in the event of 

information breach or attack.  

Risk Assessment and Management (Includes the establishment of risk team) 

The establishment of a risk committee/team in the management of information security 

challenges and in providing assurance on information emerged in this study. Respondents 

explained that risk assessment and management is important in ensuring that assurance is 

provided on the information and information systems of the organisation, and to ensure an 

effective risk assessment and management, it is important to establish a risk team that looks 

into the risks (potential or existing) occurrences. According to some respondents, risk 

assessment and management is important because it helps organisations in being pro-active 

and reactive in the management of security challenges that are either from within the business 

or from outside the business. One of the respondents stated that risk assessment and 

management provides project and implementation assurance. The respondent explained that 

“in the implementation of an IT system such as an ERP system. Ensuring that the risk involved 

in the implementation of such system has been adequately taken care of increases the 

assurance on such system, and also ensures that the implementation project is delivered within 

budget, on time and as expected” (PI-4).  

One of the interviewed directors explained that “to ensure assurance, IT governance must be 

incorporated and integrated into the organisational structures and processes” (PI-2). This, 

according to him is because, IT governance incorporates IT control frameworks and standards 

(e.g. COBIT, ITIL etc.). It also incorporates IT policy statements and procedures. All these, 

according to responses from most respondents, help in providing and ensuring the availability, 

integrity, authentication, confidentiality and non-repudiation of information and information 

systems. They also help in the provision of protection, detection, reaction and restoration 

measures necessary for the protection of information. 
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8.3 Other Emerged Themes 

Three additional themes, as presented in section 7.4, emerged in this study. These themes and 

their relevance to this study are presented below. 

Supply Chain Structure: 

The findings of this study show that the supply chain structure is broad. According to one of 

the respondents, it incorporates “the people, position, functions and the different processes and 

tasks that need to be performed within the supply chain” (PS-2). Hence, one of the interviewed 

directors explained that “organisations or a trading network without a well-defined structure 

risk the possibility of being exploited by threats. Similarly, less controls often happen on 

processes in organisations that are not well structured” (PI-2). The broad scope of supply 

chain structures was also highlighted in the study of Piderit et al. (2011) and MacCarthy et al. 

(2016), where it was stated that the broad and geographical dispersion of modern supply chain 

structures are being affected by diverse economic and political factors, regulatory frameworks, 

strategic choices and different technological drivers. 

The findings of this study also show that the structure within a supply chain supports the 

strategy within the supply chain network. According to one of the respondents, “organisations 

should have a target operating model that should be supported by a structure that can deliver 

on the operating model, which then supports the overall organisational strategy” (PI-1). A 

similar idea was also highlighted in the study of Huang et al. (2016), where it was stated that 

supply chain structures should be built as a model that can evaluate the level of services offered 

to customers. 

It was also pointed out by one of the respondents that “the organisational structure is 

important in the manner in which information is shared and protected” (PI-5). Similar to this 

point is what was stated in the study of Ivanov et al. (2010), where it was stated that 

organisation’s structure should be built to support the coordination of strategies that ensure 

that information is adequately and continuously shared between an organisation and their 

trading partners. Some of the respondents also indicated that the supply chain structure is 

important in determining the effectiveness of the supply chain structure. This was especially 

highlighted by one of the study’s participants who stated that “the structure within the supply 

chain oversees the functions (HR, Finance, IT etc.) of the respective organisations, within the 

trading network, that supports the organisational strategy and operating model” (PI-1). 

Supply Chain Processes: 

One of the respondents explained that “effective and robust supply chain processes make 

organisations become agile to the market and also makes it possible for them to be able to 
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respond to changes in the market quickly, from a demand or crisis perspective” (PI-1). It was 

also deduced from the respondents’ responses that the effectiveness of the processes within 

the supply chain determines how resources such as information, material and funds will flow 

within the supply chain. The importance of having an effective process within the supply chain 

was also highlighted in the literature by authors such as Kolkowska & Dhillon (2013), Karimi 

& Davoudpour (2016) and Wiengarten et al. (2016).  

One of the key findings of this study with regards to processes is that for processes to be kept 

effective and fully operational, it has to be continuously audited. The auditing of processes 

was considered important by respondents because they believe that the units within an 

organisation become more cautious of their respective processes within the overall structure 

of the organisation when they know their functional process will be audited. This also applies 

to the different organisations within the supply chain network. The auditing of processes, as 

identified by respondents, should also involve auditing the respective personnel that are tasked 

with performing the different processes within the organisation and also, within the supply 

chain network.  

I.T Portfolio within Supply Chain: 

The function of the IT unit within an organisation was identified by respondents as being 

important enough to earn a sit amongst the board. This, unfortunately, is not the case with 

most organisations, as identified by one of the respondents who stated that, “IT is still seen as 

a unit that makes computers works when it should rather be seen as an enabler or a strategic 

component within the company, hence most organisations do not have a proper CIO or 

equivalent, within their businesses” (PI-3). It was also explained by another respondent that, 

in most organisations, the IT manager reports to the finance manager, and this is not supposed 

to be the case. This is because the IT manager, who is a technical person is reporting to 

someone who only sees the business from a financial or business point of view. 

“The role of IT within the business should be elevated to the board/ decision-making level” 

(PI-2). It should, according to another respondent “be fully integrated into the organisational 

structures and process. This should be to the point where the head of IT should be a member 

of the board” (PI-8). The general discussion of the study’s respondents with regards to the role 

of IT shows that, when IT portfolio is elevated within the business, decisions around the 

provision of security controls for the management of information and information system is 

properly addressed and made. Also, issues of cost with regards to the implementation of 

general information security measures around the organisation are properly presented and 

adequately reviewed.     
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8.4 Validation of the SCIRM Framework 

The Supply Chain Information Risk Management (SCIRM) framework presented in Table 6.4, 

was developed to help with the identification of vulnerabilities, threats and their severity on 

information and information exchange within supply chains. The framework takes into 

consideration the fact that “information risk cannot be regarded as being generic. This means that 

information risks are considered relative to different supply chains (i.e. the information risks of 

supply chain A might not be the same as that of supply chain B)” (Maharaj & Ajayi, 2011).  

Respondents in this study were asked questions about the SCIRM framework so as to validate the 

components of the framework. Based on responses from the respondents, the original framework 

(Table 6.4) was adjusted. In the original framework, six threats were identified, but when 

respondents were asked about the framework, their suggestions necessitated that the threats be 

re-categorised. Five major threats, identified by the respondents in this study (that is, in section 

8.2.2.1), were used to compute the adjusted framework. An example of a filled-in matrix in the 

adjusted framework is presented in Table 8.1. 

Nodes risk severity (0 – no risk, 1 – mild, 2- moderate, 3- high) 

 Employees 

Hackers 
& 

Network 
Intruders 

Malware 
Social 
Engineering 

Natural 
Events/Disasters 

Total 

H-H 3 0 0 1 1 RHH = 5 

H-S 3 2 1 1 1 RHS = 8 

S-S 3 3 2 2 1 RSS = 11 

S-H 3 2 0 1 1 RSH = 7 

Table 8.1: An Example of a filled-in Matrix of the SCIRM Framework 

Table 8.1 presents the points (Nodes) through which information may be shared within an 

organisation and the organisation’s trading partners. These nodes are also considered the sources 

through which information is shared among trading partners. They are also considered the 

vulnerable points through which information could be exploited. The possible severity of the risks 

(i.e. the “Total” column) to information, when exploited by the identified threats (in this study), 

is presented in Table 8.1. The meaning of the notations used in the table is presented below: 



174 
 

H: Represents Human. This means using an employee as a means of capturing, processing, 

reporting and sharing information within the supply chain. 

S: Represents System. This means using systems (e.g. ERP, EDI) as a means of capturing, 

processing, reporting and sharing information within the supply chain. 

Hence: 

H-H: refers to a situation where information is shared by a human to human. This could also be 

referred to as “Manual” information sharing. 

H-S: refers to a situation where information is shared by a human to the system. This could also 

be referred to as “Semi-Automated” information sharing. 

S-S: refers to a situation where information is shared from system to system. This could also be 

referred to as “Automated” information sharing. 

S-H: refers to a situation where information is shared from system to human. This is also another 

type of “Semi-Automated” information sharing. 

As explained in the original SCIRM framework, “the table is not symmetric in that RSH is not the 

same as RHS. As an illustration, consider that a human may pass a computer virus to a computer 

(via a memory stick, through bad browsing habits etc.) but a computer cannot pass a computer 

virus to a human” (Maharaj & Ajayi, 2011). 

The 3’s in the table indicates that there is a high risk, while the 0’s indicates that there is no risk. 

So in the example presented in Table 8.1, it may be seen that the greatest risk to the supply chain 

is that arising from Human-System interface which scored 11 (higher numbers represent higher 

risk). 

The SCIRM framework proposes that the total Risk (R) to information within a supply chain is 

the sum of the individual  (Ri), where 

Ri= ikrki. 

This equation may be written in full as: 

R1 = 1krk1 = 11r11+ 12r21+13r31+14r41 

R2 = 2krk2 =21r12+ 22r22+23r32+24r42 

R3 = 3krk3 = 31r13+ 32r23+33r33+34r43 

R4 = 4krk4 = 41r14+ 42r24+43r34+44r44 
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Thus 

R = R1 + R2 + R3 + R4 

Note that “the rkj are values that range from 0 to 3 and the ik are weights that will scale the 

relative importance of the particular risk vector for the supply chain in question. For example for 

a supply chain that that has to span the Indian Ocean during the Monsoon, the coefficient of 

environmental or natural event/disaster vector will be elevated. It is proposed that these 

coefficients range from 1 – Standard contribution, 2 – Heightened contribution, 3 – Significant 

(severe) contribution” (Maharaj & Ajayi, 2011).  

As with other risk models, “the SCIRM framework proposes that a risk tolerance point is agreed 

upon and accepted by organisations for each of their supply chains. Thus, when the supply chain 

information risk is below the tolerance point, “Risk Acceptance” (as explained in section 4.3) as 

a risk management strategy can still be applied, but when the supply chain information risk 

exceeds the tolerance point, then “Risk Avoidance or Mitigation” (as explained in section 4.3) as 

a risk management strategy should be considered” (Maharaj & Ajayi, 2011). 

8.5 The Proposed Model 

The main objective of the study is to propose an information assurance model that can enable 

organisations to protect and sustain their respective information within the supply chain 

structures, and that can also enable them to minimise or prevent the risks that information within 

the supply chain processes could be exposed to. To achieve this main objective, four primary 

objectives, discussed in section 8.2.1 – 8.2.3, were developed. The finding of this study in relation 

to these four objectives has guided in the development of the study’s proposed model. The model 

is presented in Figure 8.5. 
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Security & Assurance Plans 

It was stated in section 8.2.3.2, that respondents in this study emphasised that security and 

assurance are very related and dependent on each other. This was also found in the literature, 

where different authors have shown that both concepts are much related. Hence, in the model 

both have been combined. The purpose of the model is to provide some sort of guidance on 

how the objectives of information assurance (i.e. availability, integrity, authentication, 

confidentiality, and non-repudiation) can be achieved and ensured on the information and 

information system with supply chains. To achieve these objectives, organisations need to 

formulate a plan of action that centres majorly on the management of incidents, either before 

their occurrences or after their occurrences. The security and assurance plan component of the 

model begins the process of managing information security challenges and also providing 

assurance on information.  

Protection 

The main objective of information security and assurance is to ensure that information and 

information systems are adequately protected. Hence, the initiation of the security and 

assurance plan is majorly focused on ensuring the protection of information. To ensure 

information is protected, organisations and their trading partners should establish and 

implement information security controls (section 8.2.3.1) against threats. These controls 

should also be capable of ensuring that vulnerable information and the information systems 

used within the business and the entire supply chain network are protected. The controls must 

include both technical and non-technical controls (section 8.2.3.1).  

Detection 

To ensure that information is adequately protected, organisations should conduct regular check 

(e.g. penetration testing, use of tiger team) of their network, information system and 

information. Hence, detection is an important component in the protection of information. 

Organisations and their trading partners should establish detection practices that allow for the 

determination of possible vulnerabilities, potential threats and breaches to the network, 

information system and information. When detection practices are completed, organisations 

should decide on the most appropriate “response” strategy to use in managing the outcome of 

the detection practice. The strategy should involve either applying pro-active measures (i.e. 

when no breach is detected) or re-active measures (i.e. when a breach is detected). The 

outcome of the detection practice should also help organisations determine if and when 

necessary to establish new controls or modify existing ones.  

One of the key requirement at this stage of the model is that organisations and their trading 

partners must determine the severity of the vulnerabilities, potential threats and breach to their 
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network and information, in order to be able to determine the appropriate control measure for 

managing information challenges. To determine the severity, the SCIRM framework (section 

8.4) is a tool considered relevant, as it helps in determining the severity of the threats and risks 

to information and information system.  

Restoration 

In the event where re-active measures (i.e. when a breach is detected) was the appropriate 

strategy after the detection practice was completed, the restoration of processes and operation 

should be the next stage in the provision of information assurance. At this stage, if necessary, 

organisations should implement new controls or update existing one.  

8.6 Conclusion 

In this chapter, the findings from the data analysis in relation to the study’s objectives was 

presented. The findings of this study show that information is an important resource within supply 

chains because it drives the effective use of the other supply chain resources. The findings of this 

chapter also show that in the protection of supply chain information and in also providing 

assurance on supply chain information and information system, it is important to identify, 

categorise based on severity and understand the different threats to information. It is also 

important to understand the causes of vulnerabilities to the information within supply chains. 

These are important, also because they provide an understanding and enable decision making, 

with regards to the appropriate security measures, mostly in the form of controls, which can be 

adopted and implemented in the management of information security challenges. The SCIRM 

framework, developed to help with the identification of vulnerabilities, threats and their severity 

on information within supply chains, was also presented in this chapter. The study’s proposed 

model that could help organisations protect and sustain their respective information within the 

supply chain structures, and also enable them to minimise or prevent the risks that the information 

within supply chain processes could be exposed to, was also presented in this chapter. 
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CHAPTER 9: CONCLUSION 

9.1 Introduction 

Supply chain integrates the activities involved in the procurement of material, the transformation 

of the raw materials to final products and the distribution of the final products to consumers. In 

order to remain competitive, organisations, through supply chain innovations, are transforming 

their business models. These innovations include allowing consumers to participate in product 

design through the use of Internet platforms, using technology to automate the supply chain 

processes and connecting manufacturers to final consumers. This, therefore means that 

technology the Internet and technology is increasingly becoming an integral supply chain 

component. According to Pérez-Aróstegui et al. (2015), the competency of information systems 

and technology in enabling innovations in supply chains, is based on the following dimensions: 

 The information system and technology infrastructure present in each of the organisation 

within the trading network  

 The integration of information systems and technology with organisational strategy and 

across the organisation’s trading network. 

 The technical knowledge possessed by the employees of the organisation within the 

trading network 

Supply chain organisations are using technology to enhance the easy acquisition and the smooth 

flow of information. They are also using it to develop effective communication channels and 

adequately plan their business activities. The introduction of technology is, however, also causing 

information to be exposed to different vulnerabilities, threats and risks. Organisations are 

therefore seeking means of managing information risks. They are also increasingly seeking 

assurance on the information and information systems within their supply chain network.  

This study was conducted with the main aim of developing and proposing an information 

assurance model that can enable organisations to protect and sustain their respective information 

within the supply chain structures, and that can also enable them to minimise or prevent the risks 

that information within the supply chain processes could be exposed to. In doing so, the study 

investigated the following: 

i. The role of information and information systems within supply chains. 

ii. The impact of sharing information within the various processes and structures of the 

different components of supply chains. This was done by also investigating the 

information systems used for sharing information. 

iii. The issues and challenges surrounding the security of information systems, and also, 

information, as it moves through the various supply chain structures and processes. 
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iv. Information assurance as a concept, and evaluated its objectives, and also, investigated 

how it can facilitate a smooth supply chain process and an efficient and effective supply 

chain structure. 

In the previous chapter, the findings of this study, in relation to the objectives of the study was 

presented. This chapter presents a recap of the previous chapters. 

9.2 Study’s Conclusions 

From the first chapter of this thesis, it may be concluded that today’s global market environment 

is highly competitive and also present organisations with very volatile consumers’ demands. The 

market environment is equally faced with the challenge of effectively sharing and managing 

resources such as information, funds and materials, among the increasingly geographically 

dispersed trading partners. The market is also faced with the challenge of increased 

vulnerabilities, threats and disruptions to these resources. To manage these challenges, 

organisations are demanding and continuously developing integrated structures and processes that 

are facilitating the establishment of trading networks that enhances the smooth flow of resources. 

These networks, which often consist of a number of players that share interdependent interactions, 

allows for the members to complement each other’s deficiencies and share benefits and losses. 

The networks, if properly managed, also facilitate each member’s capability to achieve quality 

performance and become resilient. 

The second chapter of this thesis presented a review of literature on supply chain, supply chain 

network, structures and processes. The chapter also discusses supply chain disruptions, risks and 

management. From the review and discussion, it may be concluded that supply chains have 

evolved from being linear to becoming a value web that connects different organisations to 

diverse trading networks. It may also be concluded that the basis of competition in the global 

market has shifted towards a service oriented approach where organisations competitiveness is 

determined by the strength of their supply chain network and also by the network’s ability to 

flexibly and quickly respond to market fluctuations and developments. Thus, making it important 

for organisations to consider their supply chains as not only a process but also a structure and a 

strategic function that should be headed by someone who reports directly to the board. 

Sourcing for raw materials from different geographical locations, establishing production 

facilities across different geographical location and serving consumers that are of different 

geographical location are some of the important elements and contributing factors influencing 

modern supply chain structures and processes. This is because they affect how information is 

shared, how responsibilities are allocated and how decisions are made within supply chains. The 

literature also shows that the structure of the supply chain and its member organisations 
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determines the agility of the supply chain. It also determines the ease of organisations' access to 

resources. Although, according to Gunasekaran et al. (2015), the complexities existing within 

most modern supply chains, is a function of the structures and processes within the supply chains.  

The second chapter further shows that supply chains have become long and complex, and as a 

result, are constantly vulnerable and continuously being exposed to different disruptions and risks 

that are of high severity. To deal with the disruptions and risks, authors such as Mizgier et al. 

(2015), Foulds (2015) and Lemmens et al. (2016) have suggested that trading organisations 

should create resilient supply chains that can anticipate disruptions, limit the impact of 

disruptions, and quickly return the activities and processes of the supply chain to its previous or 

even a better state. Furthermore, they also suggested that the overall supply chain be adequately 

managed, so as to ensure the smooth flow of resources, while at the same time, enhancing the 

productivity and profitability of the supply chain members. The chapter, however, also shows that 

there are no single strategy, method or approach for managing supply chain risks. Rather, supply 

chain risk management depends on the characteristics and context of the situation leading to the 

risk or the environment surrounding the risk. 

A review of the literature on the role of information and the importance of sharing information 

among trading partners was presented in chapter three. The chapter also focuses on some of the 

prominent information systems and technologies that are facilitating the acquisition, storage, 

processing and sharing of information within supply chains. From the review of the literature, 

based on the chapter, it can be established that the supply chain is a system, in which information 

is an important requirement in connecting the different organisations in the system, in both the 

upstream and downstream directions. The importance of the access to real-time information as 

being a factor in reducing information asymmetry was also presented in the chapter. The chapter 

also establishes that the increase in information complexity and the distortion to information can 

cause a drop in the ability of organisations and their respective trading partners to make quality 

decisions. Hence, information need to be adequately managed and protected. 

Chapter three also establishes that, today’s complex supply chain networks have necessitated the 

need for more frequent, efficient and effective information sharing among trading partners. 

Furthermore, the chapter establishes that in order to collaborate and also be able to create a 

resilient and agile supply chain, organisations must share information. This is because information 

sharing improves the coordination of supply chain and also help organisations to effectively 

respond to threats from the market environment. It also helps improve inventory stability, 

forecasting and decision making. Although, according to Tong & Crosno (2016), the sharing of 

information could also lead to a possible decrease in supply chain performance. This happens 
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when trading organisations share incomplete or inaccurate information, as a result of lack of trust, 

misalignment of information or simply, unwillingness to share information. 

Organisations are increasingly understanding that their “ability to transmit information in 

electronic format improves supply chain operations considerably” (Hinkka et al., 2013, p.1145). 

Hence, information systems and different technologies are increasingly being used for the 

acquisition, storing, processing and sharing of information within supply chains. In chapter three, 

researchers’ view on the fact that information systems and technologies are important in 

improving information quality, operational efficiency, service level and the agility of supply 

chains, is presented. The chapter also shows that leading supply chains are known to be aggressive 

in acquiring technical capabilities through the use of information systems and technologies such 

as VMI, EDI, RFID, CRM, ERP, Cloud Computing etc. It was however, also established in the 

chapter that the use of information systems often requires significant investment which not all the 

parties in a trading network can always afford. 

The importance of securing information and providing assurance on the information within supply 

chains was presented in chapter four. The discussion in the chapter reveals that in the protection 

(provision of guardians) of supply chain information, it is important for organisations and 

researchers alike, to identify and understand the threats to information within the supply chain, 

the vulnerabilities of information within the supply chain’s structures and processes, and the 

guardians or protective measures that can be provided or adopted to protect information. The 

chapter also reveals that threats, if not properly managed, adversely affect the confidentiality and 

integrity of information and the availability of information systems. Reasons such as financial 

gains, unparalleled trusts and lack of up-to-date skills and knowledge of employees, are identified 

in this chapter, as being some of the factors causing a continuous increase in the degree and extent 

of security breaches and threats on supply chain information. 

Chapter four further reveals that the vulnerabilities and threats to supply chain information often 

exposes the supply chain to different risks that ultimately cause a decline in the supply chain 

performance. The realisation of the negative effects of threats and risks to supply chain 

information has made the management and security of supply chain information and information 

systems, become a concept of growing interest to researchers and practitioners. It is revealed in 

the chapter that organisations are constantly looking for means of securing the information within 

their supply chain. To do so, they are implementing security measures that include technical and 

non-technical measures. Some of the technical measures being implemented include the use of 

antivirus, IDS, firewall etc. While some of the non-technical measures being implemented include 

the establishment of policies, the adoption of standards, audit etc. 
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The importance of providing assurance on the information within supply chains was also 

presented in chapter four. The chapter reveals that most organisations do not give information the 

same protection, or request for similar assurance, as they do with their organisational finances. 

This should, however, not be the case, because information assurance ensures the “ability of an 

organisation to manage the risk to the governance, compliance, confidentiality, integrity and 

availability of its information at all times” (Bunker, 2012, p.21). To provide assurance, the chapter 

establishes that the audit of each of the activities and information at each stage of the supply chain 

should be frequently performed. Continuous assessment, monitoring of critical processes and the 

validation that standards are followed should also be performed frequently throughout the supply 

chain, in order to provide the needed assurance on the supply chain information and on the overall 

supply chain activities. 

The methodology underpinning this study was presented in the chapter five of this thesis. In the 

chapter, the study’s research design and approach, data collection method and instrument, the 

population and sample of interest, the recruitment and selection of the study’s participants and 

the data analysis technique employed in the study were presented. In the chapter, it was indicated 

that this study adopted the interpretivist philosophical assumption and the epistemology 

dimension. These were adopted because they guided the researcher in obtaining explanations and 

experiences, with detailed examples, from the study’s participants. It was also established in the 

chapter that the exploratory research design and the case study approach were the most befitting 

for achieving this study’s objectives. In addition, it was shown in the chapter that a qualitative 

research method was more appropriate for the study. Since a qualitative research method was 

adopted, semi-structured interviews was chosen as the primary means of data collection. 

The rationale and criteria considered in determining the sample of the study was established in 

chapter five. Furthermore, the data analysis process that detailed the interview process, the 

interview transcription process, the generation of themes, the use of NVivo to further enhance 

data management and the process of data analysis, were all also presented in the chapter. The 

manner in which the trustworthiness (which includes the credibility, transferability, 

dependability, confirmability) of the study was achieved, was also detailed in the chapter. Finally, 

in the chapter, the ethical considerations that covers how the anonymity, privacy and 

confidentiality of the study’s participant, and how informed consent was obtained from the 

study’s participants, was also presented.     

The frameworks adopted to help in identifying the starting point of the research problem and to 

also help in establishing a direction for addressing the problem was presented in the chapter six 

of this thesis. In the chapter, the alignment of the study’s research questions to the study’s adopted 

frameworks was also presented. As identified and explained in the chapter, the “Information 
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Systems (IS) Research Framework” developed by Hevner et al. (2004) was adapted to this study, 

because it has been identified by different researchers as being useful and practical in solving 

identified research or organisational problems relating to IT or IS. The supply chain security 

framework developed by Speier et al. (2011), and the SCIRM framework developed by Maharaj 

& Ajayi (2011) that were also adapted and adopted, respectively, to this study was also presented 

in the chapter.  

Chapter seven presents the analysis of the transcribed interviews. In the same chapter, the 

demographics of the study’s participant and the type (i.e. category) of organisations they 

represented was also presented. The generated themes (both main and sub themes) from the 

analysis of the transcribed interviews was also presented in this chapter. Finally, in the chapter, 

the link between the generated themes and the main research questions was established. 

The findings and the discussion surrounding the findings of this study was presented in chapter 

eight. In the discussion of the findings, supporting evidence in the form of quotations from the 

transcribed data, and also from the literature was used to further explain and justify the findings. 

The chapter also presented the relationship between the study’s research objectives and the 

generated themes. The developed model to help provide information assurance, which is the main 

objective of this study, is also presented in this chapter. From the discussion of the study’s 

findings in chapter eight, it may be concluded that information is one of the most important 

element to any organisation and the organisation’s trading partners, hence, losing it is one of the 

worst thing that can happen to any organisation. It may also be concluded that, the concern of 

organisations, with regards to information, centers mostly on maintaining the integrity and 

availability of information. 

The discussion in chapter eight shows that information is mostly shared among trading partners 

either through electronic means or through call centres. Furthermore, from the discussion in the 

chapter, it can be concluded that information is important in enhancing collaborative-relationships 

between organisations, in facilitating trend analysis and in providing competitive advantage. 

Similarly, information systems are also identified to be important in the capturing, processing, 

use and management of the information within supply chain. The chapter presents the major 

information security threats which are employees, hackers & network intruders, malware, social 

engineering and natural disasters, which were identified from the analysed transcribed interviews. 

These threats, if not adequately managed, can cause disruptions that exposes the supply chain 

information to different kind of risks.  

The application of control measures was identified in the findings of this study as being important 

in the management of information security challenges within supply chains, and also, in ensuring 

information assurance within supply chains. These control measures, as presented in chapter eight 
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include the establishment and application of access controls and restrictions (i.e. technical and 

non-technical), penetration testing and network scan, installation of updates and patches, 

establishment and enforcement of policies, training and education of employees, employing 

people with the right skills and competencies etc. In the same chapter, the validation of the 

SCIRM framework and the developed model (i.e. the main objective of the study) from the 

findings of the study were also presented. The model shows that in order to ensure security and 

assurance on supply chain information, organisations must initiate security and assurance plans, 

which helps in the formation of action against the occurrence of unwanted incidents. They must 

also initiate protection activities which should include the detection of vulnerabilities and threats 

to information and information systems. Then, where and when necessary, apply pro-active or 

re-active measures that ensures the restoration of the supply chain structures and processes to their 

initial or even a better state. 

9.3 Contributions of the Study 

The contribution of this study are mainly two. The first being the Supply Chain Information Risk 

Management (SCIRM) framework that can help in identifying and understanding the severity of 

threats to information within supply chains’ structures and processes. This framework is presented 

in section 8.4. The framework is useful in the identification of vulnerabilities, threats and their 

severity on information and information exchange within supply chains. The framework takes 

into consideration the fact that information risk is relative and hence cannot be regarded as being 

generic. This is because the risk to information within an organisation or within a supply chain 

are not necessarily the same within another organisation or supply chain. The framework 

identifies common nodes through which information may be shared within an organisation and 

between an organisation and its trading partners. These nodes, which are presented in section 8.4, 

also represents vulnerable points through which information could be exploited.  

The SCIRM framework proposes that the total Risk to information within a supply chain is the 

sum of the individual within the supply chain. This therefore means that the risk that the 

information of a supply chain member organisation is exposed to, could be a risk that affects the 

organisation’s entire supply chain network. Furthermore, the SCIRM framework proposes that a 

risk tolerance point is agreed upon and accepted by all the organisations within a supply chain 

network. Thus, when the supply chain information risk is below the tolerance point, risk 

acceptance as a risk management strategy can still be applied, but when the supply chain 

information risk exceeds the tolerance point, then risk avoidance or mitigation as a risk 

management strategy should be considered. 
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The second contribution of this study is the development and proposal of an information assurance 

(IA) model that can enable organisations protect and sustain their respective information within 

the supply chain structures, and that can also enable them to minimise or prevent the risks that 

information within the supply chain processes could be exposed to. This IA model is presented in 

section 8.5. The IA model consist of four main components, which are: Security & Assurance 

Plans, Protection, Detection and Restoration. The first component which is security & assurance 

plans, indicates that there is a need for organisations and their trading partners to form an action 

plan in anticipation of an incident and also, in the occurrence an incident. This component of the 

IA model begins the process of managing information security challenges and also begins the 

process of providing assurance on information and information systems. The second component 

of the model which is protection, indicates that the adequate protection of information and 

information systems is an important objective of information security and assurance. To ensure 

information and information systems are protected, organisations and their trading partners should 

establish and implement security controls against threats. These controls must include both 

technical and non-technical controls (discussed in section 8.2.3.1).   

Detection, which is the third component of the IA model, indicates that to ensure that information 

is adequately protected, organisations and their trading partners should conduct regular checks 

(e.g. penetration testing, use of tiger team) of their network, information system and information, 

so as to be able to determine any possible vulnerabilities, potential threats and breach. Included 

in this component is the determination of the appropriate “response” strategy that may be 

employed to manage the outcome of the detection practice. The response strategy (presented in 

Figure 8.5) should involve either the application of pro-active measures (i.e. when no breach is 

detected) or re-active measures (i.e. when a breach is detected). At this stage of the IA model, the 

SCIRM framework is considered relevant in the determination of the severity of the 

vulnerabilities, threats and risks to the information and information systems within the overall 

supply chain network.  

The last component of the IA model is the restoration plan in the event where re-active measures 

(i.e. when a breach is detected) are considered the appropriate strategy, after the detection practice 

is completed. This component is important in the provision of assurance on information and 

information systems. This is because, organisations often need the assurance that if anything were 

to go wrong within their organisational or supply chain network, the activities in the network will 

be quickly returned to their previous or even a better state. At this stage of the IA model, if 

necessary, new controls or updating of existing controls should be considered. 
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9.4 Study’s Challenge and Limitation 

Each organisation, after agreeing to their employees being interviewed for the study, indicated 

that only between 2 to 4 of their employees can be made available to participate in the study. This 

was mainly because of the tight schedule and limited availability of their employees. They all (i.e. 

the organisations), however, allowed the participants to be determined by the researcher. Hence, 

giving the researcher some level of control over who to participate in the study. To overcome this 

challenge, participants were drawn from three different organisations from each of the two 

categories of organisations considered as the point of data collection in this study. This allowed 

for a diverse respondents that can present broad views on the subject being investigated. 

The insufficient availability of literature on information assurance, especially information 

assurance within supply chain was a limitation in this study. To manage this limitation, the 

literature on information security, information risk management and supply chain information 

was used to complement the discussion presented in this study on information assurance. The 

reason for this is because the preliminary review of the literature and pilot interaction with 

information security experts showed that information security and assurance are closely related. 

Another limitation in this study was the access to the selected participants in the study, especially 

since they were from diverse organisations. This limitation was also combined with the busy time 

schedule of the participants. These limitations affected the time (i.e. duration) it took in 

completing this study’s data collection. To manage these limitations, most of the participants had 

to be met at their most convenient time. That, however, was only possible on the days they are 

not visiting the client site or not busy attending to organisational issues, which are not so common 

days for most of the participants of this study.  

9.5 Recommendations 

In order to secure and provide assurance on information, the following are the recommendations 

of the study.  

Organisations should ensure that they:  

 Establish an effective means of sharing information between them and their trading 

partners. 

 Identify the vulnerable information within their business structures and processes. 

 Identify and rank the threats to the information and information systems within their 

business structures and processes. 

 Employ the use of information system in the acquisition, storage, processing and sharing 

of information. 
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 Manage information security challenges and ensure information assurance within their 

business structures and processes, by combining and implementing any of the technical 

and non-technical control measures presented in this study (i.e. section 8.2.3.1). 

 If and when necessary, adopt security and assurance standards, policies, models and 

frameworks that can be effective in ensuring the availability, integrity, authentication, 

confidentiality and non-repudiation of information and also ensure the continuous 

availability of information systems. 

9.6 Future Research 

The review of the literature and the findings of this study shows that some areas relating to 

information and supply chain still need to be explored. These areas include: 

 The investigation of the impact of the continuous evolution technology on supply chain 

networks. 

 The investigation of how to extract meaning and knowledge from the large amount of 

supply chain data presently existing. 

 The investigation of how the understanding of supply chain network as a complex 

adaptive system can enables supply chain collaboration and optimisation. 
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Appendix B – Interview Schedule 

INTERVIEW SCHEDULE 

Topic: Information Assurance within Supply Chains’ Structures and 

Processes 

PhD Research Project 

Discipline of Information Systems & Technology 

School of Management, Information Technology & Governance 

University of KwaZulu-Natal 

Researcher: Nurudeen Ajayi (0793147203)    Supervisor: Prof. Manoj Maharaj (031-2607051) 

 

Introduction 

My name is Nurudeen Ajayi. I am a PhD candidate in the Discipline of Information 

Systems & Technology, in the School of Management, Information Technology & 

Governance, at the University of KwaZulu-Natal.  

I will like to ask you some questions about the information and information systems used 

within your organization’s supply chain, and to also ask you some questions regarding 

the Security and Assurance of Information and Information Systems within the Supply 

Chain. This is to enable me gain insight into how information and information systems 

are used within supply chains, and to also gain insight into how Security and Assurance 

of Information and Information Systems are provided and managed. 

I hope to use the gathered information to propose a Supply Chain Information Assurance 

Model that would enable organizations within Supply Chains to sustain their respective 

functions, enhance their processes and structures, manage their information and 

information systems, provide and manage security and assurance of information and 

information systems, and hence increase their organizations’ value. 

In this interview, the following keywords will be used:  

Information System: An organized set of interrelated components that manage 
information e.g. Enterprise Resource Planning (ERP), Data Warehouse etc. 

Information Security: The process and act of protecting Information and Information 
Systems from unauthorized access, usage, disruption and destruction. 
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Information Assurance: Practices that protect and audit Information and Information 
Systems by providing for their restoration through incorporating detection, reaction and 
protection capabilities. 

Supply Chain: An integrated process wherein various business entities (suppliers, 
manufacturers, distributors, and retailers) work together to: acquire raw materials, convert 
these raw materials into specified final products, and deliver these final products to 
consumers. 

Supply Chain Structure: A system wherein various business entities make decisions 
concerning their respective function within the supply chain. 

Supply Chain Process: Activities that involves Decision Making and Planning within 

the supply chain structure.  

The interview should take about 40 minutes. 

The Organization & Supply Chain 

1) Could you please tell me about what you do in the organization?  

2) Could you please tell me about the supply chain(s) of your organization?  

3) How does your organization fit into the supply chain?  

4) Could you please tell me about the structures in place within the supply chain?  

5) Kindly explain the processes (e.g. decision making process, information sharing 

processes) involved in the supply chain.  

Information & Information Systems 

6) Tell me the types of Information gathered, stored and shared within the Supply 

Chain? 

7) Could you please briefly explain how the Information is used within the Supply 

Chain?  

8) Kindly explain how Information is shared within the Supply Chain.  

9) Could you please explain the role of Information in the Supply Chain processes? 

 Are Information Systems used to support the achievement of those roles?  

10) Could you please explain the roles of Information in the Supply Chain Structure? 

 Are Information Systems used to support the achievement of those roles? 

11) What are the Information Systems used within the Supply Chain? 

 Kindly explain what those Information Systems are used for. 

 Could you also explain how they are used?  
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 If no Information Systems are used, then, how is Information gathered, 

stored or shared within the Supply Chain? 

Security & Assurance 

12) Could you please explain how the protection of the Information used within the 

Supply Chain is ensured? 

13) Could you please explain how the protection of the Information Systems used 

within the Supply Chain is ensured? 

14) A supply chain is only as strong as its weakest link… (Interlude…) 

Could you please explain the possible Vulnerabilities to Information, which has 

been exploited in the past, within the Supply Chain? 

 Kindly explain how those Information vulnerabilities were detected? 

 Kindly explain how those vulnerabilities were managed after detection? 

 If no vulnerabilities were identified (Q14), ask; Please explain how the 

Supply Chain prevents information Vulnerabilities. 

15) Due to Information activities within the Supply Chain and among its partners, 

what are the possible Information vulnerabilities that you foresee? Please explain. 

16) Could you please explain the possible Vulnerabilities to Information Systems, 

which has been exploited in the past, within the Supply Chain? 

 Kindly explain how the vulnerabilities were detected? 

 Kindly explain how the vulnerabilities were managed after detection? 

 If no vulnerabilities where identified (Q16), ask; Please explain how the 

Supply Chain prevents Information Systems Vulnerabilities. 

17) Could you please tell me about any Information threats or attacks (e.g. Malware, 

Espionage etc.) the Supply Chain has experienced in the past? 

 How were the threats or attacks detected?  

 How was the threat or attack managed?  

 If no threats or attacks were identified (Q17), ask; Please explain how the 

Supply Chain has been able to prevent threats or attacks on Information. 

 Please explain how potential threats or attacks on Information within the 

Supply Chain are being prevented. 
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18) Due to the activities of the Supply Chain and its partners, do you foresee any 

potential threats or attacks on Information within the Supply Chain? If yes, please 

explain. 

19) What are the measures in place to manage any potential threats or attacks on 

Information within the Supply Chain? 

20) Could you please tell me about any Information Systems threats or attacks the 

Supply Chain has experienced in the past? 

 How were the threats or attacks detected?  

 How was the threat or attack managed?  

 If no threats or attacks were identified (Q20), ask; Please explain how the 

Supply Chain has been able to prevent threats or attacks on Information 

Systems. 

 Please explain how potential threats or attacks on Information Systems 

within the Supply Chain are being prevented. 

21) Do you foresee any potential threats or attacks on the Information Systems within 

the Supply Chain? If yes, please explain. 

22) What are the measures in place to manage any potential threats or attacks on the 

Information Systems within the Supply Chain? 

23) What are the measures in place within the Supply Chain to ensure the following: 

a) That Information access is prevented from an unauthorized access? 

b) That Information Systems are prevented from unauthorized access? 

c) Ensures the accuracy of Information as it flows through the Supply Chain? 

d) Ensures the consistency of Information as it flows through the Supply 

Chain? 

e) Ensures that Information is available at all times? 

f) Ensures that Information Systems are available at all times? 

g) Ensures the authenticity (authentication) of information?  

24) Could you please explain how the measures (Question 23a-g) are implemented? 

25) Are there policies that ensure the implementation and usage of the measure in 

Q23a-g within the Supply Chain? If Yes, Please briefly explain them to me. 

Finally, is there anything you would like to add?  

Thank you for your time – it is highly appreciated!!! 
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Appendix C – Informed Consent 

UNIVERSITY OF KWAZULU-NATAL 
Discipline of Information Systems & Technology 

School of Management, Information Technology & Governance 
 

PhD Research Project 

Researcher: Nurudeen Ajayi (0793147203) 

Supervisor: Prof. Manoj Maharaj (031-2607051) 

Research Office: Ms P Ximba (031-2603587)  

 
Dear Respondent, 

My name is Nurudeen Ajayi. I am a PhD candidate in the Discipline of Information Systems & 

Technology, in the School of Management, Information Technology & Governance, at the 

University of KwaZulu-Natal. I hereby invite you to please participate in a research project titled 

“Information Assurance within Supply Chains’ Structures and Processes”. The main aim of 

the study is: 

 To propose an information assurance model that can enable organisations protect and 

sustain their respective information within the supply chain structures, and that can also 

enable them to minimise or prevent the risks that information within the supply chain 

processes could be exposed to. 

To accomplish the main aim, the study has four primary objectives which are: 

 To understand the role of information and information systems within supply chains. 

 To understand how information is shared, and also, the impact of sharing information 

within the various processes and structures of the different components of supply chains. 

This was done by also investigating the information systems used for sharing information. 

 To identify and understand the issues and challenges surrounding the security of 

information systems, and also, information, as it moves through the various supply chain 

structures and processes. 

 To understand information assurance as a concept and evaluate its objectives, and also 

identify how it can facilitate a smooth supply chain process and an efficient and effective 

supply chain structure. 

Through your participation I hope to understand how security and assurance of information and 

information systems within the supply chain can be provided. The results of this research are 

intended to contribute to the security, assurance and risk management of information and 

information systems within supply chains. 
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Your participation in this project is voluntary and you may refuse to participate or withdraw from 

the project at any time with no negative consequence. There will be no monetary gain from 

participating in this research project.  

Confidentiality and anonymity of records identifying you as a participant in this project will be 

maintained by the school of Management, Information Technology & Governance, UKZN. 

If you have any questions or concerns about the study, or about participating in the study, please 

contact me or my supervisor at the numbers listed above.   

Please note:  

 The interview should take about 40 minutes to complete. 

 The questionnaire should take about 15 minutes to complete. 

Thank you for your willingness to participating! 

 

Sincerely 

Investigator’s signature :                                                    Date :  
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UNIVERSITY OF KWAZULU-NATAL 
Discipline of Information Systems & Technology 

School of Management, Information Technology & Governance 
 

PhD Research Project 

Researcher: Nurudeen Ajayi (0793147203) 

Supervisor: Prof. Manoj Maharaj (031-2607051) 

Research Office: Ms P Ximba (031-2603587)  

 

CONSENT 

I_________________________________________________________ (full names of 

participant) hereby confirm that I understand the contents of this document and the nature of the 

research project, and I consent to participating in the research project. I understand that I am at 

liberty to withdraw from the project at any time, should I so desire. 

 

For Interview: 

I consent        / do not consent        to having this interview audio- recorded 

 

 

 

___________________                                       ___________________ 

Signature of Participant                                                     Date 

 

 

 

 

 




