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Introduction

Cryptography is a field of research that sits between mathematics and computer science.
It is the practice and study of techniques for secure communication of confidential in-
formation. With our deepening reliance on digital communication, the need for strong
cryptography becomes increasingly critical. Let us suppose that Alice and Bob want to
share confidential information and that Eve wants to steal it. The aim of encryption is to
enable Alice and Bob to communicate without Eve being able to recover Alice’s and Bob’s
confidential messages. Generally speaking, there are two distinct types of encryption with
two different purposes.

On the one hand, symmetric cryptography, also known as secret-key cryptography,
operates under the assumption that the two communicating users have already established
a common secret key. Symmetric cryptography is typically really efficient, and it is widely
used. The most popular cryptosystems of this kind are called DES and AES.

On the other hand, asymmetric cryptography, also known as public-key cryptography,
aims to allow communication without using any previously agreed secret key. This type of
cryptography is mathematically deeper, and each public-key cryptosystem’s security relies
on some hard mathematical problems, which are called primitives. Currently, the most
commonly used primitives are the factoring problem and the discrete logarithm problem.

In general, we will say that a cryptographic problem is easy if there exists a proba-
bilistic polynomial time algorithm that solves it and we will say that it is hard if there is
no known polynomial time algorithm solving it.

Asymmetric cryptography is generally much more inefficient than its symmetric coun-
terpart. For this reason, they are usually combined: first, Alice and Bob use asymmetric
cryptography to agree on a secret key, and then they use symmetric cryptography to
communicate, exploiting their shared secret key.

However, there is an incumbent menace threatening secure communications: quantum
computers. This new kind of computer can achieve unprecedented computational power,
making feasible problems that were once considered computationally hard. On top of that,
in 1994, Peter Shor designed a quantum algorithm that could potentially break all classical
cryptography. A quantum algorithm is an algorithm that runs in a quantum computer.
Shor’s algorithm not only uses the huge computational power of quantum computers, but
also exploits their quantum properties, for example superposition of quantum particles.
Using Shor’s algorithm, the factorization problem and the discrete logarithm problem
become easy, i.e. solvable by a polynomial time algorithm.

This real-world problem pushed cryptographers towards the research of new crypto-
graphic primitives with the hope of creating some new quantum-resistant cryptosystems.
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Post-quantum cryptography is the study, implementation and analysis of cryptographic
primitives and cryptosystems that are believed to be quantum-resistant. Over the past
years, there have been multiple proposals in terms of new primitives. The most popular
ones are based on some difficult mathematical problems in coding theory, lattice theory,
multivariate systems of polynomial equations and isogeny graphs of elliptic curves.

In this thesis, our effort aims to introduce the underlying mathematics of isogeny-
based cryptography. Moreover, we will present a cryptosystem called CSIDH based on
isogenies, and we will analyze its functioning and properties.

More precisely, in the first chapter we will go through the theory of elliptic curves,
with a special focus on finite-field elliptic curves.

In the second chapter, we will discuss the theory of elliptic curves over C and intro-
duce the class group action, which is a fundamental algebraic tool to encode important
geometric information.

In the third chapter, we will finally focus on the structure of isogeny graphs both for
supersingular and ordinary elliptic curves, and we will prove that under some specific
assumptions they are expander graphs.

In the fourth and last chapter, we will present the cryptosystem CSIDH and its fea-
tures, analysing its behavior under some potential classical attacks.

We assume that the reader is familiar with the basic ideas of algebraic geometry. For
a quick review of those topics, we suggest [33, Chapter 1]. If the reader wants to dive
deeper into the proofs of the first three sections of the first chapter of this thesis, we
suggest having a look at [33, Chapter 2], too. We also assume that the reader is no
stranger to ideas from basic number theory. For example, we will need the concepts of
ring of integers, number fields and Legendre symbol for inert, ramified and split primes. If
the reader wants to brush up on these subjects, we suggest having a look at [26, Chapter
1] or [24].

Typically, all computations involving examples of actual elliptic curves and isogenies
are really time-consuming and tedious, unless one restricts to small finite fields or some
simple cases. For this reason, the ones in this thesis were (almost) all performed using
the software SageMath.

Throughout this thesis, K will be a field of characteristic different from 2 and 3. This
choice is convenient since, under this assumption, many proofs become easier to deal with.
Moreover, the cryptosystem we will analyze is built over fields with large characteristics.
Precisely, if we want to achieve quantum security in CSIDH, the characteristic of the base
field needs to be greater than 2384, which means it needs to have at least 116 figures.

We will call curve any irreducible one-dimensional projective variety in P2
K
.
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Chapter 1

Elliptic Curves

1.1 Definitions and Group Law

In this first section, we will provide the fundamental definitions for the theory of elliptic
curves. We start by recalling some basic notions of algebraic geometry for projective
curves.

The projective plane over the field K is the quotient set

P2
K =

K3 ∖ {(0, 0, 0)}
∼

under the equivalence relation

(x, y, z) ∼ (x′, y′, z′) if and only if (x, y, z) = (λx′, λy′, λz′),

for some λ ∈ K∗. We will denote the equivalence class of the point (x, y, z) by [x, y, z].
We will identify the standard affine plane over K, denoted by A2

K , with the subset of the
projective plane

P2
K ∩ {[x, y, z] ∈ P2

K : z = 1}.
Let C be a curve in the projective plane, P ∈ C and f ∈ K[x, y, z] an homogeneous

polynomial generating I(C). The curve C is said nonsingular or smooth at P if we have(
∂f

∂x
(P ),

∂f

∂y
(P ),

∂f

∂z
(P )

)
= (0, 0, 0).

If C is nonsingular at each point, we say that C is nonsingular.
By I(C/K) we denote the ideal in K[x, y, z] corresponding to the curve C/K. Given a

curve C over the field K, the function field K(C) of C/K is the field of rational functions
f/g such that

(1) f and g are homogenous polynomials of the same degree in K[x, y, z];

(2) g ̸∈ I(C/K);

(3) two functions f1/g1 and f2/g2 are identified if f1g2 − f2g1 ∈ I(C/K).
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A rational map of curves from C1 to C2 is a map of the shape

ϕ : C1 −→ C2, ϕ = [fx, fy, fz]

where the functions fx, fy, fz ∈ K(C1) have the property that for each point P ∈ C1 at
which fx, fy, fz are all defined, we have

ϕ(P ) = [fx(P ), fy(P ), fz(P )] ∈ C2.

If there exists some λ ∈ K∗
such that λfx, λfy, λfz ∈ K(C1), we say that ϕ is defined over

K. The rational map ϕ is regular at P ∈ C1 if there is a function g ∈ K(C1) such that
gfx, gfy and gfz are well defined at P and at least one of them is nonzero in P . If such
g exists, we set

ϕ(P ) = [gfx(P ), gfy(P ), gfz(P )].

Notice that it may be necessary to consider different g for different points. A rational map
that is regular at each point is called morphism of curves. We will often say K-rational
instead of defined over K.

One can easily transfer the above definitions to the affine case. Indeed, most of the
time, we will work with affine coordinates.

Definition 1.1.1. Let E be the zero locus in P2
K
of a cubic equation with only one point

on the line at infinity, called the base point. If E is nonsingular, then we say it is an
elliptic curve.

Throughout the whole dissertation, we will only consider fields of characteristic dif-
ferent from 2 and 3. Under this hypothesis, any elliptic curve E can be described as the
zero locus of a short Weierstrass equation

y2 = x3 + Ax+B

with A,B ∈ K. Notice that its projective closure only has one point at infinity, namely
the point O = [0, 1, 0]. If A,B ∈ K, we say that the curve is defined over K and we will
write E/K. If P ∈ V has coordinates in K, we say it is a K-rational point.

Clearly, not all such short Weierstrass equations correspond to an elliptic curve, since
we must have smoothness. Applying the condition for nonsingularity to the projectiviza-
tion of the short Weierstrass equation

y2z = x3 + Axz2 +Bz3,

we get the system of equations 
3x2 + Az2 = 0

2yz = 0

y2 = 2Axz + 3Bz2.
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From the second equation, we have y = 0 or z = 0. If z = 0, then we must have x = 0
and y = 0, which does not yield a projective point. Hence, we can assume z ̸= 0 and set
z = 1 to reduce to the affine case. We get a new system of equations

3x2 + A = 0

y = 0

y2 = 2Ax+ 3B,

and exploiting the second equation we get{
3x2 + A = 0

2Ax+ 3B = 0.

If A = 0, then we also have B = 0 and so the curve of equation

y2 = x3

has a singular point in (0, 0). This means that this curve is not an elliptic curve. Assume
now that A ̸= 0. Then, combining the two equations of the system, we are left with the
relation

4A3 + 27B2 = 0.

Thus, if we want to rule out singular curves, we can require that the last equation is not
satisfied. Notice that it also works in the case A = 0.

The previous computations yield the following definition and proposition.

Definition 1.1.2. Let E be the zero locus of a short Weierstrass equation

y2 = x3 + Ax+B.

We define the discriminant of E to be

∆(E) = −16(4A3 + 27B2).

Proposition 1.1.3. A curve E given in short Weierstrass equation is an elliptic curve if
and only if ∆(E) ̸= 0.

Another fundamental quantity in the theory of elliptic curves is the j-invariant.

Definition 1.1.4. Let E be an elliptic curve given in short Weierstrass equation

y2 = x3 + Ax+B.

We define the j-invariant to be

j(E) = −1728
(4A)3

∆
.

Notice it is well defined only for elliptic curves, since their discriminant is nonzero.
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Proposition 1.1.5. Two elliptic curves are isomorphic over K if and only if they have
the same j-invariant. Moreover, let j0 ∈ K. There exists an elliptic curve defined over
K(j0) whose j-invariant equals j0.

Proof. For a proof of the first statement, see [33, Proposition III.1.4]. Let j0 ̸= 0, 1728
and consider the equation

y2 + xy = x3 +
36

j0 − 1728
x+

1

j0 − 1728
. (1.1)

Performing a coordinate change, we can put it in the short Weierstrass form

y2 = x3 −
j0

12 3
√
4(j0 − 1728)

x+
j0

216(j0 − 1728)
.

Simple calculations show it is a nonsingular curve and its j-invariant is j0. Hence it is
the desired elliptic curve. Notice that from the short Weierstrass form it is not clear that
the curve is defined over K(j0), since we cannot assume that 3

√
4 ∈ K(j0). Notice that 12

and 216 are surely nonzero in K, as we assumed the characteristic of K is different from
2 and 3. However, looking at the Equation (1.1) which is not in short Weierstrass form,
we can see that it is indeed defined over K(j0). To complete the picture, we provide the
two curves

y2 = x3 + 1, (1.2)

y2 = x3 + x. (1.3)

The curve given by Equation (1.2) has discriminant and j-invariant ∆ = −27 and j = 0
and it is clearly defined over K(0) = K. The curve given by Equation (1.3) has discrimi-
nant and j-invariant ∆ = −64 and j = 1728 and it is clearly defined over K(1728) = K,
too.

In general, if two curves are isomorphic over the algebraic closure of the base field, we
will simply say that they are isomorphic.

Corollary 1.1.6. An elliptic curve E is defined over K if and only if j(E) ∈ K.

Proof. This follows directly from Proposition 1.1.5.

Corollary 1.1.7. Let E be an elliptic curve in short Weierstrass equation

y2 = x3 + Ax+B,

any other short Weierstrass equation for E is of the form

y2 = x3 + u4Ax+ u6B,

for some u ∈ K∗
, and the change of coordinates is given by the map

(x, y) 7−→ (u2x, u3y).
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Proof. Let

y2 = x3 + A′x+B′

be another short Weierstrass equation for E. Clearly, the two short Weierstrass equations
for E must yield two isomorphic curves. Hence, their j-invariants coincide, i.e. we have

4A3

4A3 + 27B2
=

4A′3

4A′3 + 27B′2.

This yields a relation between the coefficients

A3B′2 = A′3B2.

If A = 0 or B = 0 in K, then we must have A′ = 0 or B′ = 0, respectively. Hence, if one
of the two coefficients is zero, all possible values of the other one yield the same curve up
to isomorphism. Notice that we cannot have both coefficients simultaneously zero, as E
is nonsingular by hypothesis.

Suppose now that both A and B are nonzero in K. Let us denote u = 6
√
B′/B. We

can directly deduce the relations

A′ = u4A and B′ = u6B,

which show our initial claim.

Example 1.1.8. Let E1, E2 and E3 be the curves of short Weierstrass equations

y2 = x3 + x, y2 = x3 + 12x+ 12 and y2 = x3 − 3x+ 2

over F19, the finite field with 19 elements. We can directly compute the discriminants,
which are ∆(E1) ≡ 12 mod 19, ∆(E2) ≡ 5 mod 19 and ∆(E3) ≡ 0 mod 19, and con-
clude that only E1 and E2 are actually elliptic curves. Their j-invariants are 18 and 10,
respectively, which are not congruent modulo 19. Thus, they are not isomorphic. In
Figure 1.1 we can visualize their F19-rational affine points.

Example 1.1.9. Let us consider the two elliptic curves F1 and F2 over R with equations

y2 = x3 − 4x+ 5 and y2 = x3 − 2x+ 1,

respectively. In Figure 1.2, we can observe a graphical representation of their affine points.
The only missing point is the base point O = [0, 1, 0], which is not in the picture as it lies
in the line at infinity.

Remark 1.1.10. A priori, two elliptic curves defined over K ̸= K can be isomorphic
over K but not over K. For example, if ϕ is an isomorphism defined over a degree two
extension of K but not over K, we call ϕ a quadratic twist. If the extension has degree
three, four or six, we call ϕ a cubic, quartic or sextic twist, respectively. Every E/K

5



E1 : y2 = x3 + x E2 : y2 = x3 + 12x+ 12

Figure 1.1: A graphical visualization of the two elliptic curves E1 and E2 over F19 of
Example 1.2.9.

F1 : y2 = x3 − 4x+ 5 F2 : y2 = x3 − 2x+ 1

Figure 1.2: Affine points of the real elliptic curves F1 and F2 from Example 1.1.9.

elliptic curve admits a quadratic twist. Let us suppose there exists u ∈ K such that u is
not a square in K. Then, if E has short Weierstrass equation

y2 = x3 + Ax+B,

we can define E ′ to be the elliptic curve defined over K of equation

uy2 = x3 + Ax+B.

We can put E ′ in short Weierstrass equation substituting x/u for x and y/u2 for y and
we get

y2 = x3 + u2Ax+ u3B.

The curves E and E ′ are isomorphic over K(
√
u) but not over K, since u is not a square

in K. The isomorphism is

ϕ : E −→ E ′, ϕ(x, y) = (x, y
√
u).
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The two curves of j-invariant j = 0 and j = 1728 also have cubic, quartic and sextic
twists.

At this point, we are ready to endow elliptic curves with an algebraic structure. Let
E be an elliptic curve in short Weierstrass equation, P,Q ∈ E and L be the line in P2

K

through P and Q. If P = Q, take L as the tangent line to E at P . Since the elliptic
curve has degree three, by Bezout theorem, we have that the line L intersects E in a third
point R, possibly P or Q. Let L′ be the line in P2 through R and O, the base point of
the curve. Again, this line intersects E in a third point, possibly coinciding with R or O,
which we will denote by P + Q. This is a well defined operation that produces a third
point, namely P +Q, starting from any two points P and Q on the curve.

Proposition 1.1.11. With the above notations, the operation +: E × E −→ E satisfies
the following properties.

(1) It is commutative.

(2) P +O = O for all P ∈ E, i.e. the point O acts as the identity element of the group.

(3) Every point has an inverse, which means that for each P ∈ E there exists −P ∈ E
such that P + (−P ) = O.

(4) It is associative.

(5) If a line intersects E in the three points P,Q,R, then P +Q+R = O.

Thus, the operation + makes E into an abelian group with identity element O. Moreover,
if E is defined over K, then

E(K) = {(x, y) ∈ K2 : y2 = x3 + Ax2 +B} ∪ {O}

is a subgroup of E. We will write simply E for the set of points E(K).

Proof. All claims except the fourth one are trivial and can be deduced directly from the
construction of the group law. See [33, Proposition III.2.2].

One can deduce explicit formulas for the addition and negation by working with the
coordinates and the Weiestrass equation.

Proposition 1.1.12. Let E/K be an elliptic curve of short Weierstrass equation

y2 = x3 + Ax+B.

Let P = (xP , yP ) be a point in E. We have −P = (xP ,−yP ). Now, let Pi = (xi, yi) ∈ E
for i = 1, 2, 3 such that P1 + P2 = P3.

(1) If x1 ̸= x2, we have

x3 = λ2 − x1 − x2, y3 = λ(x1 − x3)− y1

where λ =
y2 − y1
x2 − x1

.

7



(2) If P1 = P2 and y1 ̸= 0, we have

x3 = ν2 − 2x1, y3 = ν(x1 − x3)− y1,

where ν =
3x21 + A

2y1
.

Proof. See [33, III.2.3] for a detailed proof.

Example 1.1.13. Let us consider again the curves E1 and E2 from Example 1.1.8, whose
equations are

y2 = x3 + x, and y2 = x3 + 12x+ 12.

respectively. Notice that the point P = (0, 0) ∈ E1 is not the identity element of the
group and has clearly order 2. The point Q = (1, 5) ∈ E2 has not order two. Indeed,
following the notation in Proposition 1.1.12, we set P1 = P2 = Q, so that

ν =
15

10
= 11

in F19. Plugging this value into the formula, we get

x3 = 121− 2 ≡ 5 mod 19 and y3 = 11(1− 5)− 5 ≡ 8 mod 19.

Hence we have [2]Q = (5, 8) ∈ E2.
Using SageMath, one can verify that the point [1, 5, 1] ∈ E2 has order 15 in the group.

Now, we give the second definition of elliptic curves, which is more intrinsic, since it
is coordinate-free.

The following theorem shows that the addition and negation maps are actually mor-
phisms, in the sense that they are rational maps defined at each point of the curve.

Theorem 1.1.14. Let E/K be an elliptic curve. Then the equations giving the group law
coordinate-wise on E define morphisms

+: E × E −→ E − : E −→ E.

Proof. For a complete and precise proof, see [33, Theorem III.3.6]. Here, we just give an
idea of the actual proof, without diving into the precise computations with coordinates.
Looking at the explicit formulas, one can conclude immediately that the negation map
is a morphism: the formula is given by a quotient of polynomials and the source of the
morphism is smooth, so the map is regular at each point, by Proposition 1.2.1. For the
addition map, we cannot directly use this strategy. Indeed, it is a rational map whose
source is E × E, a variety of dimension two. The trick consists of fixing a point P in
E and considering the translation map by P . Now, looking at explicit formulas, this
is a morphism by the same argument we used for the negation map. Continuing in
this direction and working out some particular cases separately, one can conclude the
proof.

8



1.2 Isogenies

In this chapter, we want to focus on a particular class of morphisms of elliptic curves.
We begin with two classical results for morphisms of general curves.

Proposition 1.2.1. Let C be a curve, V ⊆ PN a variety and P ∈ C a smooth point. Let
ϕ : C −→ V be a rational map. Then ϕ is regular at P .

Proof. See [33, Proposition II.2.1].

This means in particular that every rational map between elliptic curves is a mor-
phisms, i.e. it’s regular at each point.

Proposition 1.2.2. Let ϕ : C1 −→ C2 be a morphism of curves. Then ϕ is either constant
or surjective.

Proof. The image of ϕ must be irreducible, since C1 is irreducible. Hence it can be either
the whole C2 or a single point.

Definition 1.2.3. Let E1 and E2 be elliptic curves in short Weierstrass equation. An
isogeny from E1 to E2 is a morphism of elliptic curves

ϕ : E1 −→ E2 satisfying ϕ(O) = O.

We say that two elliptic curves E1/K and E2/K are isogenous over K if there exists a
surjective K-rational isogeny from E1 to E2.

Remark 1.2.4. Since every elliptic curve is smooth, an isogeny can be either the constant
map ϕ(E1) = O or surjective.

Every isogeny, except for the constant one, is a finite map of curves, which means
that the preimage of each point on the target has finite cardinality. See [16, Proposition
II.6.8]. We define a map associated with each isogeny ϕ, called pull-back of ϕ.

Definition 1.2.5. Let E1 and E2 be elliptic curves defined over K, ϕ : E1 −→ E2 a
K-rational isogeny. We define the pull-back as the map

ϕ∗ : K(E2) −→ K(E1)

such that ϕ∗(f) = f ◦ ϕ for each f ∈ K(E2). The degree of the isogeny ϕ, denoted by
deg ϕ, is the degree of the finite extension of fields K(E1)/ϕ

∗K(E2) and similarly for the
inseparable and separable degrees, denoted by degi ϕ and degs ϕ respectively. We say that
the map ϕ is separable, inseparable or purely inseparable according to the corresponding
property of the field extension. By convention, we fix deg[0] = 0, where [0] is the constant
isogeny.

Remark 1.2.6. The degree is multiplicative with respect to the composition of isogenies.
Moreover, an isogeny of degree one is indeed an isomorphism. This follows from the fact
that there is an underlying contravariant equivalence of categories. Consider the following
two categories:

9



(1) K-Curves, whose objects are smooth curves defined over K and morphisms are
nonconstant morphisms defined over K of smooth curves.

(2) Ext-K, whose objects are finite field extensions K/K of transcendence degree one
and morphisms are field injections fixing K.

We define the contravariant functor

∗ : K-Curves −→ Ext-K

that at the level of objects associates each curve C to its function field K(C), while at the
level of morphisms associates each ϕ : C1 −→ C2 morphism of smooth curves to its pull-
back ϕ∗. This functor encodes the underlying connection between algebra and geometry
in this situation. Indeed, it is actually a contravariant equivalence of categories.

Isogenies are preferable to general morphisms because they respect the abelian group
structure, too. Indeed, the following result holds.

Proposition 1.2.7. Let ϕ : E1 −→ E2 be an isogeny between two elliptic curves. Then
ϕ(P +Q) = ϕ(P ) + ϕ(Q) for each P,Q ∈ E1.

Proof. See [33, Proposition III.4.8].

Corollary 1.2.8. Let ϕ : E1 −→ E2 be a nonconstant isogeny of elliptic curves. Then

kerϕ = ϕ−1(O)

is a finite subgroup.

Proof. This follows from Proposition 1.2.7 and the fact that isogenies are finite morphisms.

An isogeny of degree n is customarily called n-isogeny. If the kernel of an isogeny ϕ
is a cyclic group, we say that ϕ is a cyclic isogeny.

Since elliptic curves are abelian groups, morphisms between them form groups. We
denote isogenies from E1 to E2 by HomK(E1, E2), and if the field is not specified we mean
isogenies over K. The sum of two isogenies is defined by (ϕ+ ψ)(P ) = ϕ(P ) + ψ(P ) and
Theorem 1.1.14 implies that this is an isogeny. If E1 = E2, we can also compose isogenies.
Then we denote by EndK(E) = HomK(E,E) the ring whose addition law is given by the
sum of isogenies and whose multiplication is the composition. We call it endomorphism
ring of E. We always follow the convention that, if the field is not specified, we mean we
are considering the endomorphism ring over K.

Example 1.2.9. Let E/F19 and F/F19 be two elliptic curves whose Weierstrass equations
are

y2 = x3 + x, and y2 = x3 + 15x.

Using the software SageMath, we can find the rational map

ϕ : E −→ F, (x, y) 7−→

(
x2 + 1

x
,
x2y − y
x2

)
.

10



∞

Figure 1.3: The isogeny ϕ of Example 1.2.9, as a map between curves defined over F19.
The blue dots represent E, while the red ones represent F . The point of coordinate (0, 0)
and the empty dot on top representing the point at infinity O = [0, 1, 0] are violet, since
they lie both in E and F .

This is a nonconstant rational map between elliptic curves defined over F19, so it is
surjective. We have ϕ(O) = O. Hence ϕ is an isogeny.

Using again SageMath, one can verify the following claims. ϕ has degree 2 and its
kernel is the subgroup of order 2 generated by the affine point (0, 0) ∈ E. In the following
lines, we test with an example that this isogeny is actually an homomorphism of groups, as
we expect from Proposition 1.2.7. Let us consider the points P = (5,−4) and Q = (3, 7).
A direct computation shows that both points are in E. Plugging the coordinates of P
and Q in the formula for ϕ, one can verify that

ϕ(P ) = (9, 3) and ϕ(Q) = (−3, 2).

Performing the addition on F , we have ϕ(P )+ϕ(Q) = (1, 4). On the other hand, we have
ϕ(P +Q) = ϕ(8,−8) = (1, 4), as we wanted.

11



In Figure 1.3, we can observe a graphical representation of the map ϕ. As a visual
proof of the fact that ϕ is also a group morphism, we can observe that in the picture there
is a symmetry with respect to the x-axis, the reason being that for each P ∈ E we have
ϕ(−P ) = −ϕ(P ).

One may be surprised that the map is not surjective, as predicted by Proposition 1.2.2.
For example, the point (0, 0) ∈ F is not in the image of ϕ. However, the map needs to be
surjective if we consider not only F19-rational points, but all points of E and F over the
algebraic closure F19.

Theorem 1.2.10. Let ϕ : E1 −→ E2 be a nonconstant isogeny. For each Q ∈ E2, it holds

#ϕ−1(Q) = degs ϕ.

Proof. For any type of curve and any morphism of curves, we have #ϕ−1(Q) = degs ϕ
for all but finitely many points. If we work with elliptic curves and isogenies, for each
Q,Q′ ∈ E2, we can find a point T ∈ E1 such that ϕ(T ) = Q − Q′, as the isogeny is
nonconstant, hence surjective. Since ϕ is an homomorphism of abelian groups, there is a
on-to-one correspondence

ϕ−1(Q) −→ ϕ−1(Q′), P 7−→ P + T,

which proves the claim.

Corollary 1.2.11. Every purely inseparable isogeny has trivial kernel.

Proof. If an isogeny is purely inseparable, then its separable degree equals one. Thus, by
the previous theorem, we have that #ϕ−1(O) = 1.

For each m ∈ Z, we can define the m-multiplication isogeny

[m] : E −→ E

such that
[m](P ) = P + ...+ P︸ ︷︷ ︸

m

if m > 0, and [m](P ) = [−m](−P ) if m < 0. This is clearly an isogeny, because it fixes
O and, looking at explicit formulas, one can check that it is a morphism. Furthermore, if
E is defined over K, then [m] is defined over K.

Proposition 1.2.12. Let E/K be an elliptic curve and let m ∈ Z with m ̸= 0. Then the
m-multiplication is a nonconstant isogeny.

Proof. See [33, Proposition III.4.2].

Lemma 1.2.13. Let E/K be an elliptic curve and let m ∈ Z. Assume that m ̸= 0 in K.
Then the m-multiplication map is a separable isogeny.

Proof. See [33, Corollary III.5.4].
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Remark 1.2.14. We can embed Z into EndK(E) for each E/K elliptic curve:

Z −→ EndK(E), m 7−→ [m].

Indeed, if E is defined over K, then also [m] is defined over K for each m ∈ Z. Sometimes
we will write simply m instead of [m], if the context is clear. Notice that the maps [m]
commute with each map in End(E), for every m ∈ Z. This is because isogenies are also
group morphisms.

Corollary 1.2.15. The group of isogenies between two elliptic curves is a torsion-free
Z-module. Moreover, the endomorphism ring of an elliptic curve is a characteristic 0
integral domain.

Proof. Given ϕ ∈ Hom(E1, E2) and m ∈ Z, if

[m] ◦ ϕ = [0],

then we must have (deg[m])(deg ϕ) = 0. Thus, by the previous proposition, either m = 0
or ϕ = [0]. This proves the first statement. Moreover, this proves also that the endo-
morphism ring of an elliptic curve has characteristic 0. To conclude the proof, given an
elliptic curve E, suppose that ϕ, ψ ∈ End(E) satisfy ϕ ◦ ψ = [0]. Then taking their de-
grees, we observe that at least one of them must have degree zero, which implies that it
is the constant isogeny. Hence End(E) is an integral domain.

Next, we build a very special isogeny in positive characteristic, which is fundamental
in the theory of elliptic curves.

Definition 1.2.16. Let K be a field with positive characteristic p and q = pr. Let E/K
be an elliptic curve given by a short Weierstrass equation

y2 = x3 + Ax+B.

We define the curve E(q), for r > 0, to be the zero locus of the equation

y2 = x3 + Aqx+Bq.

We have a canonical morphism πq : E −→ E(q) such that, for each (x, y) ∈ E,

πq(x, y) = (xq, yq).

This is called q-Frobenius morphsim.

Notice that
∆(E(q)) = ∆(E)q j(E(q)) = j(E)q.

Thus, E(q) is an elliptic curve and πq is an isogeny, as it fixes the point at infinity.

Lemma 1.2.17. Let K be a field of characteristic p and q = pr for some r natural
number. Let E/K be an elliptic curve. Let πq be the q-Frobenius morphism of E. The
following are true:

13



1. πq is a purely inseparable isogeny;

2. πq has degree q.

Proof. See [33, Proposition II.2.11].

Remark 1.2.18. Let us assume that K = Fq. Then, the q-Frobenius morphism becomes
an endomorphism, since E = E(q). Moreover, notice that it acts as the identity on the
points of E(Fq). More precisely, the set of fixed points of the Frobenius endomorphism
is exactly the finite group E(Fq). Furthermore, note that the q-Frobenius endomorphism
commutes with every element of End(E). This follows from the fact that for any rational
function f ∈ Fq(x0, ..., xn) we have f(x0, ..., xn)

q = f(xq0, ..., x
q
n). Thus, the subring Z[πq]

lies in the center of End(E).

Next we introduce the following lemma, which claims that, in positive characteristic
fields, each isogeny can be written as a composition of a separable isogeny with the pr-
Frobenius morphism, for some r > 0.

Lemma 1.2.19. Every isogeny ϕ : E1 −→ E2 over a field K of positive characteristic
factors as a composition ϕ = ψ ◦ πq, where q = degiϕ and the isogeny ψ is separable.

Proof. See [33, Corollary II.2.12].

Remark 1.2.20. If we work in positive characteristic, this lemma tells us that separable
isogenies are the most interesting ones, since the inseparable part can be always written
using Frobenius morpshisms. Actually, in characteristic 0 all isogenies are separable, since
every field extension of characteristic 0 is separable.

Using this lemma, we can prove an important result that lies at the heart of Hasse
estimate.

Proposition 1.2.21. Let K be a field with positive characteristic p. Let π be the Frobenius
endomorphism. Then the isogeny π − [1] is separable.

Proof. First, we prove that the sum of two inseparable morphism is inseparable. Let
ϕ, ψ : E1 −→ E2 be inseparable isogenies. Then, by the above lemma, there exist ϕ′, ψ′

separable isogenies and r, s ≥ 0 such that

ϕ = ϕ′ ◦ πpr , ψ = ψ′ ◦ πps .

Actually, both being inseparable, r and s must be strictly positive. Thus, we have

ϕ+ ψ = ϕ′ ◦ πpr + ψ′ ◦ πps = (ϕ′ ◦ πpr−1 + ψ′ ◦ πps−1) ◦ πp,

which is inseparable because it p divides its inseparable degree. Now we can prove our
claim. Notice that the isogeny [1] is separable, since it is the identity map. Assume by
contradiction that π − [1] is inseparable. Then so is −(π − [1]), and [1] = π − (π − [1]) is
inseparable as it is written as the sum of two inseparable maps.
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The next result is arguably the most important theorem on isogenies. It allows to
identify isogenies with their kernels.

Theorem 1.2.22. Let E be an elliptic curve and G be a finite subgroup of E. There are
an elliptic curve E ′ and a separable isogeny ϕ : E −→ E ′ unique up to isomorphism such
that

kerϕ = G.

Proof. Here we try to sum up the idea of the proof. We can associate with each point
P of the curve E a morphism τP , the translation map, which is invertible but not an
isogeny, if P ̸= O. In this way, we can associate a group of automorphism G to each
finite subgroup G of E, consisting of translation maps. Thus, we obtain a morphism
ϕ : E −→ E/G, where the quotient is taken according to the action of G on E. One can
prove that the quotient is still an elliptic curve, using Hurwitz Theorem to compute its
genus. One should also prove that ϕ is separable and verify that the kernel is G. For a
more precise proof, see [33, Proposition III.4.12].

Remark 1.2.23. It is customary to denote the curve E ′ with the notation E/G. In the
following, we will introduce two theorems due to Velú that provide an explicit expression
for the isogeny ϕ and the curve E ′ of the previous theorem. From these, one can imme-
diately see that if G is Gal(K/K)-invariant, then ϕ is defined over K. This observation
will be useful in Chapter 4.

Corollary 1.2.24. An isogeny of composite degree can always be decomposed into a se-
quence of isogenies of prime degrees.

Proof. Let ϕ : E1 −→ E2 be an isogeny of elliptic curves over K. Without loss of gen-
erality, we can assume that ϕ is separable. Indeed, if K has characteristic 0, then it is
separable, since every field extension of characteristic 0 is separable. Otherwise, if K
has positive characteristic p, we can reduce to consider the separable part, using Lemma
1.2.19 and the fact that the p-Frobenius morphism has degree p, which is prime. As a
non-trivial abelian group, G = kerϕ contains a subgroup H of prime order. By Theorem
1.2.22, there exists a separable isogeny ϕ1 : E1 −→ E3 with kernel H. Notice that ϕ1 has
prime degree, equal to the order of H. Then ϕ1(G) is a finite subgroup of E3 isomorphic to
G/H and applying Theorem 1.2.22 again we can find a separable isogeny ϕ2 : E3 −→ E4

with kernel ϕ1(G). The kernel of the composition ϕ2 ◦ ϕ1 is precisely G, by construction.
Hence, by uniqueness in Theorem 1.2.22, there is an isomorphism ι : E4 −→ E2 such that
ϕ = ι ◦ ϕ2 ◦ ϕ1. Now one can proceed by induction and apply the same procedure to the
isogeny ι ◦ ϕ2, which has smaller degree than ϕ. Eventually, one obtains a sequence of
separable isogenies of prime degree whose composition is equal to ϕ.

Starting from any finite subgroup G of E, we can explicitly compute equations for the
unique isogeny with kernel G and the unique target elliptic curve, using Velú formulas.
Let E be an elliptic curve of equation y2 = x3 + Ax + B and let G be a finite subgroup
of E. Let G0 be the set of nonzero points in G. They all are affine points Q = (xQ, yQ).
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For each P = (x, y) ∈ E ∖G let us define

ϕ(P ) =

(
x+

∑
Q∈G0

(xP+Q − xQ), y +
∑
Q∈G0

(yP+Q − yQ)

)
,

where xP+Q and xP+Q are the affine coordinates of the point P +Q, which we can view as
rational functions of x, y, xQ, yQ. This function clearly defines a rational map, so it defines
a morphism from E to some smooth projective curve E ′. Moreover, the group law of E
induces a group law on E ′ that is defined by rational maps, hence E ′ is an elliptic curve
too. Furthermore, for any P ∈ E ∖G we have ϕ(P ) = ϕ(P +Q) if and only if Q ∈ G, so
kerϕ = G. Thus, if ϕ is separable, it is the isogeny we are looking for. By using the group
law, one can get explicit formulas both for ϕ and E ′. The details for these computations
are convoluted. See [36, Theorem 12.16].

Theorem 1.2.25 (Velú). Let E be an elliptic curve over K of equation y2 = x3+Ax+B
and let x0 ∈ K be a root of x3 + Ax+ B. Define t = 3x20 + A and w = x0t. The rational
map

ϕ(x, y) =

(
x2 − x0x+ t

x− x0
,
(x− x0)2 − t
(x− x0)2

y

)
is a separable isogeny from E to E ′ with equation y2 = x3 + (A − 5t)x + B − 7w. The
kernel of ϕ is the group of order 2 generated by (x0, 0).

Theorem 1.2.26 (Velú). Let E be an elliptic curve over K of equation y2 = x3+Ax+B
and let G be a finite subgroup of E of odd order. For each nonzero Q = (xQ, yQ) ∈ G, let
tQ = 3x2Q + A, uQ = 2y2Q and w = uQ + tQxQ. Let

t =
∑
Q∈G0

tQ, w =
∑
Q∈G0

wQ, r(x) = x+
∑
Q∈G0

(
tQ

x− xQ
+

uQ

(x− xQ)2

)
,

where G0 is the set of nonzero points in G. The rational map ϕ(x, y) = (r(x), r′(x)y) is a
separable isogeny from E to E ′ with equation y2 = x3 + (A − 5t)x + B − 7w with kernel
G.

We only considered the cases in which G has order 2 or an odd number. This covers
all cases in which the degree is prime and from them we can build every isogeny, thanks
to Theorem 1.2.24.

1.3 Dual Isogenies

In this section, we are going to define the concept of dual isogeny and deduce the structure
of the torsion subgroups of elliptic curves from their properties.

Theorem 1.3.1. Let ϕ : E −→ E ′ be a nonconstant isogeny of degree m. There exists a
unique isogeny

ϕ̂ : E ′ −→ E

satisfying ϕ̂ ◦ ϕ = [m] and it is called dual isogeny to ϕ.
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Proof. For the full proof, see [33, Theorem III.6.1]. Here, we are going to show only

uniqueness. If ϕ̂ and ϕ̂′ are two isogenies satisfying the required property, then

(ϕ̂− ϕ̂′) ◦ ϕ = [m]− [m] = [0].

Since ϕ is nonzero, ϕ̂− ϕ̂′ must be zero, so ϕ̂ = ϕ̂′.

Example 1.3.2. Let E and F be two elliptic curves and ϕ : E −→ F an isogeny between
them, as in Example 1.2.9. The dual isogeny of ϕ is

ϕ̂ : F −→ E ϕ̂(x, y) =

(
5x2 − 1

x
,
− 7x2y − 9y

x2

)
.

Since ϕ has degree 2, we have ϕ̂ ◦ ϕ = [2].

Remark 1.3.3. Notice that also the constant isogeny has a “dual”, but it is not unique.
Indeed, every isogeny is the dual isogeny of [0]. It is customary to not include the constant
isogeny in the definition in order to have both uniqueness and the following results.

In the following proposition, we summarize all the main properties of dual isogenies.

Proposition 1.3.4. Let ϕ : E −→ E ′ be a nonconstant isogeny of degree m.

(1) We have ϕ̂ ◦ ϕ = [m] on E and ϕ ◦ ϕ̂ = [m] on E ′.

(2) Let λ : E ′ −→ E ′′ be another isogeny. Then λ̂ ◦ ϕ = ϕ̂ ◦ λ̂.

(3) Let ψ : E −→ E ′ be another isogeny. Then ϕ̂+ ψ = ϕ̂+ ψ̂.

(4) For all m ∈ Z we have [̂m] = [m] and deg[m] = m2.

(5) We have degϕ = degϕ̂ and
̂̂
ϕ = ϕ.

Proof. See [33, Theorem III.6.2].

These properties make the restriction of the dualization map

:̂ End(E) −→ End(E)

an anti-involution.

Definition 1.3.5. Let E be an elliptic curve, m ∈ Z. We define the m-torsion subgroup
of E to be

E[m] = {P ∈ E : [m]P = O}.

Remark 1.3.6. Recall that every element in a finite group has finite order. We call
them torsion elements. Let E be an elliptic curve defined over a finite field K of positive
characteristic p. Then every point in E is a torsion point. Indeed, let P ∈ E. As

Fp =
⋃
n∈N

Fpn ,

there exists m ∈ N such that P is Fpm-rational. Hence, P is contained in a finite subgroup
of E/Fp, namely E(Fpm), and so we can conclude.
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Corollary 1.3.7. Let E be an elliptic curve and m ∈ Z with m ̸= 0. If m ̸= 0 in K, i.e.
if either charK = 0 or p = charK > 0 and p does not divide m, then

E[m] =
Z
mZ
×

Z
mZ

.

If p = charK > 0, then one of the following is true:

(1) E[pi] = {O} for all i = 1, 2, 3....

(1) E[pi] =
Z
piZ

for all i = 1, 2, 3....

Proof. The assumption on m in the first claim and the fact that deg[m] = m2 imply that
[m] is a nonconstant separable isogeny. Hence, we have

#E[m] = #ker[m] = deg[m] = m2.

Moreover, for each d ∈ Z dividing m, we have

#E[d] = d2

and these are subgroups of E[m]. Writing E[m] as a product of cyclic groups, one can
check that the only possibility is

E[m] =
Z
mZ
×

Z
mZ

.

Let now πp be the p-Frobenius morphism. Then we have

#E[pi] = degs[p
i] = (degs[p])

i = (degs(ϕ̂ ◦ ϕ))i = (degs ϕ̂)
i,

since the Frobenius morphisms are purely inseparable. Moreover, we have

deg ϕ̂ = deg ϕ = p,

so there are only two cases. If ϕ̂ is inseparable, then degs ϕ̂ = 1, so

#E[pi] = 1 for all i.

Otherwise, ϕ̂ is separable, so degs ϕ̂ = p and

E[pi] =
Z
piZ

for all i.

Definition 1.3.8. Let E be an elliptic curve defined over a field of characteristic p > 3.
If E[p] = Z/pZ, then E is said to be ordinary. If E[p] = {O}, then E is said to be
supersingular.
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Example 1.3.9. The curve E/F19 with short Weierstrass equation y2 = x3 + x is su-
persingular. The curve F/F19 with short Weierstrass equation y2 = x3 + 12x + 12 is
ordinary. At this point, it is not trivial to understand whether an elliptic curve is super-
singular or ordinary. However, we will see that the number of Fp-rational points of an
Fp-rational supersingular elliptic curve defined over a finite field is exactly p + 1. Thus,
in the above cases one can just check their cardinality in SageMath. The curve E has 20
points Fp-rational points, while F has 15.

Lemma 1.3.10. Any elliptic curve endomorphism ϕ ∈ End(E) satisfies

ϕ+ ϕ̂ = [1] + [deg ϕ]− [deg([1]− ϕ)].

Proof. We have

[deg([1]−ϕ)] = ̂([1]− ϕ)([1]−ϕ) = ([̂1]−ϕ̂)([1]−ϕ) = ([1]−ϕ̂)([1]−ϕ) = [1]−(ϕ+ϕ̂)+[deg ϕ],

which yields the desired relation.

Notice that we can see both ϕ+ϕ̂ and ϕ̂◦ϕ as integers, even if they are endomorphisms.

Definition 1.3.11. Given E an elliptic curve and ϕ ∈ End(E), we define its trace and
its norm to be respectively

Tr(ϕ) = ϕ+ ϕ̂, N(ϕ) = ϕ̂ ◦ ϕ = [deg ϕ].

We will consider both the trace and the norm to be integers, rather than endomorphisms.

Theorem 1.3.12. Let ϕ ∈ End(E), for some E elliptic curve. Then, both ϕ and ϕ̂ are
roots of the polynomial

x2 − Tr(ϕ)x+N(ϕ) = 0.

Proof. One can directly check that we have

ϕ2 − (ϕ+ ϕ̂)ϕ+ ϕ̂ϕ = 0,

and the same argument applies for ϕ̂.

1.4 Hasse’s Theorem

Let E/Fq be an elliptic curve over the finite field with q = pr elements, with p a prime
natural number. In this section, our goal is to establish an upper bound for the number of
Fq rational points of E. A first trivial upper bound can be found looking at the number
of solution of the equation

y2 = x3 + Ax+B, with (x, y) ∈ F2
q.

Each value of x yields at most two values for y and we have to take into count also the
point at infinity. Hence, the trivial upper bound is

#E(Fq) ≤ 2q + 1.

In order to sharpen this estimate, we first introduce a lemma, which is similar to Cauchy-
Schwarz inequality.
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Lemma 1.4.1. Let G be an abelian group and let d : G −→ Z be a positive definite
quadratic form. Then

|d(g − h)− d(h)− d(g)| ≤ 2
√
d(g)d(h),

for all g, h ∈ G.

Proof. See [33, Lemma V.1.2].

Our definition of degree of an isogeny induces a degree map

deg : End(E) −→ Z

and one can verify easily that it is a positive definite quadratic form on the abelian
group End(E). The following result provides a much more precise upper bound. It was
conjectured by E. Artin and then proved by Hasse.

Theorem 1.4.2 (Hasse). Let E/Fq be an elliptic curve over the finite field with q = pr

elements, with p a prime natural number. Then we have

#E(Fq) = q + 1− t,

where t is the trace of the Frobenius endomorphism and |t| ≤ 2
√
q.

Proof. The field Fq is the splitting field of xq − x over Fp and thus

Fq = {x ∈ Fq : xq − x = 0}

is precisely the subfield of Fq fixed by the Frobenius automorphism x 7−→ xq. Hence,
denoting by π the Frobenius endomorphism of E, we have that

E(Fq) = {P ∈ E : π(P ) = P} = ker(π − [1]).

Recall that the Frobenius endomorphism is purely inseparable by Theorem 1.2.17 and
−[1] is separable, so by Proposition 1.2.21 we can conclude that π − [1] is a separable
map. Thus the cardinality of its kernel coincides with its degree, by Theorem 1.2.10.
Therefore,

#E(Fq) = #ker(π − [1]) = deg(π − [1]),

so we need to compute the degree of π − [1]. By Proposition 1.3.4, we have

[deg(π − [1])] = ̂(π − [1])(π − [1]) = π̂π + [1]− (π + π̂) = [q] + [1]− [t],

where t is the trace of the Frobenius endomorphism and q is its degree, or equivalently
its norm. Thus, we have

#E(Fq) = q + 1− t.

It remains to prove that |t| ≤ 2
√
q. Notice that reordering the previous chain of equalities,

we get
t = q + 1−#E(Fq).
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Moreover, we can write all the terms on the right hand side using the degree function and
obtain

|t| = |#E(Fq)− q − 1| = | deg(π − [1])− deg(π)− deg([1])|.
Applying Lemma 1.4.1, we get

|t| ≤ 2
√

deg(π) deg([1]) = 2
√
q,

as we wanted to prove.

Remark 1.4.3. Hasse’s upper bound is sharp, in the sense that it is the the best possible
one. Indeed, when q is prime, there are elliptic curves over Fq with cardinalities matching
every integer value in the Hasse’s interval

H(q) = [q + 1− 2
√
q, q + 1 + 2

√
q].

For example, see [30, Theorem 4.2]

The next proposition shows that if we find elliptic curves for every value of the left
half of the Hasse’s interval (or equivalently the right half), then we automatically have
curves for each value of the other half.

Proposition 1.4.4. Let Fq be the field with q elements. Suppose that u ∈ Fq is not a
square. Let E/Fq be the elliptic curve defined by the short Weierstrass equation

y2 = x3 + Ax+B

and let E ′ be its quadratic twist by u. Then the traces of the Frobenius endomorphisms of
E and E ′ are opposite integers.

Proof. Let χ : Fq −→ {−1, 0, 1} be the function such that

χ(x) =


−1 if x is not a square in Fq,
0 if x is zero in Fq,
1 if x is a square in Fq.

Then the number of Fq-rational points of E is

#E(Fq) = q + 1 +
∑
x∈Fq

χ(x3 + Ax+B),

therefore the trace of the Frobenius of E is t = −
∑

x∈Fq χ(x). Recall that an equation
for E ′ is

uy2 = x3 + Ax+B,

from which we can see that the point (x, y) is in E ′ if and only if x3 + Ax + B is not a
square in Fq. Hence, the number of Fq-rational points of E ′ is

#E(Fq) = q + 1−
∑
x∈Fq

χ(x3 + Ax+B),

from which we can conclude.
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The function χ of the above proof is usually denoted as ( xFq ) and, if q is a prime,

it coincides with the Legendre symbol. Indeed, the classical definition for the Legendre
symbol is the following. If p is an odd prime and a is any integer, then

(
a

p

)
=


−1 if (a, p) = 1 and a is not a square modulo p,

0 if p divides a,

1 if (a, p) = 1 and a is a square modulo p.

If p = 2, we define only for a ≡ 0, 1 modulo 4

(
a

p

)
=


−1 if a ≡ 5 modulo 8,

0 if 4 divides a,

1 if a ≡ 1 modulo 8.

We will apply the Legendre symbol in the case a is the discriminant of a quadratic number
field and those are either congruent to 0 or 1 modulo 4, hence we are not leaving out any
useful possibility. We recall the following standard result in number theory: a prime
number p in a quadratic number field of discriminant d is split, ramified or inert if and
only if (d

p
) is 1, 0 or −1, respectively.

To conclude this section, we present a classical result on finite fields elliptic curves,
due to Tate.

Theorem 1.4.5 (Tate). Two elliptic curves E,E ′ defined over a finite field Fq are isoge-
nous over Fq if and only if their traces of Frobenius endomorphisms are equal.

Proof. See [34] for a proof valid for general abelian varieties.

Remark 1.4.6. By Theorem 1.4.2, given E an elliptic curve over Fq, we know that the
trace of the Frobenius endomorphism depends only on the number of Fq-rational points.
Hence, we can rephrase Tate Theorem in an equivalent way.

Theorem 1.4.7 (Tate). Two elliptic curves E,E ′ defined over a finite field Fq are isoge-
nous over Fq if and only if #E(Fq) = #E ′(Fq).

1.5 Endomorphism Algebras

In this section we aim to get a better understanding of the structure of the endomorphism
ring of an elliptic curve. Let E/K be an elliptic curve. The ring End(E) needs not to
be commutative, but we know that its center contains all multiplication by m maps, for
m ∈ Z. Moreover, it forms a subring of End(E). In the following, we will identify this
subring with Z and we may write m rather than [m] to ease the notation, when our
intentions are clear from the context.

We recall one possible definition for the tensor product, which is practical and does
not involve universal properties.
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Definition 1.5.1. Let R be a commutative ring and A,B two R-modules. Their tensor
product over R, denoted by A ⊗R B, is the R-module generated by the formal symbols
α⊗ β, where α ∈ A and β ∈ B, with the relations

(α1+α2)⊗β = α1⊗β+α2⊗β, α⊗(β1+β2) = α⊗β1+α⊗β2, rα⊗β = α⊗rβ = r(α⊗β),

for all α1, α2 ∈ A and β1, β2 ∈ B.

Definition 1.5.2. Let E/K be an elliptic curve. Its endomorphism algebra is

End(E)⊗Z Q

and we denote it as EndA(E).

In order to give a uniform way to denote elements of the endomorphism algebra, we
use the following lemma.

Lemma 1.5.3. Let R be an integral domain with fraction field B and let A be an R-
algebra. Every element of A ⊗R B can be written in the form α ⊗ β with α ∈ A and
β ∈ B.

Proof. It is sufficient to show that, for every α1α2 ∈ A and every β1, β2 ∈ B, the element
α1⊗ β1 +α2⊗ β2 can be written as α3⊗ β3, for some α3 ∈ A and β3 ∈ B. Let β1 = r1/s1
and β2 = r2/s2, for some r1, r2, s1, s2 ∈ R. Then, we have

α1 ⊗ β1 + α2 ⊗ β2 =α1 ⊗
r1

s1
+ α2 ⊗

r2

s2

=α1 ⊗
r1s2

s1s2
+ α2 ⊗

r2s1

s1s2

=r1s2α1 ⊗
1

s1s2
+ r2s1α2 ⊗

1

s1s2

=(r1s2α1 + r2s1α2)⊗
1

s1s2
.

Hence, we can take α3 = r1s2α1 + r2s1α2 and β3 = 1/(s1s2).

The fact that End(E) has a multiplication compatible with its Z-module structure
makes it a Z-algebra. Thus, the lemma implies that every element of EndA(E) can be
written as ϕ⊗ r for some ϕ ∈ End(E) and r ∈ Q. In order to ease the notation we may
write rϕ. Notice that, for m ∈ Z, the difference between rϕ and mϕ is that the former is
not necessarily an endomorphism, but it is a formal element of EndA(E).

Next, we want to extend the involution ϕ 7−→ ϕ̂, the trace and the norm maps to
EndA(E).

Definition 1.5.4. Let ϕ be an endomorphism of E. We define

r̂ϕ = rϕ̂ for all r ∈ Q.

Let α ∈ EndA(E). We define the norm of α and the trace of α to be respectively

N(α) = αα̂ and Tr(α) = α + α̂.
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Under this definition, the dualization map preserves all its nice properties and therefore
it is still an anti-involution of EndA(E), which is customarily called Rosati involution.
Moreover, trace and norm maps have the following properties.

Proposition 1.5.5. Let E/K be an elliptic curve, α, β ∈ EndA(E) and r ∈ Q.

(1) N(α) ∈ Q and N(α) ≥ 0. Moreover, N(α) = 0 if and only if α = 0.

(2) N(α) = N(α̂) and N(αβ) = N(α)N(β).

(3) If α is nonzero, then it admits a multiplicative inverse.

(4) Tr(α) = Tr(α̂) ∈ Q. Moreover Tr(α + β) = Tr(α) + Tr(β) and Tr(rα) = rTr(α).

(5) α and α̂ are the roots of the polynomial x2 − Tr(α)x+N(α) ∈ Q[x].

(6) Assume α is nonzero. If Tr(α) = 0, then α2 = −N(α) < 0.

(7) α is fixed by the Rosati involution if and only if α ∈ Q.

Proof. All these properties can be proved by trivial computations. Here, we only provide
proofs for the third and the seventh. Let us assume that α is a nonzero element of the
endomorphism algebra. Then, using the first property, we have that N(α) ̸= 0. Let
γ = α̂/N(α). We have αγ = 1, so α is invertible. By definition, we have r̂ = r for
each r ∈ Q. Assume that α = α̂. Then, exploiting the sixth property, we have that the
discriminant Tr(α)2−4N(α) of the polynomial is zero, in which case α = 1

2
Tr(α) ∈ Q.

Remark 1.5.6. The third statement of the previous proposition implies that EndA(E) is a
division ring. This means that it is a field if and only if the multiplication is commutative.

In order to give a complete classification of the endomorphism algebras of elliptic curve,
we need to briefly recall the notions of quadratic imaginary number field and quaternion
algebra.

An imaginary quadratic number field is a field extension Q(
√
m) of the rational num-

bers of degree two, with m < 0. Its ring of integers is the set of all complex numbers that
are roots of monic polynomials with coefficients in Z.

A quaternion algebra over a field K is a K-algebra Q(i, j) that has a basis of the shape
{1, i, j, k} such that

i2, j2 ∈ K× and ij = k = −ji.

We are now ready to introduce the aforementioned classification.

Theorem 1.5.7. Let E/K be an elliptic curve. Then EndA(E) is isomorphic to one of
the following:

(1) the field of rational numbers;

(2) an imaginary quadratic number field;

(3) a quaternion algebra over the rational numbers Q(i, j), with i2, j2 < 0.
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Proof. First, observe that we always have Q ⊆ EndA(E). If equality holds, then we fall
into the first option given by the theorem. Now, suppose that the inclusion is strict. Let
i ∈ EndA(E) such that i ̸∈ Q. We may assume without loss of generality that Tr(i) = 0.
Indeed we can replace i with the element i − 1

2
Tr(i). By the sixth property of Lemma

1.5.5, we have that i2 < 0. This yields the inclusion Q(i) ⊆ EndA(E). If equality holds,
we fall into the second option given by the theorem. Otherwise, assume the inclusion is
strict. Let j be an element of EndA(E) not lying in Q(i). Again, we can assume without
loss of generality that Tr(j) = 0, for the same exact reason as above. This yields j2 < 0.
Furthermore, we may replace j with

j −
Tr(ij)

2i2
i

and so we can assume Tr(ij) = 0. Indeed, one could directly compute the trace and check
that this holds. Moreover, this alteration does not change the trace of j, since Tr(i) = 0.
To summarize, we have Tr(i) = Tr(j) = Tr(ij) = 0 and this implies i = −î, j = −ĵ and
ij = −îj = −îĵ. Combining these equalities yields ij = −ji. Let us define k = ij. It is
clear that the set {1, i, j, k} spans the whole Q(i, j) as a Q-vector space, but, if we want
to prove it is a basis, we need to prove that its elements are linearly independent. By
construction, 1, i and j are linearly independent. Suppose by contradiction that there
exist a, b, c ∈ Q such that

k = a+ bi+ cj.

Observe we need to have c ̸= 0, since ij does not lie in Q(i). Taking squares of both sides
yields

(ij)2 = (a2 + b2i2 + c2j2) + 2a(bi+ cj) + bc(ij + ji).

The left hand side and the first term of the right hand side lie in Q, since Tr(i) = Tr(j) =
Tr(ij) = 0. The last term of the right hand side is zero, since ij = −ji. Hence, the term
x = bi+ cj, for some x ∈ Q. This yields j = (x− bi)/c ∈ Q(i), which is a contradiction.
If Q(i, j) = EndA(E), we fall into the third option given by the theorem. Let us suppose
by contradiction that the inclusion is strict. Let h be an element of EndA(E) not lying in
Q(i, j). Again, we may assume without loss of generality that Tr(h) = Tr(ih) = 0, which
implies ih = −hi. Then, we have ijh = −jih = jhi, so i commutes with jh. Lemma
1.5.8 implies jh ∈ Q(i), which implies h ∈ Q(i, j), contrary to our hypothesis.

Lemma 1.5.8. If x, y ∈ EndA(E) commute and x ̸∈ Q, then y ∈ Q(x).

Proof. Let x′ and y′ be the elements obtained combining Q-linearly x and y such that
Tr(x′) = Tr(y′) = Tr(x′y′) = 0, so that x′y′ = −y′x′. This can be done in the following
way

x′ = x− t, y′ = y − s− tx,

for suitable r, s, t ∈ Q as in the previous proof. If x and y commute, then so do all their
linear combinations. We have 2x′y′ = 0, which implies x′ = 0 or y′ = 0, as EndA(E) is a
division ring. Since x′ ̸∈ Q, we must have y′ = 0. This implies that y = s+ tx ∈ Q(x), as
we wanted.
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If we want to understand the structure of the endomorphism ring, we need to introduce
the following definition.

Definition 1.5.9. Let A be a Q-algebra of finite dimension r as a Q-vector space. An
order O in A is a subring of A such that A = O⊗ZQ. Equivalently, an order is a subring
of A that is a rank r free Z-module.

By definition of EndA(E), the endomorphism ring is an order in the endomorphism
algebra. Hence, we have the following corollary.

Corollary 1.5.10. Let E/K be an elliptic curve. One of the following holds.

1. End(E) ≃ Z.

2. End(E) is an order in a quadratic imaginary number field.

3. End(E) is an order in a quaternion algebra.

Proof. The claim follows directly from the classification Theorem 1.5.7, after noticing that
every order in Q is isomorphic to Z.

Definition 1.5.11. An elliptic curve whose endomorphism ring O strictly contains Z is
said to have complex multiplication by O.

One can prove that the ring of integers of any number field is its unique maximal
order. Indeed, this follows from the fact that any order in a number field L is a subring
that contains a Q-basis of L.

Furthermore, one can give a complete characterization of orders in quadratic imaginary
number fields.

Lemma 1.5.12. Let L be an imaginary quadratic number field with ring of integers OL
and let O be an order in L. Then there exists a unique positive integer f such that

O = Z+ fOL.

The integer f is called the conductor of the order O and it is equal to the index [OL : O].

Proof. See [10, Lemma 7.2].

In general, it is nontrivial to determine the structure of the endomorphism ring of an
elliptic curve given in short Weierstrass equation. On the other hand, the structure of the
automorphism group is much simpler and we conclude this section with a theorem on its
structure.

Theorem 1.5.13. Let E/K be an elliptic curve with j-invariant j. If j is different from
0 and 1728, then Aut(E) is isomorphic to Z/2Z. If j = 0 or j = 1728, then Aut(E) has
cardinality 6 and 4, respectively.
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Proof. Let y2 = x3 + Ax + B be a short Weierstrass equation for E. Then, by Theorem
1.1.7, every automorphism of E has the form

x = u2x′, y = u3y′,

for some u ∈ K and this gives an automorphism if and only if

A = u−4A, and B = u−6B.

If AB ̸= 0, which means that j(E) ̸= 0, 1728, then the only possibilities are u = ±1.
If A = 0, then j(E) = 0 and we must have u6 = 1. Similarly, if B = 0, then

j(E) = 1728 and u4 = 1. Hence, Aut(E) is cyclic of order 2, 4 or 6, depending on the
j-invariant of E.

1.6 Supersingular and Ordinary Elliptic Curves

Recall that in Definition 1.3.8 we distinguished ordinary and supersingular elliptic curves
over finite fields of characteristic p according to the structure of their p-torsion subgroups.
We begin this section by proving that being supersingular is an isogeny-invariant property.

Proposition 1.6.1. Let ϕ : E1 −→ E2 be an isogeny over a field of positive characteristic
p. Then E1 is supersingular (ordinary) if and only if E2 is supersingular (ordinary).

Proof. Let p1 and p2 denote the multiplication by p maps on E1 and E2, respectively. We
have

p2 ◦ ϕ = ϕ+ ...+ ϕ = ϕ ◦ p1,
and so

degs(p2) = degs(p1).

E1 is supersingular if and only if E[p] = {O}, i.e. if and only if the map p1 is purely
inseparable. The theorem follows from the equality of separable degrees.

The following theorem provides a useful characterization of supersingular curves.

Theorem 1.6.2. An elliptic curve E/Fq is supersingular if and only if Tr(π) ≡ 0 mod p,
where π is the Frobenius endomorphism of E and p is the characteristic of Fq.
Proof. Let q = pn, for some n natural number. Recall that all pr-Frobenius morphisms
are purely inseparable, by Lemma 1.2.17. Thus, we have

degs(p) = degs(πp) degs(π̂p) = degs(π̂p).

E is supersingular if and only if E[p] = ker[p] = degs(p) = degs(π̂p) is trivial. Hence, E
is supersingular if and only if π̂p is purely inseparable.

The isogeny π̂ = π̂np = π̂p
n is also purely inseparable. Therefore, Tr(π) = π + π̂ is the

sum of purely inseparable isogenies and so it is itself a purely inseparable isogeny, as we
proved in Proposition 1.2.21. Thus, Tr(π) ≡ 0 mod p because [Tr(π)] is inseparable if and
only if p divides [Tr(π)].

Conversely, if Tr(π) ≡ 0 mod p, then [Tr(π)] is purely inseparable and so does π̂ =
Tr(π) − π. This implies that π̂p

n and π̂p are purely inseparable. Thus, the theorem
holds.
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This theorem yields a corollary which is extremely important in the applications. It
is the main feature that makes the cryptosystem CSIDH really fast.

Corollary 1.6.3. Let E/Fp be an elliptic curve over a field of prime order p > 3 and let
π be its Frobenius endomorphism. Then E is supersingular if and only if Tr(π) = 0 or,
equivalently, if and only if #E(Fp) = p+ 1.

Proof. By the Hasse’s theorem, |Tr(π)| ≤ 2
√
p, and if p > 3 we have 2

√
p < p. Hence the

only possibility is that the trace of the Frobenius endomorphism is zero.

The property of being supersingular refletcs also on the j-invariant, reducing its pos-
sible values.

Theorem 1.6.4. Let E/K be a supersingular elliptic curve defined over a finite field of
positive characteristic p. Then j(E) lies in Fp or Fp2.

Proof. Assume E is in short Weierstrass form

y2 = x3 + Ax+B.

For each q power of p, let E(q) be the elliptic curve whose short Weierstrass equation is

y2 = x3 + Aqx+Bq,

and πp as in Definition 1.2.16. Since E is supersingular, the isogeny π̂p : E
(p) −→ E is

purely inseparable of degree p. By Lemma 1.2.19, we can write π̂p = ψ ◦ πp, for some ψ
separable isogeny which, in this case, must have degree 1. Thus, we have

p = π̂p ◦ πp = ψ ◦ π2
p

and it follows that ψ is an isomorphism of E(p2) to E. We have

j(E) = j(E(p2)) = j(E)p
2

,

which implies that j(E) is fixed by the automorphism x 7−→ xp
2
, from which we can

conclude.

The above theorem should convince ourselves that the number of supersingular curves
is really small compared to the number of ordinary curves. That is the reason why they
are called supersingular, as a synonym of exceptional.

The next result characterizes all supersingular curves in characteristic p > 3.

Theorem 1.6.5. Let Fq be a finite field with characteristic p > 3 and let E be an elliptic
curve given by the equation

y2 = f(x),

for some f ∈ Fq[x]. Then E is supersingular if and only if the coefficient of xp−1 in
f(x)(p−1)/2 is zero.

Proof. See [33, Theorem V.4.1].
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We can count precisely the number of supersingular curves depending on the charac-
teristic of the base field.

Corollary 1.6.6. For p ≥ 5 prime, the number (up to isomorphism) of supersingular
elliptic curves defined over a finite field of characteristic p is⌊

p

12

⌋
+


0 if p ≡ 1 mod 12,

1 if p ≡ 5, 7 mod 12,

2 if p ≡ 11 mod 12.

Proof. See [33, Theorem V.4.1].

Next, we give another characterization of supersingular and ordinary elliptic curves,
perhaps the most important one.

Theorem 1.6.7. If E/Fq is an ordinary elliptic curve, then EndA(E) = Q(π) is an
imaginary quadratic number field, where π is the Frobenius endomorphism. If E/Fq is a
supersingular elliptic curve, then EndA(E) is a quaternion algebra.

Proof. See [33, Theorem V.3.1.].

If E/Fq is an ordinary elliptic curve, then its Frobenius endomorphism is not an
integer. Hence, the subring Z[π] is lattice of rank 2. Here, by lattice we mean a free
Z-module, and its rank is the cardinality of any set of linearly independent generators.
Therefore, Z[π] is an order in L = EndA(E). However, the endomorphism ring of E does
not need to be equal to Z[π]. The fact that End(E) contains Z[π] and is contained in the
maximal order OL reduces its possible configurations to a finite number. We express this
constraint in terms of conductors.

Proposition 1.6.8. Let E/Fq be an ordinary elliptic curve, L its endomorpshism algebra,
which is an imaginary quadratic number field. Let f = [OL : End(E)] and fπ = [OL : Z[π]]
be the conductors respectively of End(E) and Z[π]. Then f divides fπ.

Proof. We must have

fπ = [OL : Z[π]] = [OL : End(E)][End(E) : Z[π]] = f [End(E) : Z[π]],

as we wanted.

Corollary 1.6.9. If E/Fq is an ordinary elliptic curve, then EndA(E) ≃ Q(
√
d), where

d = t2 − 4q < 0 is the discriminant of the order Z[π], with t = Tr(π).

Proof. One can easily compute the discriminant of Z[π] using the properties of the Frobe-
nius endomorphism:

d(Z[π]) = det

(
1 π
1 π̂

)2

= (π̂−π)2 = π̂2−2π̂π+π2 = tπ̂−q−2q+tπ−q = t(π̂+π)−4q = t2−4q.

Moreover, by the previous theorem, EndA(E) = Q(π). Since π is a root of the equation

x2 − tx+ q,

we have EndA(E) = Q(
√
d). Notice that by Hasse’s theorem d < 0.
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Chapter 2

Complex Multiplication

In this chapter, we will go through complex multiplication theory. In general, it is the
study of elliptic curves with complex multiplication, which are curves with endomorphism
ring strictly bigger than Z. In particular, we will focus on elliptic curves with complex
multiplication by an order in an imaginary quadratic number field. We will show that
there is a strong correspondence between complex lattices and complex elliptic curves. We
will not go through all the details since this would require introducing complex analytic
tools, which are somehow far from our main topic. The most important feature of this
correspondence is that it also has an impact at the level of lattice inclusions and isogenies.
Moreover, we are going to define the action of a group on some set of elliptic curves. This
action will allow us to encode important information about isogenies.

2.1 Complex Elliptic Curves and Lattices

We start this section by recalling the definition of complex lattice.

Definition 2.1.1. A complex lattice Λ is a discrete additive subgroup of C that contains
an R-basis for C. Let Λ′ ⊆ Λ be a subgroup such that the quotient group Λ′/Λ is cyclic.
We say that Λ′ is a cyclic sublattice of Λ.

In other words, a complex lattice is a discrete subset of C that is also a free Z-module
of rank 2. Hence, each complex lattice Λ can be identified with two complex numbers
ω1, ω2. We have

Λ = ω1Z+ ω2Z

and we will write Λ = [ω1, ω2]. The set {ω1, ω2} is called a basis of Λ and it is not unique.
Since every complex lattice Λ is an additive subgroup of C, we can consider the quotient

group C/Λ. This is also called complex torus, since one can show it is homeomorphic to
a torus.

Definition 2.1.2. A fundamental domain for Λ = [ω1, ω2] is any set of the form

{α + t1ω1 + t2ω2 : 0 ≤ t1, t2 < 1},

with α ∈ C fixed.
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Every point of C/Λ has a representative in any fundamental domain, and C/Λ can be
identified with any fundamental domain.

Definition 2.1.3. Let Λ ⊆ C be a complex lattice. The Weierstrass ℘-function is defined
by the series

℘(z; Λ) =
1

z2
+

∑
ω∈Λ,ω ̸=0

(
1

(z − ω)2
+

1

ω2

)
.

The Eisenstein series of weight 2k is the series

G2k(Λ) =
∑

ω∈Λ,ω ̸=0

ω−2k.

If the complex lattice is clear from the context, we will omit the dependence from Λ and
write simply ℘(z) and G2k.

The next theorem ensures that the series we have just introduced are well defined.

Theorem 2.1.4. Let Λ ⊆ C be a complex lattice.

(1) The Eisenstein series G2k is absolutely convergent for all k > 1.

(2) The series defining the Weierstrass ℘-function converges absolutely and uniformly
on every compact subset of C∖Λ. The series defines a meromorphic function on C
having a double pole with residue 0 at each point of Λ and no other poles.

Proof. See [33, Theorem VI.3.1].

From the following theorem, we can begin foreseeing the relation between complex
lattices and complex elliptic curves.

Theorem 2.1.5. Let Λ ⊆ C be a complex lattice. For all z ∈ C ∖ Λ, the Weierstrass
℘-function and its derivative satisfy the relation

℘′(z)2 = 4℘(z)3 − 60G4℘(z)− 140G6.

Proof. See [33, Theorem VI.3.5].

We can observe that the above relation really resembles the short Weierstrass equation
for elliptic curves, up to the coefficient of the cubic term. In order to ease the notation,
it is customary to set

g2 = g2(Λ) = 60G4(Λ) and g3 = g3(Λ) = 140G6(Λ).

If we set y = ℘′(z) and x = ℘(z), the above differential relation corresponds to the curve

y2 = 4x3 − g2x− g3, (2.1)

which can be easily put in short Weierstrass form with g2 = −4A and g3 = −4B. Thus,
every complex lattice Λ yields an equation for a potential complex elliptic curve, provided
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it is nonsingular. Suppose that the resulting curve is singular. Then, by definition, the
partial derivatives of the equation

zy2 = 4x3 − g2xz2 − g3z3

vanish simultaneously at some point. This means that there is a projective solution to
the system of equations 

12x2 − g2z2 = 0

2zy = 0

y2 + 2g2xz + 3g3z
2 = 0.

Without loss of generality, we can assume z = 1, since z = 0 yields no projective solution.
The second equation implies y = 0, which forces x = −3g3/(2g2). Plugging these relations
into the first equation gives g32 − 27g23 = 0. Hence, as long as

∆(Λ) = g32 − 27g23

is nonzero, Equation (2.1) defines a complex elliptic curve.

Lemma 2.1.6. Let Λ ⊆ C be a complex lattice. Then ∆(Λ) ̸= 0.

Proof. See [33, Proposition VI.3.6].

From the previous discussion, it follows that we can define an elliptic curve associated
to Λ and we will denote it by EΛ. We have a natural map

Φ: C/Λ −→ EΛ, z 7−→

{
(℘(z), ℘′(z)) if z ̸∈ Λ

0 else.

Theorem 2.1.7. Let Λ ⊆ C be a complex lattice and EΛ its associated elliptic curve. The
map Φ is a group isomorphism.

Proof. See [33, Proposition VI.3.6]. One can also prove that this map preserves the
complex structure, i.e. it is an isomorphism of complex manifolds.

Next, guided by the correspondence between complex elliptic curves and complex
lattices, we give the following definition.

Definition 2.1.8. Let Λ ⊆ C be a complex lattice. Its j-invariant is defined as

j(Λ) = 1728
g32

∆(Λ)
.

Notice that it is well defined, since every complex lattice has nonzero discriminant,
by Lemma 2.1.6. As we have already noticed, the elliptic curve EΛ is isomorphic to the
elliptic curve y2 = x3 + Ax+B, where g2 = −4A and g3 = −4B. Thus, we have

j(Λ) = 1728
g32

g32 − 27g23
= 1728

(−4A)3

(−4A)3 − 27(−4B)2
= 1728

4A3

4A3 + 27B2
= j(EΛ).
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Definition 2.1.9. Lattices Λ1 and Λ2 are said to be homothetic if Λ2 = zΛ1, for some
z ∈ C∗.

Theorem 2.1.10. Two complex lattices Λ1 and Λ2 are homothetic if and only if j(Λ1) =
j(Λ2).

Proof. See [1, Theorem 1.16].

Example 2.1.11. Let us consider the complex lattices Λ1 = [1+i1
5
, 2
5
+i 7

10
] = [ω1, ω2] and

Λ2 = [4
5
+ i6

5
,− 3

10
+ i11

10
] = [τ1, τ2], as in Figure 2.1. These are homothetic: the quotient of

their former generators ω1/τ1 coincides with the quotient of their latter generator ω2/τ2.
This also implies that their j-invariants are equal.

ω1

ω2

τ1

τ2

Figure 2.1: Two homothetic complex lattices.

Recall that two elliptic curves are isomorphic if and only if they have the same j-
invariant. Hence, the previous theorem directly yields the following corollary.

Corollary 2.1.12. Two complex lattices Λ1 and Λ2 are homothetic if and only if the
elliptic curves EΛ1 and EΛ2 are isomorphic.

Observe that homothety of lattices is an equivalent relation and, if we consider lattices
up to homothety, each equivalence class has a representative of the shape [1, ω], for some
ω ∈ C with ℑ(ω) > 0. Indeed, for any complex lattice Λ = [ω1, ω2], the complex lattice
Λ′ = ω−1

1 [ω1,±ω2] = [1,±ω−1
1 ω2] is in the same equivalence class of Λ and in the desired

form. Hence, we have a natural function

j : H −→ C, ω 7−→ j([1, ω]),

which associates to each point in the open upper half of the complex plane H a j-invariant
of a complex lattice, i.e. a complex lattice up to homothety. We will refer to this function
as the j-function. Let us define the set

F = {ω ∈ H : ℜ(ω) ∈ [−1/2, 1/2], |ω| ≥ 1 and, if ℜ(ω) > 0, then |ω| > 1}.

One can show the following theorem.
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Theorem 2.1.13. The restriction of the j-function to F defines a bijection from F to
C.

Proof. See [1, Theorem 2.7].

This theorem allows us to complete our picture with the following corollary, known as
Uniformization Theorem.

Corollary 2.1.14 (Uniformization Theorem). For every elliptic curve E/C, there exists
a complex lattice Λ such that E = EΛ.

Proof. By Theorem 2.1.13, there exists ω ∈ F such that j(ω) = j(E). Setting Λ = [1, ω],
we can conclude.

If we want to summarize, elliptic curves over the complex field up to isomorphism are
in one-to-one correspondence with complex lattices up to homothety.

We conclude this section with a lemma that will be useful in the following.

Lemma 2.1.15. Let Λ = [1, τ ] be a complex lattice with τ ∈ H and let p be a prime
number. The only cyclic sublattices of Λ of index p are the lattice [1, pτ ] and the lattices
[p, τ + k], for 0 ≤ k < p.

Proof. The lattices [1, pτ ] and [p, τ +k] are clearly index p sublattices of Λ and they must
be cyclic, since p is prime. Conversely, any sublattice Λ′ ⊆ Λ can be written as [d, aτ +k],
where d is the smallest positive integer in Λ′. The index of Λ′ in Λ is ad. Since p is
prime and we are looking for index p sublattices, we must either have d = 1 and a = p or
d = p and a = 1. The first case corresponds to the lattice [1, pτ ], while the second case
corresponds to the lattices [p, τ + k], and we may assume that 0 ≤ k < p.

2.2 Isogenies and Lattices Inclusions

Recall that an holomorphic map between complex manifolds is usually defined locally on
charts. However, the situation is much simpler in the case of complex tori, since they
only have one global chart. Let Λ1,Λ2 be two complex lattices and C/Λ1,C/Λ2 their
corresponding complex tori. Their complex structure can be described by one global
chart, i.e. the quotient map

pi : C −→ C/Λi,

for i = 1, 2. A map φ : C/Λ1 −→ C/Λ2 between complex tori is holomorphic if it is
induced by an holomorphic map f : C −→ C that makes the diagram commute:

C C

C/Λ1 C/Λ2.

p1

f

p2

φ
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We will call morphisms of complex tori the holomorphic maps between complex tori.
Every α ∈ C determines a holomorphic map z 7−→ αz, which is an endomorphism of C
as an additive group. If αΛ1 ⊆ Λ2, this map induces a group morphism

φα : C/Λ1 −→ C/Λ2, z + Λ1 7−→ αz + Λ2,

and one can verify that this is a morphism of complex tori.

Lemma 2.2.1. Let φ : C/Λ1 −→ C/Λ2 be a morphism of complex tori with φ(0) = 0.
There is a unique α ∈ C for which φ = φα.

Proof. See [33, Theorem VI.4.1].

The next theorem shows the precise relation between lattice inclusions and morphisms
of complex tori.

Theorem 2.2.2. Let Λ1,Λ2 be two complex lattices. The map

{α ∈ C : αΛ1 ⊆ Λ2} → {morphisms φ : C/Λ1 −→ C/Λ2}, α 7→ φα

is an isomorphism of additive groups. If Λ1 = Λ2, it is an isomorphism of commutative
rings.

Proof. By Lemma 2.2.1, we know that the above map is a bijection, so we just need
to prove it is a morphism. Let α, β ∈ C be such that αΛ1 ⊆ Λ2 and βΛ1 ⊆ Λ2. By
commutativity of the diagram, we have

φα+β(p1(z)) = p2((αβz)) = p2(αz) + p2(βz) = φα(p1(z)) + φβ(p1(z)) = (φα + φβ)(p1(z)),

as we wanted to prove.
If Λ1 = Λ2, letting p = p1 = p2, we also have

φαβ(p(z)) = p(αβz) = φα(βz) = (φα ◦ φβ)(p(z)),

which shows that the above map is also a ring morphism.

In the following, we will often identify morphisms of complex tori with the set

{α ∈ C : αΛ1 ⊆ Λ2}.

As one may expect, this set in one-to-one correspondence also with with isogenies between
the elliptic curves EΛ1 and EΛ2 .

Theorem 2.2.3. Let Λ1,Λ2 be two complex lattices and E1 = EΛ1, E2 = EΛ2 the cor-
responding elliptic curves. Let Φi : C/Λi −→ Ei be the isomorphisms as in Theorem
2.1.7 and α ∈ C. We have αΛ1 ⊆ Λ2 if and only if there exists a uniquely determined
ϕα ∈ Hom(E1, E2) such that the following diagram commutes:
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C/Λ1 E1

C/Λ2 E2.

α

Φ1

ϕα

Φ2

Conversely, for every morphism ϕ ∈ Hom(E1, E2) there exists a unique αϕ ∈ C such
that αϕΛ1 ⊆ Λ2. The maps ϕ 7−→ αϕ and α 7−→ ϕα are inverse isomorphisms between
Hom(E1, E2) and {α ∈ C : αΛ1 ⊆ Λ2}.

Proof. See [33, Theorem VI.4.1]. Here, we prove that the isomorphism Ψ : ϕ 7−→ αϕ
is a group morphism and that it is the inverse of α 7−→ ϕα. We have Ψ(0) = 0 by
commutativity of the diagram, and for all ϕ1, ϕ2 ∈ Hom(E1, E1)

Ψ(ϕ1 + ϕ2) = Φ−1
2 ◦ (ϕ1 + ϕ2) ◦ Φ1 = Φ−1

2 ◦ ϕ1 ◦ Φ1 + Φ−1
2 ◦ ϕ2 ◦ Φ1 = Ψ(ϕ1) + Ψ(ϕ2),

again exploiting the commutativity of the diagram. This implies that Ψ is a group isomor-
phism. Let now ψ ∈ Hom(E1, E2). The map Φ−1

2 ◦ ψ ◦ Φ1 is a morphism of complex tori
and, by Theorem 2.2.2, it is induced by a uniquely determined αψ satisfying αψΛ1 ⊆ Λ2.
There exists a uniquely determinated ϕαψ that makes the diagram commute. Hence, we
get ϕαψ = ψ, which proves that the two isomorphisms are inverses to each other.

Corollary 2.2.4. Let Λ be a complex lattice and E = EΛ be its corresponding elliptic
curve. The maps defined in the previous theorem α 7−→ ϕα and ϕ 7−→ αϕ are inverse ring

isomorphisms between {α ∈ C : αΛ ⊆ Λ} and End(E). The involution map ϕ 7−→ ϕ̂ in
End(E) corresponds to complex conjugation in {α ∈ C : αΛ ⊆ Λ} and we have Tr(ϕα) =
α + α and deg ϕα = αα.

Proof. Let Ψ: C −→ E be the isomorphism of Theorem 2.1.7 and

Ψ: End(E) −→ {α ∈ C : αΛ ⊆ Λ}

be the isomorphism of groups that maps every ϕ ∈ End(E) into αϕ. We want to prove
that Ψ is also a ring morphism. Let ϕ1, ϕ2 ∈ End(E). We have

Ψ(ϕ1 ◦ ϕ2) = Φ−1
2 ◦ (ϕ1 ◦ ϕ2) ◦ Φ1 = (Φ−1

2 ◦ ϕ1 ◦ Φ1) ◦ (Φ−1
2 ◦ ϕ2 ◦ Φ1) = Ψ(ϕ1) ◦Ψ(ϕ2),

by the commutativity of the diagram. This implies that Ψ is a ring isomorphism.
Let ϕ ∈ End(E). Identifying End(E) with the set {α ∈ C : αΛ ⊆ Λ}, the complex

number α = αϕ satisfies the equation

x2 − Tr(ϕ)x+N(ϕ) = 0,

which has integer coefficients and discriminant Tr(ϕ)2−4N(ϕ) ≤ 0. Hence, either α ∈ Z or
α is an algebraic integer in a quadratic imaginary number field. In both cases, its conjugate
α satisfies the same equation. Thus, we have α+α = Tr(ϕ) and αα = N(ϕ) = deg ϕ = ϕ̂ϕ,
which implies that complex conjugation corresponds to the dual map involution, i.e.
Ψ(ϕ̂) = α. This is because End(E) has no zero divisor, by Corollary 1.2.15, so we can
apply the cancellation law.
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Corollary 2.2.5. Let E/C be an elliptic curve. Then its endomorphism ring is commu-
tative, and thus it is isomorphic either to Z or an order in an imaginary quadratic number
field.

Remark 2.2.6. The above discussion justifies the origin of the term complex multipli-
cation. When the endomorphism ring of EΛ strictly contains Z, all the extra morphisms
correspond to the morphism of complex tori given by the multiplication by α, for some α
algebraic integer lying in an imaginary quadratic number field. On the other hand, if the
endomorphism ring of EΛ is exactly Z, then it consists only of multiplication by m maps.

2.3 Class Group Action

In this section, we are going to define the class group of an order O in an imaginary
quadratic number field and its action on the set of elliptic curves with complex multipli-
cation by O. However, we first need to recall some ideas from number theory.

Recall that in the previous section we proved that we have three isomorphic represen-
tations of the endomorphism ring of a complex elliptic curve, i.e.

End(EΛ) ≃ {α ∈ C : αΛ ⊆ Λ} ≃ {endomorphisms of C/Λ}. (2.2)

In the following, we will identify them.
Let O be an order in the quadratic imaginary number field L. Notice that O is a

complex lattice with respect to its additive structure. This can be proved using Theorem
1.5.12 and the known structure of OL, the ring of integers of L. In the previous section,
we proved that every elliptic curve E over the complex numbers arise from a complex
lattice Λ. Suppose E has complex multiplication by O. We would like to understand how
the lattices O and Λ are related. In particular, we want to find every complex lattice Λ
such that End(EΛ) = O.

Suppose Λ = O. Let α ∈ End(EO). Exploiting identification (2.2), we have αO ⊆ O
and so α ∈ O, since O is a ring with identity. Conversely, if α ∈ O, we have αO ⊆ O
trivially, since O is a ring. Therefore, we have α ∈ End(EO). This proves that End(EO) =
O. Notice that we should expect that the same holds for lattices homothetic to O, since
the endomorphism ring is invariant under isomorphism and homothetic lattices produce
isomorphic elliptic curves. This is indeed the case, since the set {α ∈ C : αΛ ⊆ Λ} does
not change if we substitute Λ with zΛ for some z ∈ C.

Since we are working up to homothety and isomorphism, we can assume that Λ =
[1, τ ]. Moreover, from basic number theory, we know that OL = Z[µ], and there are two
possibilities for µ, namely

µ =


√
dL,

dL +
√
dL

2
,

depending on the specific extension. Furthermore, by Theorem 1.5.12, we have that

O = Z+ fOL,
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for some f ∈ N, called conductor of the order O. Thus, letting ω = fµ, we can write
O = [1, ω].

Suppose End(EΛ) = O. Then, we must have ωΛ ⊆ Λ, which implies

ω · 1 = ω ∈ Λ.

Hence, there exist m,n ∈ Z such that ω = m+ nτ . This implies that nΛ = [n, ω −m] =
[n, ω], i.e. Λ is homothetic to a sublattice of index n of O. The sublattice nΛ must be
closed under multiplication by O, so Λ is an O-ideal. However, two sublattices [m,ω] and
[m,ω] can be homothetic even if n ̸= m. Moreover, not every O-ideal produces an elliptic
curve whose endomorphism ring is exactly O. Let Λ ⊆ O be an ideal. The set

O(Λ) = {α ∈ C : αΛ ⊆ Λ} = {α ∈ L : αΛ ⊆ Λ}

is an order in L. We have O ⊆ O(Λ) = End(EΛ), since Λ is closed under multiplication by
O, which implies that EndA(EΛ) = L. However, it is not necessarily true that O(Λ) = O.

Remark 2.3.1. Heuristically, there are many more complex elliptic curves without com-
plex multiplication, which means that their endomorphism ring is simply Z, than complex
elliptic curves with complex multiplication. Indeed, as we have just observed, curves of the
latter type are of the form EΛ, with Λ (homothetic to) either a quadratic imaginary order
or a proper ideal of a quadratic imaginary order. Hence, all other homotety classes of
lattices correspond to curves whose endomorphism ring is isomorphic to Z. For example,
if we take Λ = [1, 3

√
2], then EΛ has not complex multiplication.

Definition 2.3.2. Let O be an order in a quadratic imaginary number field L and let
Λ ⊆ O be an ideal. We say that Λ is a proper O-ideal if O(Λ) = O.

Since we want to study lattices up to homothety, we should consider O-ideals up to
homothety. Assume we have b = za for some z ∈ C∗, with a, b O-ideals. We can always
suppose that z = α/β, for some α, β ∈ O. Indeed, if a = [ω1, ω2] we can take α = zω1 and
β = ω1. Hence, homothetic ideals always satisfy a relation αa = βb for some α, β ∈ O.

Definition 2.3.3. Let O be an order in an imaginary quadratic number field and a, b ⊆ O
two ideals. We say that a and b are equivalent ideals if they are homothetic as lattices,
i.e. there exist α, β ∈ O such that αa = βb.

The relation of being equivalent for O-ideals is an equivalence relation.

Definition 2.3.4. Let O be an order in a quadratic imaginary number field. The ideal
class group cl(O) is the multiplicative group of equivalence classes of proper O-ideal.

It is not clear a priori that the ideal class group is actually a group, and we are going
to prove it.

From our previous discussion, we can draw the following conclusion.

Theorem 2.3.5. Let O be an order in a quadratic imaginary number field. There is a
one-to-one correspondence between elements of the ideal class group cl(O) and homothety
classes of lattices Λ ⊆ C for which End(EΛ) ≃ O.
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It is well-known that the class group is finite. Its cardinality is called class number
and we will denote it by h(O).

Now, we want to gain a better understanding of what proper O-ideals are. We recall
the definition of fractional and invertible ideals.

Definition 2.3.6. Let O be an integral domain with fraction field L. For any α ∈ L and
a ⊆ O ideal, the O-module b = αa is called fractional ideal.

If it is not clear from the context, we will call O-ideals integral ideals. Fractional ideals
lying in O are integral ideals, and every O-ideal is a fractional ideal. Fractional ideals
multiply in the obvious way and O is a fractional ideal too, acting as the multiplicative
identity. If O is an order in a number field, we can always write nonzero fractional ideals
as b = 1

b
a for some b ∈ Z, b > 0.

Definition 2.3.7. Fractional ideals b for which there exists another fractional ideal b−1

such that bb−1 = O are said invertible ideals.

Not every fractional ideal is invertible. For example, the zero ideal never is. In our
case, if O is strictly contained in the ring of integers, then there are nonzero non-invertible
fractional O-ideals. The set of invertible ideals forms a group, called ideal group.

Let L be a number field. Recall that the norm NL/Q and the trace TrL/Q of any element
α ∈ L are defined as the determinant and the trace of the multiplication by α map, which
is a linear invertible transformation. If L is quadratic and imaginary, we have

NL/Q(α) = αα, TrL/Q(α) = α + α,

so it coincides with the definition of norm and trace given in the previous chapter. If the
extension is understood, we will omit it in the notation.

Definition 2.3.8. Let O be an order in any number field L and let a be a nonzero O-ideal.
The (absolute) norm of the ideal a is defined as

N(a) = [O : a] = #
O
a
∈ Z>0.

One can also interpret N(a) as the ratio of the volumes of the fundamental domains
of O and a, viewed as complex lattices.

In the following lemma, we will give two useful properties of the absolute norm of
ideals.

Lemma 2.3.9. Let O be an order in the number field L, α ∈ O a nonzero element, and
a a nonzero O-ideal.

(1) We have N((α)) = |N(α)|, where (α) denotes the principal ideal generated by α.

(2) We have N(αa) = |N(α)|N(a).

Proof. See [10, Lemma 7.14].
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Definition 2.3.10. Let b = 1
b
a be a non zero fractional ideal in an order O in a number

field L, with b ∈ Z, b > 0. The (absolute) norm of b is defined as

N(b) =
N(a)

N(b)
.

Lemma 2.3.9 ensures that the above definition is well defined and does not depend
on the choice of a and b. Moreover, when b is an integral ideal, we have b = 1 and the
definitions agree.

Let O be an order in a quadratic imaginary number field L. We extend our definition
of proper ideals to fractional ones. Hence, we denote

O(b) = {α : αb ⊆ b}

and say that b is proper if O(b) = b.

Lemma 2.3.11. Let O be an order in an imaginary quadratic number field L, a be a
nonzero O-ideal and b = αa, for α ∈ L. Then, b = [a, b] as a lattice, for some a, b ∈ L,
which means it is a rank 2 Z-module. Moreover, a is proper if and only if b is proper, and
a is invertible if and only if b is invertible.

Proof. Any fractional O-ideal b is a Z-submodule of O. Since O is free, b is free, too.
Since the rank of O is two, also the rank of b is two because we have

O ⊗Z Q ≃ L and b⊗Z Q ≃ L.

We have

{β : βb ⊆ b} = {β : βa ⊆ a}.

This proves the second statement. If a is invertible, we can define b−1 = α−1a−1 and
verify that this is the inverse of b. If b is invertible, then a−1 = αb−1 is an inverse for
a.

The following theorem unifies the notions of invertible and proper fractional ideals.

Theorem 2.3.12. Let O be an order in an imaginary quadratic number field, and a =
[a, b] be a fractional O-ideal. Then, a is proper if and only if it is invertible. If a is
invertible, we have (N(a)) = aa, where a = [a, b] and (N(a)) is the principal ideal generated
by the absolute norm of a. The inverse of a is the fractional ideal a−1 = 1

N(a)
a.

Proof. See [10, Proposition 7.4].

Corollary 2.3.13. The ideal class group cl(O) of an order O in an imaginary quadratic
number field L is the group of invertible fractional ideals of O modulo its subgroup of
principal fractional ideals. In particular, cl(O) is a group.
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Proof. Let G be the group of invertible fractional ideals and H its subgroup of principal
fractional ideals. Each invertible fractional ideal b = 1

b
a is the product of an invertible

principal fractional ideal (1
b
) and an invertible ideal a, by Lemma 2.3.11. This implies that

G/H consists of equivalence classes aH, where a is an invertible (equivalently, proper)
ideal. Each nonzero principal fractional ideal is invertible, since (α)−1 = (α−1). Hence, H
contains every nonzero principal fractional ideal and for any two invertible/proper ideals
a, b, a and b are in the same equivalence class if and only if aH = bH. This implies that
cl(O) = G/H.

The ring of integers of a number field is the maximal order and it has many good
properties. For example, all ideals are invertible and all ideals can be written as the
product of prime ideals in a unique way. In general, if we consider non-maximal orders,
we cannot hope for a unique factorization of ideals and not all ideals are invertible, as
we have seen in the proof of Theorem 2.3.15. However, if we consider ideals prime to the
conductor, these two properties still hold true in general orders. For example, we have
the following lemma.

Lemma 2.3.14. Let O be an imaginary quadratic order. A nonzero prime O-ideal is
invertible if and only if it is prime to the conductor of O.

Proof. See [8, Theorem 6.1].

The next two propositions will be useful in Chapter 3.

Proposition 2.3.15. Let O be an order of discriminant d and conductor f in the imag-
inary quadratic number field L and let ℓ be a prime number. If ℓ divides f of O there are
no proper O-ideals of norm ℓ. Otherwise, there are exactly 1 + (d

ℓ
).

Proof. If ℓ does not divide the conductor of O, then the theorem follows combining the
classical number theoretic results [24, Theorem 27] and [10, Proposition 7.22].

If ℓ divides the conductor, then there is no invertible prime ideal of norm ℓ, by Lemma
2.3.14. By Theorem 2.3.12, invertible ideals are proper ideals, and so there is no proper
O ideal of norm ℓ.

Proposition 2.3.16. Let O be an imaginary quadratic order. For each ideal class [a] in
cl(O) there are infinitely many prime numbers that are norms of ideals in the class [a].

Proof. This follows from [10, Theorem 7.7] and [10, Theorem 9.12].

Corollary 2.3.17. Let O be an order in an imaginary quadratic number field and a, b
be invertible/proper fractional ideals. Then N(ab) = ab, i.e. the absolute norm is multi-
plicative for proper/invertible fractional ideals.

Proof. By Proposition 2.3.9, it is enough to consider the case where both a and b are
invertible integral ideals. We have

(N(ab)) = abab = aabb = (N(a))(N(b)).

It follows that N(ab) = N(a)N(b), since N(ab),N(a),N(b) ∈ Z are all strictly positive
integers.
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We will denote the set of all j-invariants of elliptic curves over K with endomorphism
ring O by EllO(K). Let O be an order in an imaginary quadratic number field L. We are
now ready to introduce the class group action of O on EllO(C).

Given any E ∈ EllO(C), there exists a proper O-ideal b such that E = Eb. If a is
any proper/invertible ideal, we define aEb = Ea−1b. Notice that for any α ∈ L, we have
(αa)Eb = aEb, since the lattices (αa)

−1b = αa−1b and a−1b are homothetic. This induces
an action of cl(O) on EllO(C) defined as

cl(O)× EllO(C) −→ EllO(C), (a, j(Eb)) = j(Ea−1b).

We will write equivalently

[a]Eb or aEb or [a]j(b) or aj(b)

to denote the action of the class of the ideal a on the curve of j-invariant j(Eb). Clearly,
the identity of the class group acts trivially on EllO(C) and we have

a(bEc) = aEb−1c = E(ba)−1c = (ab)Ec.

Thus this definition actually provides a group action.

For any proper ideals a and b, we have [a]j(b) = j(b) if and only if a−1b and b are
homothetic lattices, i.e. ab = αb for some α ∈ L. This implies that a = αO is principal.
Thus, the action is free, i.e. the identity of cl(O) is the only element that fixes all elements
in EllO(C).

By Theorem 2.3.5, we have that cl(O) and EllO(C) have the same cardinality. There-
fore, the action must also be transitive, i.e. for any fixed j ∈ EllO(C), its cl(O)-orbit
covers the whole EllO(C).

The cl(O)-action is the fundamental tool to build many cryptographic primitives, and
we will see an application in Chapter 4.

Let ϕ : EΛ1 −→ EΛ2 be an isogeny of elliptic curves over C. By Theorem 2.2.3, there
exists a unique α with αΛ1 ⊆ Λ2 such that the diagram

C/Λ1 EΛ1

C/Λ2 EΛ2

α

Φ1

ϕα

Φ2

commutes. Since we are interested in curves up to isomorphism and lattices up to ho-
mothety, we can replace Λ1 with αΛ1, so that α = 1 and the isogeny ϕ is induced by
an inclusion Λ1 ⊆ Λ2. This corresponds to compose the isogeny with an isomorphism.
This proves that, up to isomorphism, every isogeny comes from a lattice inclusion of the
shape Λ1 ⊆ Λ2. Moreover, we can explicitly determine the kernel of the isogeny ϕ. By
commutativity of the diagram, since α = 1, the kernel of ϕ is the set

{Φ1(z) : z ∈ C,Φ2(z) = 0}.
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The elements of this set are precisely z ∈ Λ2. We have that Φ1(z) = 0 if and only if
z ∈ Λ1, thus

#kerϕ = [Λ2 : Λ1].

Since we are working in zero characteristic, ϕ is separable and deg ϕ = [Λ2 : Λ1].
Now, suppose that EΛ1/C has complex multiplication by O. Then Λ1 is homothetic

to a proper ideal b, so we have EΛ1 = Eb. If a is an invertible/proper ideal, the lattice
inclusion b ⊆ a−1b induces an isogeny

ϕa : Eb −→ [a]Eb

that corresponds to the action of a on j(Eb). If EΛ2 has complex multiplication by O, Λ2

is homothetic to an invertible/proper ideal c. We can assume that c contains b. Indeed,
if we substitute b with (N(c))b, which is an homothetic lattice, then c ⊇ b, because we
have (N(c)) = cc. If we set a = cb−1, the isogeny ϕa : Eb −→ Ec induced by the inclusion
b ⊆ c corresponds to the action of the ideal a on Eb. After multiplying a, b, c by integers if
necessary, we can assume that a is an invertible ideal. Therefore, we proved that all elliptic
curves over C with complex multiplication by O are isogenous and every isogeny between
elliptic curves over C with complex multiplication by O is induced by the cl(O)-action.

Definition 2.3.18. Let E/K be an elliptic curve with complex multiplication by an order
O in a quadratic imaginary number field. Let a be an O-ideal. The a-torsion subgroup of
E is defined as

E[a] = {P ∈ E(K) : τ(P ) = 0 for all τ ∈ a}.

Notice that in the previous definition we are identifying O with End(E) and so τ ∈ a
is viewed as an endomorphism.

Theorem 2.3.19. Let O be an order in an imaginary quadratic number field. Let E/C
be an elliptic curve with complex multiplication by O, a an invertible O-ideal and ϕa be
the corresponding isogeny from E to [a]E. We have kerϕa = E[a] and deg ϕa = N(a).

Proof. By composing with an isomorphism if necessary, we assume without loss for gen-
erality that E = Eb, for some invertible O-ideal b. Let Φ be the isomorphism

C/b −→ Eb

such that z 7−→ (℘(z), ℘′(z)). Then we have

Φ−1(E[a]) = {z ∈ C/b : αz = 0 for all α ∈ a} = {z ∈ C : za ⊆ b}/b

= {z ∈ C : (z) ⊆ a−1b}/b =
a−1b

b
= ker

(
ι : C/b −→ C/a−1b

)
= Φ−1(kerϕa),

where ι : C/b −→ C/a−1b is the tori morphism induced by inclusion of lattices. This
proves the former claim since Φ is a isomorphism. On the other hand, we have

#E[a] = [a−1b : b] = [b : ab] = [O : aO] = [O : a] = N(a),

which proves the latter claim.
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Notice that while the curve [a]E only depends on the ideal class of a, the isogeny ϕa

actually depends on the precise ideal we choose. Taking different ideals in the same class
will produce different isogenies from E to [a]E with different kernels and degrees.

Corollary 2.3.20. Let O be an order in an imaginary quadratic number field. For every
a invertible O-ideal and every elliptic curve E/C with complex multiplication by O, the
elliptic curves E and [a]E are related by an isogeny ϕa induced by the cl(O)-action of
degree N(a).

Corollary 2.3.21. Let Λ1 ⊆ Λ2 be an inclusion of complex lattices and ϕ : E1 −→ E2

the corresponding induced isogeny. The sublattice Λ1 is cyclic if and only if ϕ is a cyclic
isogeny.

Proof. Let

Φ1 : C/Λ1 −→ E2

Φ2 : C/Λ2 −→ E2

be the isomorphisms as in Theorem 2.1.7. We have the commutative diagram

C/Λ1 E1

C/Λ2 E2,

ι

Φ1

ϕ

Φ2

where ι is the map induced by the lattice inclusion. The kernel of the map ϕ coincides
with the group

G = {P ∈ E1 : Φ2 ◦ ι ◦ Φ−1
1 (P ) = O}.

Since both Φ1 and Φ2 are isomorphisms, the group G is isomorphic to

{α ∈ C/Λ1 : α = 0 in C/Λ2} ≃ Λ2/Λ1,

from which we can prove the claim.

2.4 Deuring Theorems

In this section, we are going to build some useful tools that we will exploit in the next
chapter. These topics and the proofs involved should deserve at least a whole chapter;
therefore, we will not go through their details. We recall the notation EllE(K) for the set
of j-invariants of elliptic curves over K with endomorphism ring E .

Definition 2.4.1. Let O be an order with discriminant d in an imaginary quadratic
number field. The Hilbert class polynomial is

Hd(x) =
∏

j(E)∈EllO(C)

(x− j(E)).
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Proposition 2.4.2. Every Hilbert class polynomial has integer coefficients and has degree
h(O).

Proof. See [10, Theorem 11.1] and [23, Theorem 2.7].

This proposition implies that every j-invariant of elliptic curves defined over the com-
plex field is an algebraic integer.

Definition 2.4.3. Let O be an order with discriminant d in an imaginary quadratic
number field. The splitting field of the Hilbert class polynomial Hd(x) over Q(

√
d) is

known as the ring class field of the imaginary quadratic order O.

By Proposition 1.1.5, we have that every elliptic curve over the complex field is actually
defined over a number field, namely the ring class field.

Now we want to introduce a useful lemma that we will use in the following chapter and
that allows us to connect ideals in the ring of integers with ideals prime to the conductor
in any other order.

Lemma 2.4.4. Let O be an order of conductor f in the imaginary quadratic number field
L and let OL be its ring of integers. If a is an OL-ideal coprime to f , then a ∩ O is an
O-ideal prime to f of the same norm. If b is an O-ideal prime to f , then aOL is an
OL-ideal prime to f of the same norm.

Proof. See [10, Proposition 7.20]

The next lemma will be really useful to establish a relation between two orders involv-
ing their discriminants.

Lemma 2.4.5. Let L be a number field. If a ⊆ a′ are two nonzero finitely generated
OL-submodules, then the index [a′ : a] is finite and satisfies

d(a) = [a′ : a]2d(a′),

where d(a) and d(a′) are the discriminants of a and a′.

Proof. See [26, Proposition 2.12].

Now, we are going to introduce the concept of reduction of elliptic curves. We begin
with the following field theoretic standard result.

Theorem 2.4.6 (Wedderburn’s little Theorem). Any finite integral domain is a finite
field.

Proof. Let R be a finite integral domain and a ∈ R be a nonzero element. Consider the
multiplication map

T : R −→ R

x 7−→ ax.

Since R has no zero divisor, we have kerT = {0}, which means that the map is injective.
As R is finite, T is also surjective, and therefore there exists y ∈ R such that ay = 1, i.e.
a has a inverse in R.
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Corollary 2.4.7. Let O be an order in a number field. Then any prime ideal has norm
pn, for some p prime number and n ∈ N.
Proof. Let q be a prime ideal in O. We have

N(q) = [O : q] = #
O
q
.

Since the above quotient is a finite integral domain, it is actually a field, and therefore it
has pn elements, where p is a prime number and n ∈ N.

Let L be a number field and E be an elliptic curve over L defined by the short
Weierstrass equation

y2 = x3 + Ax+B.

If q is a prime ideal in OL, we want to reduce E modulo q. Suppose that A and B can
be written in the form α/β, for some α, β ∈ OL with β ̸∈ q. Then we can reduce those
coefficients modulo q, obtaining a curve E over OL/q of equation

y2 = x3 + [A]x+ [B].

If, in addition, we get
∆ = [A]3 − 27[B]3 ̸= 0 in OL/q,

then E is an elliptic curve over OL/q. Since q is a prime ideal, we have that OL/q is a
finite integral domain, and, by Theorem 2.4.6, it is a finite field. In this case, we call E
the reduction of E modulo q, and we say that E has good reduction modulo q. Suppose
now that End(E) = O is an order in a quadratic imaginary number field. What can
we say about End(E)? If ϕ ∈ O is a nonzero endomorphism of E, then we can reduce
the coefficients of the rational functions defining ϕ modulo the prime ideal q to obtain
an endomorphism ϕ ∈ End(E). The endomorphism ϕ is nonzero, as it must satisfy the
equation x2 − [Trϕ]x+ [deg ϕ] = 0 in End(E). Hence, we are left with an injective map

End(E) −→ End(E).

Under some suitable assumptions, this function is actually an isomorphism.

Theorem 2.4.8. Let E be an elliptic curve over a number field L with complex multipli-
cation by O, a quadratic imaginary order of conductor f . Suppose that the prime number
p splits completely in L and p is a prime OL-ideal lying over p. Moreover, assume that
p does not divide f and that E has good reduction E modulo p. Then E is an ordinary
elliptic curve in characteristic p and the map

End(E) −→ End(E)

is an isomorphism.

Proof. See [22, Theorem 13.12].

Theorem 2.4.9 (Deuring lifting theorem). Let E/Fq be an elliptic curve over a finite
field and let ϕ ∈ End(E) be a nonzero endomorphism. There exists an elliptic curve E∗

over a number field L with an endomorphism ϕ∗ such that E∗ has good reduction modulo
a prime ideal p of L with residue field Fq and E and ϕ are their reductions modulo p.

Proof. See [22, Theorem 13.14].
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Chapter 3

Isogeny Graphs

In this chapter, we are going to introduce isogeny graphs and analyse their structure and
properties under different constraints.

3.1 Complex Volcanoes

We begin with a lemma which claims that elliptic curve endomorphism algebras are
isogeny-invariant.

Lemma 3.1.1. Let ℓ be a prime number and ϕ : E −→ E ′ be an ℓ-isogeny of elliptic
curves defined over K. Then EndA(E) ≃ EndA(E ′).

Proof. Let ϕ̂ be the dual isogeny of ϕ. If ψ ∈ End(E), the isogeny ψ′ = ϕ◦ψ◦ϕ̂ ∈ End(E ′)
satisfies

Tr(ψ′) = ϕ ◦ ψ ◦ ϕ̂+ ϕ ◦ ψ̂ ◦ ϕ̂ = ϕ ◦ Tr(ψ) ◦ ϕ̂ = Tr(ψ) ◦ ϕ̂ ◦ ϕ = ℓTr(ψ),

N(ψ′) = ϕ ◦ ψ ◦ ϕ̂ ◦ ϕ ◦ ψ̂ ◦ ϕ̂ = ϕ ◦ ψ ◦ ℓ ◦ ψ̂ ◦ ϕ̂ = ϕ ◦ ℓN(ψ) ◦ ϕ̂ = ℓ2N(ψ),

because all maps of multiplication by some integer commute with all isogenies. Hence, ψ′

is a root of the polynomial x2 − ℓTr(ψ)x+ ℓ2N(ψ), which implies that ψ′/ℓ ∈ EndA(E ′)
is a root of x2 − Tr(ψ)x + N(ψ). It follows that the characteristic polynomial of every
endomorphism of E has a root in EndA(E ′), so that End(E) ⊆ EndA(E ′). Following the
same argument in the reverse direction shows that End(E ′) ⊆ EndA(E).

Definition 3.1.2. Let K be a field and P a set of prime numbers not dividing charK.
The K-rational P -isogeny (multi)graph GK,P is the directed graph whose vertices are
isomorphism classes of elliptic curves defined over K and directed edges are ℓ-isogeny
between those curves.

If P = {ℓ}, we will denote the K-rational P -isogeny graph simply by GK,ℓ. If K = Fq,
we will denote the Fq-rational P -isogeny graph by Gq,P .

Usually, since we are considering curves up to isomorphism, each curve is represented
by its j-invariant. However, in some special cases, it is preferable to use different kinds of
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representatives, as we will see in Chapter 4. Moreover, we also want to identify isogenies
up to isomorphism, i.e. two isogenies with isomorphic domains are identified if they have
the same kernel.

Remark 3.1.3. Notice that the existence of the dual isogeny guarantees that (j1, j2) is
an edge if and only if (j2, j1) is an edge. Moreover, if we exclude the pathological case
of the curves with j-invariant 0 and 1728, we can consider GK,P as an undirected graph,
because the number of outgoing edges matches the number of ingoing edges. The problem
with the j-invariants 0 and 1728 is that they have abundant automorphisms, as we have
noticed in Theorem 1.5.13: the corresponding curves y2 = x3 + 1 and y2 = x3 + x have
the automorphisms

ξ : (x, y) 7−→ (ξx, y), i : (x, y) 7−→ (−x, iy),

respectively, where ξ and i have orders 3 and 4 in K. Here, by an abuse of notation,
we denote with the same letter both the endomorphisms and the elements of K. If
j(E1) = 0, j(E2) ̸= 0 and ϕ is an ℓ-isogeny between them, the isogenies ϕ, ϕ ◦ ξ and
ϕ ◦ ξ2 will all have different kernels, and so do not identify, while their dual isogenies all
have the same kernel. This happens because ξ does not fix all cyclic subgroups of the
ℓ-torsion subgroup of E1, which correspond to all ℓ-isogenies. For example, let us consider
E1[2] = {O, (−ξ, 0), (−ξ2, 0), (−1, 0)}. Then, we have

ξ(−ξj, 0) = (−ξj+1, 0),

so the only fixed cyclic subgroup is the trivial one. The case for j(E1) = 1728 is similar.

Remark 3.1.4. Suppose that K = Fq, for some q = pr. The above definition combined
with Lemma 3.1.1 shows that the graph GK,L has at least two connected components,
corresponding to supersingular and ordinary curves. If we restrict ourselves to ordinary
curves and let P be the set of all prime numbers, by Theorem 1.4.5, GK,P has as many
connected components as possible values for the trace of the Frobenius endomorphism.

The next theorem proposes a classification of isogenies of prime degree between curves
with complex multiplication by an order in an imaginary quadratic number field.

Theorem 3.1.5. Let ϕ : E −→ E ′ be an ℓ-isogeny of elliptic curves defined over K. If L =
EndA(E) is an imaginary quadratic number field with discriminant dL, then End(E) = O
and End(E ′) = O′ are orders in L such that one of the following holds:

(1) O = O′ and we say that ϕ is an horizontal isogeny;

(2) [O : O′] = ℓ and we say that ϕ is a descending isogeny;

(3) [O′ : O] = ℓ and we say that ϕ is an ascending isogeny.

We refer collectively to the ascending and descending isogenies as vertical isogenies.
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Proof. Let f, f ′ be the conductors of O and O′, respectively. By Lemma 1.5.12, we have

O = Z+ fOL, O′ = Z+ f ′OL.

As we have already recalled in the previous chapter, we know that OL = Z[µ], where µ is

µ =


√
dL,

dL +
√
dL

2
,

depending on the specific extension. Letting τ = fµ and τ ′ = f ′µ, we have that O = [1, τ ]
and O′ = [1, τ ′] as lattices. Let ϕ̂ be the dual isogeny of ϕ. We have ψ′ = ϕ ◦ τ ◦ ϕ̂ ∈ O′

and ψ = ϕ̂ ◦ τ ′ ◦ ϕ ∈ O, since they clearly are endomorphisms of E ′ and E, respectively.
Following the computations of Theorem 3.1.1, we can get Tr(ψ) = ℓTr(τ ′) and N(ψ) =
ℓ2N(τ ′), so that ψ is a root of the polynomial

x2 − ℓTr(τ ′)x+ ℓ2N(τ ′).

We can explicitly compute the roots of the above polynomial and obtain the endomor-
phism

ψ = ℓ

(
Tr(τ ′)±

√
Tr(τ ′)2 − 4N(τ ′)

2

)
.

The endomorphism between parenthesis is the zero of the polynomial

x2 − Tr(τ ′)x+N(τ ′)

and so it coincides with τ ′ or τ̂ ′. Therefore, we can conclude that either ψ = ℓτ ′ or
ψ = ℓτ̂ ′. One could go through the same steps and prove that either ψ′ = ℓτ or ψ′ = ℓτ̂ .
Since ψ ∈ O and ψ′ ∈ O′, in both cases, we have [1, ℓτ ] ⊆ [1, τ ′] and [1, ℓτ ′] ⊆ [1, τ ] as
lattices. Let us show this just for the inclusion [1, ℓτ ′] ⊆ [1, τ ], since one can work out the
details for the other one in a completely analogous way. If ψ = ℓτ ′ ∈ O, then the inclusion
[1, ℓτ ′] ⊆ [1, τ ] is obvious. If ψ = ℓτ̂ ′, then we can observe that the lattices [1, ℓτ ′] and
[1, ℓτ̂ ′] coincide. Indeed, for example, we have

τ ′ = τ̂ ′ · (−1) + 1 · 2T (τ ′).

Hence, it is just a matter of choosing the generators of the lattice. Thus, we are left with
the chain of inclusions

[1, ℓ2τ ] ⊆ [1, ℓτ ′] ⊆ [1, τ ].

This implies that

ℓ2 = [O : [1, ℓ2τ ]] = [O : [1, ℓτ ′]][[1, ℓτ ′] : [1, ℓ2τ ]] = [O : [1, ℓτ ′]][O′ : [1, ℓτ ]].

Thus, we only have three possibilities.
If [O : [1, ℓτ ′]] = ℓ, then

ℓ = [O : O′][O′ : [1, ℓτ ′]] = ℓ[O : O′],
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which implies [O : O′] = 1.
If [O : [1, ℓτ ′]] = ℓ2, then

ℓ2 = [O : O′][O′ : [1, ℓτ ′]] = ℓ[O : O′],

which implies [O : O′] = ℓ.
If [O : [1, ℓτ ′]] = 1, then [O′ : [1, ℓτ ]] = ℓ2 and we can conclude [O′ : O] = ℓ, using the

same argument of the previous case.

The next proposition is due to Kohel.

Proposition 3.1.6. Let ϕ : E −→ E ′ be an isogeny of elliptic curves over K and let
O = End(E) and O′ = End(E ′). The orders O and O′ are isomorphic if and only if there
exists an isogeny ψ : E −→ E ′ of degree coprime to deg ϕ.

Proof. See [20], proposition 22.

Exploiting this last result, we can prove the following proposition.

Proposition 3.1.7. Let ϕ : E −→ E ′ be an isogeny between elliptic curves over K with
complex multiplication by O and O′, respectively. If [O : O′] = ℓ, then ℓ divides the degree
of ϕ.

Proof. Suppose by contradiction that ℓ does not divide deg ϕ. The lattice inclusion O′ ⊆
O yields an ℓ-isogeny ψ between E and E ′. Hence ψ is an isogeny of degree coprime to
deg ϕ. By the previous theorem, this is equivalent to have O ≃ O′, which contradicts our
hypothesis on the index of the inclusion of these orders.

Theorem 3.1.8. Let E/C be an elliptic curve with complex multiplication by O, an order
in a imaginary quadratic number field L = EndA(E) with discriminant dL. Let ℓ be a
prime number.

(1) If ℓ does not divide the conductor of O, there are 1 + (dL
ℓ
) horizontal, ℓ − (dL

ℓ
)

descending and no ascending ℓ-isogenies with domain E.

(2) If ℓ divides the conductor of O, there are no horizontal, ℓ descending and one as-
cending ℓ-isogenies with domain E.

Proof. Let f be the conductor of O. Recall that ℓ-isogenies with domain E correspond
to cyclic subgroups of order ℓ in E[ℓ], the ℓ-torsion subgroup of E, and we know exactly
the structure of this torsion group, which is

E[ℓ] =
Z
ℓZ
×

Z
ℓZ
.

There are precisely ℓ + 1 cyclic subgroups of order ℓ in E[ℓ] and so there are precisely
ℓ+ 1 ℓ-isogenies with domain E.

First, suppose that E = EΛ, where Λ = O (or any other lattice homothetic to O).
All ℓ-isogenies we are looking for arise from some lattice inclusion Λ′ ⊆ Λ of index ℓ. Let
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µ and τ be the same quantities as in Theorem 3.1.5, so that we have O = [1, τ ]. For all
such inclusions, we have that Λ′ must be of the shape Λi = [ℓ, τ + i], for i = 0, ..., ℓ − 1,
or Λl = [1, ℓτ ], by Lemma 2.1.15. All horizontal isogenies are of the form

EΛ −→ EΛ′ ,

where Λ′ is a proper O-ideal of index ℓ. By Proposition 2.3.15, if ℓ does not divide f ,
there are exactly 1 + (dL

ℓ
) such ideals. Moreover, in this case there is no order O′ such

that [O′ : O] = ℓ. Indeed, if such an order were to exist, we would have

f = [OL : O′][O′ : O] = ℓ[OL : O′],

which contradicts our hypothesis. Therefore, there is no ascending ℓ-isogeny and all the
remaining ℓ− (dL

ℓ
) ℓ-isogenies must be descending.

On the other hand, if ℓ does divide f , there is no proper O-ideal, so there is no
horizontal ℓ-isogeny with domain E. Moreover, there exists an integer e > 1 such that
f = eℓ, and we can define O′ = Z + eOL, which is the unique order of index ℓ in O. As
a lattice, it can be represented by [1, τ ′], where τ ′ = eµ. Now, we have to check which of
the Λi defined above are lattices such that End(EΛi) = O′. The number of such lattices
will correspond to the number of ascending ℓ-isogenies with domain E. First, notice that
Λ0 is fixed by O′:

τ ′ · ℓ = τ ∈ Λ0 and τ ′ · τ = ℓ(τ ′)2 = ℓ(aτ ′ − b) = aτ − ℓb ∈ Λ0.

We used that τ ′ satisfies the quadratic equation

(τ ′)2 − aτ ′ + b = 0,

where a = TrL/Q(τ
′) and b = NL/Q(τ

′). All the other Λi are not fixed by O′:

τ ′ · (τ + i) = ℓ(τ ′)2 + iτ ′ = aℓτ ′ − bℓ+ iτ ′ = (aℓ+ i)τ ′ − bℓ,

which is not in Λi for i = 1, ..., ℓ− 1, and

1 · τ ′ = τ ′,

which is not in Λl. Hence, if ℓ divides, f there are no horizontal, ℓ descending and one
ascending ℓ-isogenies with domain E.

Suppose now that E = EΛ, where Λ is (homothetic to) a proper O-ideal a, which we
can assume has prime norm p ̸= ℓ by Proposition 2.3.16. The complex multiplication
action of a on E = Ea gives an isogeny

ϕa : E −→ Ea−1a = EO,

which is horizontal and whose degree is N(a) = p. Let ϕ : E −→ E ′ be an ℓ-isogeny and
End(E ′) = O′ be an order in L. Let a′ be the ideal a, a∩O′ or aO′, depending on whether
ϕ is horizontal, descending or ascending, respectively. In each case, the ideal a′ is a proper
O′-ideal of norm p. Indeed, if the ϕ is horizontal, this is trivial. If ϕ is descending, by
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Lemma 2.4.4, the OL-ideal aOL has norm p and then aOL ∩ O′ = a ∩ O′ = a′ has norm
p, again by Lemma 2.4.4. Using the same lemma, one can similarly work out the details
in the case ϕ is ascending. Hence, a′ induces an horizontal p-isogeny

ϕa′ : Ea′ −→ E ′−1
a a′ = EO′ .

We have the following diagram

E

ϕ
��

ϕa // EO

ϕ̃
��

E ′
ϕa′
// EO′

where the isogeny ϕ̃ : EO −→ E ′
O is the unique isogeny with kernel ϕa(ker(ϕa′ ◦ ϕ)), i.e.

it is the isogeny that makes the diagram commute. Since both ϕa and ϕa′ are horizontal,
the ℓ-isogeny ϕ̃ must be of the same type as ϕ. Then, the whole theorem follows from the
special case we proved before.

Thanks to the above results, we can observe that, given ℓ a prime number, isogeny
graphs GC,ℓ have a very rigid structure. Each component of the graph has infinite vertices
and corresponds to some quadratic imaginary number field.

Definition 3.1.9. An ℓ-volcano V is an undirected graph whose vertices are divided into
one or more levels V0, ..., Vd such that the following hold:

(1) the subgraph V0, called the surface, is a regular graph of degree at most 2;

(2) for each i > 0, each vertex in Vi has exactly one neighbor lying in level Vi−1 and no
neighbors in level Vi;

(3) for each i < d, each vertex in Vi has degree ℓ+ 1.

The subgraph Vd is called the floor of the volcano, and the integer d is called depth. If
the number of levels d is infinite, the third condition is empty and we say that V is an
infinite ℓ-volcano.

An ℓ-volcano is completely determined by the three parameters ℓ, d and |V0|. Our
previous theorems and lemmas directly yield the following result.

Theorem 3.1.10. Let ℓ be a prime number. Let V be any component of the isogeny graph
GC,ℓ not containing the j-invariants 0 and 1728. Then, if we consider V as an undirected
graph, it is an infinite ℓ-volcano.
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Figure 3.1: An infinite 2-volcano graph.

3.2 Ordinary Volcanoes

In this section, we will focus on finite field elliptic curves and prove that the ordinary
components of isogeny graphs of fixed prime degree are volcanoes. Precisely, our strategy
will be to transfer the previous results to finite fields. The next lemmas are the first steps
in this direction.

Lemma 3.2.1. Let q = pr and t ̸≡ 0 mod p such that |t| ≤ 2
√
q, for some r > 0 and p

prime. Let L = Q[
√
t2 − 4q] be an imaginary quadratic number field. Then there exist el-

liptic curves E/Fq such that End(E) = Z[π] ⊆ L, where π is the Frobenius endomorphism,
defined as the root of the polynomial

π2 − tπ + q = 0.

Let O be an order of discriminant d in L. Then EllO(Fq) is either empty or has full
cardinality, which means that #EllO(Fq) = h(O), where h(O) is the class number of O.
Moreover, the set of elliptic curve over Fq with endomorphism ring O is non-empty if
there exists v such that d satisfies the relation

4q = t2 − v2d.

Proof. See [30, Theorem 4.3] for the first part. Notice that the condition t ̸≡ 0 mod p
ensures that the curve E is an ordinary elliptic curve, by Theorem 1.6.2. From [23,
Theorem 4.1], if O is an order in L such that EllO(Fq) is non-empty, we get that the
Hilbert class polynomial splits completely over Fq and its roots are j-invariants of the
elliptic curves over Fq with endomorphism ring O. By Proposition 2.4.2, we have that
EllO(Fq) has the desired cardinality. Next, we show why the last statement holds true.
[30, Theorem 4.3] shows that all orders that contain the order Z[π] are endomorphism
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rings of a certain elliptic curve over Fq. Recall that, in the proof of Corollary 1.6.9, we
proved

d(Z[π]) = t2 − 4q.

Let O be an order in L. We have that O contains Z[π] if and only if its discriminant d
satisfies the relation

d(Z[π]) = [O : Z[π]]2d,

by Lemma 2.4.5. Thus, we have the relation

4q = t2 − [O : Z[π]]2d

Hence, we have that if O is an imaginary order of discriminant d and there exists v such
that the relation

4q = t2 − v2d

holds, then the set of elliptic curves over Fq with endomorphism ring O is non-empty and
has full cardinality.

The next theorem is the finite field version of Theorem 3.1.8.

Theorem 3.2.2. Let E/Fq be an elliptic curve with complex multiplication by O, an
order of discriminant d in the imaginary quadratic number field L with discriminant dL.
Assume d is coprime with q. Let ℓ be a prime natural number that does not divide q.

(1) If ℓ does not divide [OL : O], then E admits 1 + (dL
ℓ
) horizontal and zero ascending

ℓ-isogenies over Fq.

(2) If ℓ divides [OL : O], then E admits no horizontal and one ascending ℓ-isogeny over
Fq.

In both cases, E can admit zero or ℓ − (dL
ℓ
) descending isogenies over Fq, depending on

whether EllO′(Fq) is empty or has full cardinality, where O′ is the order of index ℓ in O.

Proof. Suppose ϕ : E −→ E ′ is a ℓ-isogeny over C with End(E) = O and End(E ′) = O′.
Suppose that EllO(Fq) and EllO′(Fq) are non-empty. We can look at ϕ as an isogeny over
M , the biggest between ring class fields of O and O′. Since O ⊆ O′ or O′ ⊆ O must
hold, one ring class field must contain the other. This claim can be proved looking at how
the correspondence between lattice inclusions and isogenies actually works, for example
in the proof of [33, Theorem V.4.1.b]. Now, let q be a prime ideal of norm q in OM . We
can reduce the equations of E and E ′ through the map

OM −→ OM/q ≃ Fq

and obtain a reduced isogeny ϕ : E −→ E ′ of degree ℓ with End(E) = O and End(E ′) =
O′, by Theorem 2.4.8. The degree of the reduced isogeny cannot change: ℓ does not divide
q, so E[ℓ] ≃ E[ℓ], which implies kerϕ ≃ kerϕ. Since ϕ is an isogeny over C, it is separable
and this implies that also ϕ is separable. Conversely, if ϕ : E −→ E ′ is a ℓ−isogeny of
curves over Fq, by Theorem 2.4.9, we can lift these two curves to elliptic curves over L,
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preserving their endomorphism rings, and there is an ℓ-isogeny ϕ : E −→ E ′ that reduces
to ϕ, whose kernel is isomorphic to kerϕ. Then, using Lemma 3.2.1, one immediately
proves the claim about horizontal and ascending ℓ-isogenies. The claim about descending
isogenies is true since their existence depends on whether EllO′(Fq) in non-empty or has
full cardinality.

We can now completely organize ℓ-isogenies from an elliptic curve E/Fq with com-
plex multiplication by O, which is an order in a quadratic imaginary number field L of
discriminant dL. The following table summarizes what we have proved so far.

First Condition Second Condition Horizontal Ascending Descending Total

ℓ ̸ | [OL : O] ℓ ̸ | [O : Z[π]] 1+(dL
ℓ
) 0 0 1+(dL

ℓ
)

ℓ ̸ | [OL : O] ℓ | [O : Z[π]] 1+(dL
ℓ
) 0 ℓ− (dL

ℓ
) ℓ+1

ℓ | [OL : O] ℓ ̸ | [O : Z[π]] 0 1 0 1
ℓ | [OL : O] ℓ | [O : Z[π]] 0 1 ℓ ℓ+1

We explain why the Second Condition is relevant for the number of descending
ℓ-isogenies. If ℓ does not divide [OL : O] and [O : Z[π]], then there is no order of index ℓ
in O. Indeed, assume by contradiction that O′ is such an order. Then we would have

[O : Z[π]] = [O : O′][O′ : Z[π]] = ℓ[O′ : Z[π]] (3.1)

which gives a contradiction. If ℓ does not divide [OL : O] but divides [O : Z[π]], then there
exists an order of index ℓ in O and the precise number of descending isogenies is given by
Theorem 3.2.2. The same argument can be applied to the third and fourth rows of the
table. Observe that if ℓs divides exactly [O : Z[π]] for some s > 0, then there is a chain of
s ℓ-isogenies

E = E0
ϕ1 // E1

ϕ2 // ...
ϕs // Es

such that End(Ei) = Oi is an order of index ℓi in O = O0.

Remark 3.2.3. One could argue that the Frobenius endomorphism depends on the spe-
cific elliptic curve and that equality (3.1) is pointless, because on the left hand side we are
considering π as an element of O and on the right hand side as an element of O′. How-
ever, two elliptic curves are isogenous over K if and only if they have the same number of
points over K. If K is the finite field with q elements, by Hasse estimate, two isogenous
curves have the same t, which is the trace of the Frobenius endomorphism. Hence, after
embedding their endomorphism rings in the same quadratic imaginary number field, their
Frobenius endomorphism coincide, up to dualization. Indeed, the Frobenius endomor-
phism and its dual isogeny satisfy the equation

x2 − tx+ q = 0.

If we exclude components containing the two exceptional j-invariants 0 and 1728, the
ordinary components of Gq,ℓ are all ℓ-volcanoes.

57



Theorem 3.2.4 (Kohel). Let Fq be a finite field, ℓ a prime number not dividing q and V
an ordinary component of Gq,ℓ that does not contain the j-invariants 0 or 1728. Let L be
the endomorphism algebra shared by all curves in V . Then V is an ℓ-volcano of depth d
with the following properties:

(1) for each i ∈ {0, ..., d}, the curves in level Vi all have the same endomorphism ring
Oi;

(2) the subgraph consisting of the surface V0 has degree 1 + (d0
ℓ
), where d0 is the dis-

criminant of O0;

(3) if (d0
ℓ
) ≥ 0, then |V0| is the order of [l] in O0, where l is a prime ideal lying over ℓ.

Otherwise, |V0| = 1;

(4) the depth d is the positive integer that satisfies 4q = t2 − ℓ2dv2d0, where ℓ does not
divide v, and t is the trace of the Frobenius endomorphism of the curves in V ;

(5) the prime number ℓ does not divide the conductor [OL : O0] and [Oi : Oi+1] = ℓ for
each 0 ≤ i < d;

Proof. The only automorphisms admitted by an ordinary elliptic curve E with j-invariant
different from 0 and 1728 are ±1 ∈ End(E), by Theorem 1.5.13. Hence, every edge
(j1, j2) appears with the same multiplicity as (j2, j1) and this allows us to consider V as
an undirected graph. If the conductor of End(E) = O is divisible by ℓ, then E admits an
ascending ℓ-isogeny and so we can partition V into levels V0, ..., Vd with j(E) ∈ Vi if and
only if ℓ divides precisely i times the conductor of O. The set of vertices V is finite, since
going down there will be some endomorphism ring O′ such that its conductor is divisible
by ℓ but [O′ : Z[π]] is not. This implies that at some point there will be no descending
ℓ-isogeny and d is bounded. This proves (1) and (5) and the theorems we proved before
also prove (2) and the fact the V is an ℓ-volcano. If (d0

ℓ
) = −1, then the subgraph V0 has

degree zero and so we must have |V0| = 1. Otherwise, there exists a O0-proper ideal l of
norm ℓ and its ideal class acts on the vertices of V0 via horizontal isogenies. This proves
(3). If 4q = t2 − ℓ2dv2d0 with ℓ not dividing v, then the set EllOi must be non-empty for
each 0 ≤ i ≤ d and the set EllOd+1

must be empty since ℓd+1 does not divide v.

Using SageMath, we can compute and visualize isogeny graphs.

Example 3.2.5. Let E be the ordinary elliptic curve of j-invariant 32 over the field F1132 .
On the left of Figure 3.2, we can see the 3-isogeny graph in which one of the vertices on
the surface represents the elliptic curve E. If we denote by OE the endomorphism ring of
E, we can deduce that 3 does not divide the conductor of OE, since E is on the surface.
On the other hand, if we denote the Frobenius endomorphism of E by πE, we have that 3
divides precisely 2 times the index [OE : Z[πE]]. Moreover, we know from the third point
of Theorem 3.2.4 that 3 is a split prime in the ring of integers and the order of any prime
over 3 in the class group is exactly 8, the number of vertices on the surface of the volcano.
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Figure 3.2: A 3-volcano arising from the ordinary elliptic curve of j-invariant 32 over the
field F1132 .

Example 3.2.6. Let F be the ordinary elliptic curve of j-invariant 144 over the field F3112 .
On the right of Figure 3.3, we can see the 5-isogeny graph in which one of the vertices
on the surface represents the elliptic curve F . Let OF and πF be the endomorphism ring
of F and the Frobenius endomorphism of F , respectively. Similarly to what we have said
for E, we have that 5 does not divide the conductor of OF , but it divides precisely once
the index [OF : Z[πF ]]. Furthermore, 5 is a split prime in the ring of integers, and the
order of each prime over 5 in the class group is exactly 13.

Figure 3.3: A 5-volcano arising from the ordinary elliptic curve of j-invariant 144 over
the field F3112 .

Example 3.2.7. In Figure 3.4, we have a volcano with depth 0, thus a cycle. As in the
previous cases, if we denote by G/F197 the curve of j-invariant 112, we have that 3 is a
split prime in the ring of integers of the endomorphism algebra of G and the order of a
prime over 3 in the class group is 6.
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Figure 3.4: A 3-volcano arising from the ordinary elliptic curve of j-invariant 112 over
the field F197. There is no descending isogeny, this means that the 3 does not divide the
index of Z[π] in the endomorphism ring.

3.3 Supersingular Volcanoes

In general, isogeny graphs of supersingular elliptic curves over finite fields have an ir-
regular structure: they are Ramanujan graphs. This kind of graphs are widely used in
cryptography thanks to its rapid mixing properties. Recall that it is enough to consider
j-invariants lying in Fp2 in order to cover all supersingular curves. However, if we restrict
ourselves to j-invariants in Fp, isogenies defined over Fp and isomorphisms defined over
Fp, then the supersingular isogeny graph becomes considerably smaller, and we will prove
that it has a rigid structure similar to the one in the ordinary case.

Lemma 3.3.1. Let p > 3 be a prime number, and let Sp be the set of all supersingular
j-invariants in Fp. Then we have

#Sp =


1
2
h(−4p) if p ≡ 1 mod 4,

h(−p) if p ≡ 7 mod 8,

2h(−p) if p ≡ 3 mod 8,

where h(d) is the class number of the imaginary quadratic number field Q(
√
d).

Proof. For a slightly more general proof, see [10, Theorem 14.18].

Given E/Fp an elliptic curve, we will denote simply by Endp(E) the Fp-rational en-
domorphism ring of E. The following theorem represents a key point in the study of
supersingular components of Gp,ℓ.

Theorem 3.3.2. Let p > 3 be a prime number and E be a supersingular elliptic curve over
Fp. Then, denoting by π the Frobenius endomorphism of E, we have EndA(E) = Q(π)
and Endp(E) is an order in Q(π) with conductor prime to p.

Proof. The proof can be found in [14] or in [37].

Recall that the number of Fp-rational points of any supersingular curve is p + 1 and
so the trace of the Frobenius endomorphism is zero. Hence, the relation π2+ p = 0 holds,
and we have that L = Q(π) = Q(

√
−p). Moreover, we have the chain of inclusions

Z[π] = Z[
√
−p] ⊆ Endp(E) = O ⊆ OL = Z

[
dL +

√
dL

2

]
,
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where dL is the discriminant of L. If d is the discriminant of O, then we have d = f 2dL,
where f is the conductor of O. Using basic number theory, if p ≡ 1 mod 4, then we
have d = dL = −4p, so that Z[π] = OL and O is forced to be OL. On the other hand, if

p ≡ 3 mod 4 then we have dL = −p, so that Z[π] has conductor 2 in OL = Z
[
1+

√
−p

2

]
and O must be one of those two orders. In terms of isogeny volcanoes, we can say that
Gp,ℓ admits only two levels.

By Theorem 3.1.7, since [Endp(E) : Endp(E
′)] ∈ {1, 2}, we have that any non-horizontal

isogeny between supersingular elliptic curves over Fp has degree divisible by 2.
Let p > 3. A supersingular elliptic curve over Fp has p+1 points and so all quadratic

twists have the same number of points. Thus, twists are isogenous but lie in different
Fp-isomorphism classes. Moreover, a priori, we should also deal with cubic, quartic and
sextic twits for j-invariants 0 and 1728. The next lemma proves that this is not the case.

Lemma 3.3.3. Suppose p > 3 and j ∈ Fp. Let Cp,j be the set of elliptic curves over Fp
with j-invariant j up to Fp-isomorphism. Then we have

#Cp,j =


6 if j = 0 and p ≡ 1 mod 3,

4 if j = 1728 and p ≡ 1 mod 4

2 otherwise.

Proof. This follows from Theorem 1.5.13. For a precise proof, see [3, Theorem 2.2].

The curves of j-invariant 0 and 1728 are supersingular if and only if p ≡ 2 mod 3
and p ≡ 3 mod 4, respectively. See [33, Examples V.4.4, V.4.5]. Thus, given a j-
invariant, there are exactly two Fp-isomorphism classes of elliptic curves over Fp with
that j-invariant.

Proposition 3.3.4. Let p > 3 and let E be a supersingular elliptic curve over Fp. Then
E is defined over Fp if and only if Z[

√
−p] ⊆ End(E).

Proof. Let ϕ ∈ End(E) satisfy ϕ2 = −p. Then ϕ is an isogeny of degree p and ϕ̂ ◦ ϕ = p.
Since E is supersingular, it follows that ϕ has kernel O and so is purely inseparable.
Therefore, by Lemma 1.2.19, there exists a separable isogeny ψ : E(p) −→ E such that
ϕ = ψ ◦ πp, where πp is the p-Frobenius morphism. We must have deg(ψ) = 1, so that E
and E(p) are isomorphic. This implies that j(E) = j(E(p)) = j(E)p and thus E is defined
over Fp. The vice versa is trivial, since πp =

√
−p lies in End(E).

As in the ordinary case, there is an intimate connection between supersingular elliptic
curves over prime fields and certain elliptic curves in characteristic 0.

Proposition 3.3.5. There is a one to one correspondence supersingular elliptic curves
over Fp and elliptic curves E over the complex field with End(E) ∈ {Z[

√
−p],OL}.

Proof. For the complete proof, see [13, Proposition 2.5]. Let EllO(C) and Super(Fp) be
the set of all elliptic curves over C with complex multiplication over O ∈ {Z[

√
−p],OL}
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and the set of Fp-isomorphism classes of supersingular elliptic curves over Fp, respectively.
The idea of the proof is to show that there exists a bijective map

EllO C −→ Super(Fp), [E] 7−→ [E]

where E is the reduction of E modulo a fixed prime ideal over p. Surjectvity comes from
Theorem 2.4.9 and injectivity comes from a counting argument based on Lemmas 3.3.3
and 3.3.1.

Isogenies behave well under reduction. From [32, Theorem II.4.4], we know that
reduction of isogenies is injective and preserves the degree. The next proposition claims
that the reduction preserves also the Fp-rationality.

Proposition 3.3.6. Let E1, E2 be two supersingular elliptic curves over Fp and let (E1, ψ),
(E2, ψ) be the Deuring lifts of (E1, π) and (E2, π), respectively. If there is an isogeny
ϕ : E1 −→ E2, then the reduced isogeny ϕ : E1 −→ E2 is defined over Fp.

Proof. See [13, Proposition 2.6].

At this point, we have all the ingredients to prove that the supersingular isogeny
graphs over prime fields are volcanoes.

Let E be a supersingular elliptic curve over Fp. By Theorem 3.3.2, its endomorphism
ring over Fp is an order O ∈ {Z[

√
−p],OL} of discriminant d ∈ {−4p,−p} in the number

field L = Q(
√
−p). Using Deuring lifting theorem, E can be lifted to an elliptic curve E

over some number field with endomorphism ring End(E) = O. Let ℓ be a prime natural
number. Let f be the conductor of O in OL. By Theorems 3.1.5 and 3.1.8, if ℓ divides
f , then there are one ascending and ℓ descending ℓ-isogenies. If ℓ does not divide f ,
then we have 1 + (dL

ℓ
) horizontal and ℓ − (dL

ℓ
) descending ℓ-isogenies. In our case, as

O ∈ {Z[
√
−p],OL}, the only possibilities are f = 1 and, if p ≡ 3 mod 4, f = 2. In

this second case, by Theorem 3.1.7, the only prime producing ascending or descending
isogenies is ℓ = 2.

We can build an infinite volcano of elliptic curves whose endomorphism ring is an
order in L. If we consider the reduction modulo a prime ideal of norm p in OL, then all
reduced curves are supersingular, because they all have trace zero. However, only a small
part of the volcano survives. Indeed, by Proposition 3.3.4, all curves with endomorphism
ring strictly contained in Z[

√
−p] do not reduce to elliptic curves over Fp. For example,

for m ∈ N, the elliptic curves corresponding to the lattices Z[m
√
−p] have endomorphism

ring Z[m
√
−p], which is strictly contained than Z[

√
−p]. So these curves will not reduce

to supersingular curves.
Now, we perform the transition from GC,ℓ to Gp,ℓ. By Theorem 3.3.6, the isogenies

of the graph GC,ℓ between curves with good reduction reduce to Fp-rational outgoing
isogenies. The only missing piece in the picture is showing that every isogeny between
supersingular elliptic curves over Fp can be obtained via this reduction.

Lemma 3.3.7. Let E be a supersingular elliptic curve over Fp. Let ℓ > 2 be a prime
natural number. The number of Fp-rational ℓ-isogenies with domain E is two if (−p

ℓ
) = 1

and zero otherwise. The number of Fp-rational 2-isogenies with domain E is one if p ≡ 1
mod 4 and three if p ≡ 3 mod 4.
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Proof. Let E be a supersingular elliptic curve over Fp. The Fp-rational ℓ-isogenies cor-
respond to Galois-invariant cyclic subgroups of E[ℓ]. Indeed, each of these ℓ-isogenies is
uniquely determined by its kernel, which must be a cyclic subgroup of E[ℓ]. The condi-
tion of Galois-invariance ensures we are considering only Fp-rational isogenies, by Remark
1.2.23. Let ℓ ̸= p, so that

E[ℓ] =
Z
ℓZ
×

Z
ℓZ

is a 2-dimensional vector space over Fℓ. The Frobenius endomorphism π acts linearly on
the ℓ-torsion subgroup. Fixing a basis for E[ℓ], the action of π is represented by a 2×2
matrix, whose characteristic polynomial modulo ℓ is π2 + p = 0. This polynomial can be
irreducible, split into two distinct linear factors, or split as a square of a linear polynomial.

Assume there is a cyclic subgroup G of E[ℓ] generated by a point P which is also
Galois-invariant, i.e. π(G) = G. It follows that π(P ) = [a]P , for some integer a. Thus,
the linear map π has an eigenspace with eigenvalue a and the characteristic polynomial
splits with linear factor π− a. Using the point P and completing it to a basis of E[ℓ], the
only two possibilities are (

a b
0 a

)
and

(
a 0
0 b

)
,

for some integer b ∈ N. The number of Galois-invariant cyclic subgroups of E[ℓ] in the
left case is ℓ+ 1 or 1, depending on whether the matrix’s upper left entry is zero or not.
In the case on the right, we have two of them and if the polynomial is irreducible there
are none. The polynomial x2 + p mod ℓ can only have a repeated root for ℓ = 2. When
b is congruent to 0 (resp. 1) modulo 2, we have 3 (resp. 1) Galois-invariant subgroups
of E[2]. We want to show that each possibility corresponds to the desired case, i.e. that
when EndpE = Z[−p+π

2
] we have b ≡ 0 modulo 2, and when EndpE = Z[π] we have b ≡ 1

modulo 2.
We have b ≡ 0 modulo 2 if and only if π(P ) = P and π(Q) = Q, so that E[2] = ker[2]

is included in ker(π − 1). Since the multiplication by 2 map is separable, there exists a
unique isogeny ϕ ∈ End(E) such that π − 1 = 2ϕ, see [33, Corollary III.4.1]. Moreover,
ϕ is Fp-rational since it is the quotient of two Fp-rational maps, namely π − 1 and the
multiplication by 2.

For any other ℓ, we get no Fp-rational isogeny when the polynomial is irreducible and
two when it splits, i.e. when (−p

ℓ
) = 1.

Eventually, we proved that the numbers of ℓ-isogenies in characteristic 0 equals the
number of Fp-rational ℓ-isogenies. Since isogenies in characteristic 0 reduce to Fp-rational
isogenies, there is a one-to-one correspondence betweeen Fp-rational ℓ-isogenies of super-
singular elliptic curves over Fp and ℓ-isogenies of elliptic curves over C with endomor-
phisms ring containing Z[

√
−p].

We can sum up the above lines in the following theorem.

Theorem 3.3.8. Let p > 3.

(1) If p ≡ 1 mod 4, there are h(−4p) Fp-isomorphism classes of supersingular elliptic
curves, all having the same endomorphism ring Z[

√
−p]. From each of them, there
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are one horizontal 2-isogeny and two horizontal ℓ-isogenies for every prime ℓ > 2
with (−p

ℓ
) = 1, all of them Fp-rational.

(2) If p ≡ 3 mod 4, there are two levels in the supersingular isogeny graph. From each
vertex, there are two horizontal ℓ-isogenies for every prime ℓ > 2 with (−p

ℓ
) = 1.

The second case splits into two subcases.

(2a) If p ≡ 7 mod 8, there are h(−p) vertices on each level. We have a 2-isogeny from
each vertex on the surface going down to the floor and two horizontal 2-isogenies.

(2b) If p ≡ 3 mod 8, we have h(−p) vertices on the surface and 3h(−p) on the floor.
Each vertex on the surface have three 2-isogenies going down to the floor and no
horizontal 2-isogeny.

Example 3.3.9. Let p = 71. Over the field F712 , we expect to find ⌊71
12
⌋ + 2 = 7 j-

invariants of supersingular elliptic curves, by Corollary 1.6.6. Recall that the j-invariant
is a good representative of the isomorphism class over the algebraic closure of the base
field. If we restrict ourselves to prime fields, there are more than one Fp-isomorphism
class for each j-invariant. Indeed, by Lemma 3.3.3, we expect that the number of F71-
isomorphism classes is exactly 14.

Since 71 ≡ 7 mod 8, we know that the 2-isogeny graphs over F71 has two levels, with
7 edges on each level. Each vertex in the surface has three edges that correspond to
two horizontal isogenies and one descending isogeny. In Figure 3.5, we have on the left
the supersingular 2-isogeny graph over F712 and on the right the supersingular 2-isogeny
graph over F71, with its much more regular structure.

Since 71 ≡ 3 mod 4 and (−71
3
) = 1, we have that each vertex in the 3-isogeny graph

over F71 has two horizontal isogenies.We still have two levels in the graphs, but they are
disconnected. In Figure 3.6, on the left we have the F712-rational supersingular 3-isogeny
graph, on the right the F71-rational supersingular 3-isogeny graph.

Figure 3.5
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Figure 3.6

3.4 Expander Isogeny Graphs

In the previous sections, we focused on understanding the structure of isogeny graphs
where the allowed degree for the isogenies is a single fixed prime number. In the following
section, we want to understand the behavior of isogeny graphs when we consider isogenies
of prime degree up to a given bound. We will show that, under the correct assumptions,
these graphs become expander graphs.

First, we briefly recall some ideas from graph theory.

Definition 3.4.1. Let G = (V , E) be an undirected graph, where V = {v1, ..., vn} is the
set of its vertices and E is the set of its edges. The adjacency matrix A of G is the n× n
matrix such that the (i, j)-th entry is 1 if there exists an edge connecting vi and vj and 0
otherwise.

Recall that an undirected graph G is said to be k-regular if each vertex has degree
exactly k. Since the graph G is undirected, the adjacency matrix A is symmetric, and
this implies that it has n real eigenvalues that we will denote by

λ1 ≥ · · · ≥ λn.

We will often refer to the λ1, ..., λn as the eigenvalues of G rather than the eigenvalues of
A, just to ease the notation. Notice that a function on the vertices of G

f : V −→ C

can be identified with a vector in Cn. Let ℓ2(V) be the finite dimensional complex Hilbert
space of square-summable functions

f : V −→ C

with norm

∥f∥ =

(∑
v∈V

|f(v)|2
)1/2
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and inner product

⟨f, g⟩ =
∑
v∈V

f(v)g(v).

We can think of A as a self-adjoint operator in ℓ2(V)

A : ℓ2(V) −→ ℓ2(V)
f 7−→ Af.

Hence, we have

Af(v) =
∑

w∈V : (v,w)∈E

f(w).

Lemma 3.4.2. Let G = (V , E) be a k-regular graph. Then its largest and smallest eigen-
values λ1 and λn satisfy

k = λ1 ≥ λn ≥ k.

Proof. One can immediately verify that k is always an eigenvalue ofG, since it corresponds
to the eigenvector 1 = (1, ..., 1). Moreover, the operator norm of A is exactly k, so all its
eigenvalues need to have norm smaller than k. Indeed, if f, g ∈ ℓ2(V) have both unitary
norm, then

|⟨Af, g⟩| =

∣∣∣∣∣∣
∑

v,w∈V : (v,w)∈E

f(v)g(w)

∣∣∣∣∣∣
≤
1

2

∑
v,w∈V : (v,w)∈E

|f(v)|2 + |g(w)|2

≤
1

2
k∥f∥+

1

2
k∥g∥ = k.

The first inequality comes from the relation

∥f − g∥ ≥ 0

⟨f − g, f − g⟩ ≥ 0

∥f∥2 + ∥g∥2 ≥ 2⟨f, g⟩.

Definition 3.4.3. Let ε > 0 and k ≥ 1. A k-regular graph is called (one-sided) ε-expander
if

λ2 ≤ (1− ε)k.

and a two-sided ϵ-expander if it also satisfies

λn ≥ −(1− ε)k.
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Most of the time, we will simply say that a certain graph is an expander graph, without
specifying for which ε the above condition holds.

Recall that, given any S ⊆ V , the characteristic function χS of S is the function such
that χS(v) = 1 if v ∈ S, χS(v) = 0 else.

Lemma 3.4.4. Let G be an undirected graph whose set of vertices is V/ Given S, T ⊆ V
and the adjacency matrix A of the graph G, the number of paths of length t ≥ 0 in G
starting from a vertex in T ending in a vertex of S is given by the inner product

⟨χS, AtχT ⟩.

Proof. In order to prove it, we can assume without loss of generality that T = {v}, for
some v ∈ V . Indeed, by linearity we have AtχT =

∑
x∈T A

tχ{x}, and to recover the
number of paths of length t starting from T ending in S we can sum the numbers of
paths of length t starting from each vertex of T ending in S. Analogously, we can assume
without loss of generality that S = {v′}. We will proceed by induction. For t = 0, notice
that ⟨χ{v′}, χ{v}⟩ equals one if v = v′, zero otherwise. We can look at it as the number
of paths from v to v′ of length zero. For t = 1, notice that Aχ{v}(x) equals one if x ∈ V
and v are connected by an edge, zero else. Hence, ⟨χ{v′}, Aχ{v}⟩ = ⟨χ{v′}, χU⟩ equals one
if v′ ∈ U , zero otherwise, where U is the set of vertices that are reachable from v with a
path of length 1. This coincides with the number of possible paths of length 1 starting
from v ending in v′. Let us now assume that ⟨χ{v′}, A

lχ{v}⟩ counts the number of paths
of length l ≤ t − 1 starting from v ending in v′. Since G is an undirected graph, A is
symmetric and we have that

⟨χ{v′}, A
tχ{v}⟩ = ⟨χ{v′}A,A

t−1χ{v}⟩ = ⟨χR, At−1χ{v}⟩ =
∑
x∈R

⟨χ{x}, A
t−1χ{v}⟩,

by linearity, where R is the set of vertices that are connected to v′ by one edge. By
inductive hypothesis, we have that, for each x ∈ R, ⟨χ{x}, A

t−1χ{v}⟩ is the number of
possible paths of length t−1 starting from v ending in x. The sum of those numbers gives
the number of possible paths of length t− 1 starting from v ending in R, which equals to
the number of paths of length t starting from v ending in v′, as we wanted to show.

Expander graphs are a fundamental tool used in many areas of computer science
thanks to their rapid mixing property, which we will prove in the following theorem. In
the following, we will denote by log the natural logarithm.

Theorem 3.4.5. Let G be a finite k-regular two-sided expander graph, for which the
nontrivial eigenvalues are bounded by |λi| < c for some constant c < k. Let S be any
subset of V and let v ∈ V. Then, a random walk of length at least

log 2#V
#S1/2

log k
c

starting from v will end in S with probability between #S
2#V and 3#S

2#V .
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Proof. Let χS and χ{v} be respectively the characteristic functions of the sets S and {v}
and let A be the adjacency matrix of G. The number of paths of length t that start in v
and end in S is given by the inner product ⟨χS, Atχ{v}⟩. Let C be the subspace of ℓ2(V)
consisting of all constant functions. Its orthogonal complement is the subspace

C⊥ = {f ∈ ℓ2(V) :
∑
v∈V

f(v) = 0},

and the operator A preserves this subspace. Indeed, if f ∈ C⊥, we have

Af =

(∑
w∈V

Av,wf(w)

)
v∈V

and we can verify that it is still in the subspace C⊥∑
v∈V

∑
w∈V

Av,wf(w) =
∑
w∈V

∑
v∈V

Av,wf(w) = k
∑
w∈V

f(w) = 0.

Moreover, by assumption, the norm operator of A is bounded by c on C⊥. Let P be the
projection from ℓ2(V) onto C⊥ and Q be the projection from ℓ2(V) onto C. Then we have

QχS = ⟨
1
√
#V

, χS⟩
1
√
#V

=

(∑
v∈S

1
√
#V

)
1
√
#V

=
#S

#V
1,

and similarly

Qχ{v} =
1

#V
.

Thus, we can compute the number of desired possible paths

⟨χS, Atχ{v}⟩ =⟨PχS +QχS, A
t(Pχ{v} +Qχ{v})⟩

=⟨PχS, AtPχ{v})⟩+

〈
#S

#V
1, At

1

#V

〉

=⟨PχS, AtPχ{v})⟩+
∑
v∈V

#S

#V
kt

#V

=⟨PχS, AtPχ{v})⟩+
#S

#V
kt.

Moreover, as one may expect, the number of all possible paths of length t starting from
v is

⟨1, Atχ{v}⟩ = kt.

The probability we aim to estimate is then

P =
#S

#V
+
⟨PχS, AtPχ{v})⟩

kt
.
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Notice that the numerator of the latter term is bounded by

|⟨PχS, AtPχ{v})⟩| ≤ ct∥PχS∥∥Pχ{v}∥ ≤ ct∥χS∥∥χ{v}∥ = ct#S1/2,

where the last inequality holds because the projection is a continuous linear operator.
Hence, we have that

#S

#V
−

(
c

k

)t

#S1/2 ≤ P ≤
#S

#V
+

(
c

k

)t

#S1/2. (3.2)

Now, we want to compute the length t such that(
c

k

)t

#S1/2 =
#S

2#V
.

Simple computations lead to

t =
log 2#V

#S1/2

log k
c

.

Thus, if we perform a walk in the graph of t > t, then we have(
c

k

)t

#S1/2 ≤
#S

2#V
.

Exploiting this new inequality, from (3.2) we get

#S

2#V
≤ P ≤

3#S

2#V
,

that is exactly the relation we were looking for.

Next, we want to introduce a special kind of graphs that can be produced from a
group.

Definition 3.4.6. LetG be a group generated by a subset S that is closed under inversion.
We define its corresponding Cayley graph Cay(G,S), whose vertices are the elements of G
and g, h ∈ G are connected by an edge if and only if there exists s ∈ S such that h = sg.

Definition 3.4.7. Let G be a group. A (complex multiplicative) character for G is a
group morphism

χ : G −→ C∗.

Let A be the adjacency matrix of the Cayley graph Cay(G,S). If G is a finite abelian
group, the eigenfunctions of A are precisely the characters χ : G −→ C∗. Indeed, for each
g ∈ G we have

Aχ(g) =
∑
s∈S

χ(sg) = λχχ(g), where λχ =
∑
s∈S

χ(s).

Hence, the spectrum of the adjacency matrix consists of character sums over the gener-
ating set S and the trivial eigenvalue comes from the trivial character 1.
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Definition 3.4.8. Let O be an order in the quadratic imaginary number field L. Let
χ be a character of cl(O). For all s ∈ C, we define the formal Hecke L-function of the
character χ to be

LO(χ, s) =
∑

a⊆O invertible

χ([a])

N(a)
.

One can easily show that this function is absolutely and uniformly convergent for
ℜ(s) > 1 and therefore it defines an analytic function on C ∖ {s ∈ C : ℜ(s) ≤ 1}. For
example, see [26, Proposition 8.1]. We can extend the Hecke L-function to a meromorphic
function in the whole complex plane with only one pole for s = 1.

One of the most famous and important open problems in mathematics is the Riemann
Hypothesis and one generalization involves the Hecke L-function. This generalization is
called Generalized Riemann Hyptothesis, for short GRH, and it predicts the distribution of
the zeros of the Hecke L-function. It is known that there is no zero with real part greater
than 1 and all zeros with negative real part are the even real numbers −2,−4,−6, ..., see
[26, Chapter VII]. These zeros are called trivial zeros of the Hecke L-function. Hence, all
other zeros must lie in the critical strip, i.e. the strip in the complex plane

{s ∈ C : ℜ(s) ∈ [0, 1]}.

The GRH precisely claims that all the nontrivial zeros of the Dedekind L-series lie in the
strip

{s ∈ C : ℜ(s) ∈ [0, 1/2]},

and so the half plane ℜ(s) > 1/2 is zero-free.
The next result shows that a particular Cayley graph associated with the class group

of a quadratic imaginary order satisfies the expansion property.

Theorem 3.4.9. Let L be a quadratic imaginary number field and O the order of con-
ductor f in L. Let f be the principal ideal in O generated by the conductor, dL the
discriminant of L and q = dLN(f) = dLf

2. Let x be a positive real number. Consider the
set

Sx = {[p] : p is an invertible prime O-ideal such that N(p) < x or N(p−1) < x}.

Then, assuming GRH for the characters of cl(O), the graph G = Cay(cl(O), Sx) has
trivial eigenvalue

λ1 = 2li(x) +O(
√
x log(x|q|)), where li(x) =

∫ x

2

dt

log t
,

while the nontrivial eigenvalues satisfy the bound

|λ| = O(
√
x log(x|q|)).

If we let B > 2 and x ≥ (log |q|)B, then the bound becomes

|λ| = O((λ1 log λ1)
1/2+1/B). (3.3)
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Proof. One can find a proof for a more general result in [18, Theorem 1.1]. In order to
build a proof for this particular version, one can use [18, Remark 1.2.a] and [10, Theorem
7.22].

Corollary 3.4.10. Let L,O and q as in the previous theorem and let x ≥ (log |q|)B, for
B > 2. Let h(O) be the class number of the order O. If GRH holds, then there exists a
positive constant C such that, a random walk of length

t ≥
log(h(O)/#S1/2)

log(λ
B−2
2B

1 /C log λ1
B+2
2B )

from any starting vertex lands in any fixed subset S ⊆ cl(O) with probability at least
#S

2h(O)
.

Proof. Following the notation established in the previous theorem, one can just apply
Theorem 3.4.5 to Cay(cl(O), Sx), using c = O((λ1 log λ1)

1/2+1/B) = C(λ1 log λ1)
1/2+1/B,

for some C > 0.

Now that we have these powerful results, we want to apply them to isogeny graphs,
starting from the case of complex elliptic curves with complex multiplication.

Theorem 3.4.11. Let O be an order of discriminant d and conductor f in a quadratic
imaginary number field L of discriminant dL. Let G be the graph whose vertices are ele-
ments of EllO(C) and whose edges are isogenies of prime degree less than M ≥ (log |d|)B,
for some constant B > 2. Then, assuming GRH, the graph G is a two-sided expander
graph satisfying the bound (3.3).

Proof. By Theorem 2.3.5, EllO(C) and cl(O) are in bijection. Moreover, isogenies of prime
degree less than M correspond to the action of integral ideals of prime norm less than
M , and the inverses of such ideals have the same prime norm and therefore they yield
such isogenies, too. Thus, the graph G is isomorphic to the Cayley graph of cl(O) with
generating set consisting of ideals of prime norm less than M ≥ (log |d|)B. The desired
result comes directly from Theorem 3.4.9 with x =M , after noticing that the requirement
x ≥ (log(f 2dL))

B is satisfied since d = f 2dL.

The next theorem performs a reduction and gives an analogous result for ordinary
elliptic curves over a finite field, using Deuring’s theorems.

Theorem 3.4.12. Consider the set SN,q of j-invariants of ordinary elliptic curves defined
over Fq having exactly N Fq-rational points. Fix j ∈ SN,q and let V be the set of all j-
invariants corresponding to curves with the same endomorphism ring as the one of the
curve corresponding to j. Form a graph G on the set of vertices V by connecting j1 and
j2 if there exists an isogeny of prime degree less than (log 4q)B between them, for some
fixed B > 2. Then, if GRH holds true, G is a two-sided expander graph in the sense that
its nontrivial eigenvalues satisfy the bound (3.3).
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Proof. Let O be the order in the quadratic imaginary number field L such that End(E) =
O for all curves whose j-invariant is in V . Let d be the discriminant of O. We have
that 4q = t2 − f 2d, where f is the conductor of O and t is the trace of the Frobenius
endomorphism. Hence, we have that

(log |d|)B =

(
log
|t2 − 4q|
f 2

)B

≤

(
log

4q

f 2

)B

≤ (log 4q)B,

since the trace t satisfies the Hasse bound |t| ≤ 2
√
q. Therefore, (log 4q)B satisfies the

condition for M in Theorem 3.4.11. Now, we want to show that the graph in Theorem
3.4.11 is isomorphic to the graph G. The curves in EllO(C) are all defined over the ring
class field H of O. Identification of vertices is achieved by choosing a prime ideal q in
the ring of integers of H of norm q and reducing the curves in EllO(C) to obtain curves
in SN,q. Theorem 2.4.9 implies that this identification is surjective, so we need to show
that it is injective. Consider two non-isomorphic elliptic curves Ea and Eb in EllO(C),
which means that a and b must lie in different ideal classes. By Proposition 2.3.16, there
exists a prime ideal c belonging to the same ideal class of ab−1. Recall that there is only
a finite number of ramified ideals, because the norm of such ideals needs to divide the
discriminant of the number field L. Therefore, since for each ideal class there are infinitely
many prime numbers that are norms of ideals in that class, we can assume without loss
of generality that c is unramified. In particular, c is not a principal ideal, because a and
b do not lie in the same ideal class, and its norm N(c) = p, for some p prime number.
This means that (p) = cc and they are the only ideals in O of norm p. Moreover, since c
is not principal, also c is not principal. The ideal c induces an isogeny ϕc between Ea and
Eb of degree p. If the reductions modulo q Ea and Eb were to be isomorphic, then the
reduction ϕ would be an endomorphism of Ea of degree p. However, there is no element
in O that has norm p. If α ∈ O has norm p, then N((α)) would be p, and so we would
have (α) = c or (α) = c. This is a contradiction, since they are not principal ideals by
construction.

For each prime ℓ, the reduction map sends every ℓ-isogeny in characteristic 0 to an
ℓ-isogeny in characteristic p. All the isogenies over a finite field of characteristic p are
obtained in this way, since E[ℓ] cannot have more cyclic subgroups of order ℓ than E[ℓ]
and ℓ-isogenies are in one-to-one correspondence with such subgroups.

Remark 3.4.13. The previous theorem relies purely on the correspondence between
prime degree isogenies and ideals class of prime norm. Hence, one could also apply the
result to the case of Fp-rational isogeny graphs of supersingular curves and prove that
also those graphs are expanders, under the right hypothesis.

Proposition 3.4.14. Let G be the same graph as in the previous theorem, whose vertices
are denoted by V. If the GRH holds, then there exists a positive constant C such that a
random walk of length

t ≥
log(h(O)/#S1/2)

log(λ
B−2
2B

1 /C log λ1
B+2
2B )
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from any vertex lands in any fixed subset S ⊆ V with probability at least
#S

2h(O)
, where

O is the endomorphism ring of the curves with j-invariant in G and h(O) is its class
number.

Proof. The proof is obtained directly by applying Corollary 3.4.10 and Theorem 3.4.12.

Loosely speaking, this last proposition ensures that if we fix a vertex j1 in the isogeny
graph G, we take a long enough random walk from j1, we store our final vertex j2 and we
forget the path we took, then it is hard to recover the sequence of visited vertices.
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Chapter 4

CSIDH

The first proposal for an isogeny-based primitive was made by Couveignes in 1997. His
idea yields a key exchange protocol where the space of public keys is the set of isomorphism
classes of ordinary elliptic curves over Fq, all sharing the same endomorphism ring O,
which is an order in an imaginary quadratic number field. It exploits the cl(O)-action
on elliptic curves and strongly relies on the commutativity of cl(O). Couveignes did not
publish any official paper on this topic and, eventually, it was discovered independently
by Rostovtsev and Stolbunov in 2004. For this reason, we will refer to this cryptosystem
as Couveignes-Rostovtsev-Stolbunov, CRS for short.

CRS has two big flaws. In 2010, Childs, Jao and Soukharev found an attack breaking
CRS and a quantum adaptation of this attack runs in subexponential time. As this may
still be tolerable, the main concern about CRS is its slowness.

There are two different paths attempted to solve the two aforementioned problems.

The first is to shift our attention to supersingular curves: the attack due to Childs,
Jao and Soukharev exploits the commutativity of cl(O), hence indirectly the commuta-
tivity of O. This led Jao and De Feo to consider supersingular elliptic curves, whose
full endomorphism ring is an order in a quaternion algebra, which is not commutative.
This gave birth to the cryptosystem SIDH, which stands for Supersingular Isogeny Diffie
Hellman. However, this cryptosystem shares as public keys some additional data, and
this led Castryck and Decru to discover a devastating key-recovery attack, which makes
SIDH completely unsecure.

The other available path is to accept the subexponential attack on CRS and try to
make the cryptosystem faster. This is the purpose of CSIDH [4], where the C stands for
“commutative”. While SIDH is pronounced spelling every single letter, CSIDH authors
Castryck, Lange, Martindale, Panny and Renes decided that the correct pronunciation is
“seaside”. The idea is still to shift to supersingular curves, but this time restricting our-
selves to prime fields. By Theorem 3.3.2, this constraint implies that the endomorphism
ring Endp(E) of a supersingular curve E is an order in an imaginary quadratic number
field, and so we can directly apply the construction of CRS. CSIDH runs over 2000 times
faster than the current state-of-art implementation of CRS, which itself presents many
speedups and ideas to achieve that speed.
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4.1 Why Supersingular?

In order to understand where the main speedup of CSIDH comes from, we need to take
a look at the initial parameters for both CRS and CSIDH.

A major speedup for CRS comes from the idea of choosing a field of characteristic p
such that p ≡ −1 mod ℓ for all distinct small primes ℓ up to a given bound. Then, one
needs to find ordinary elliptic curves E/Fp such that #E(Fp) ≡ 0 mod ℓ for as many
primes as possible. Notice that this is equivalent to looking for elliptic curves over Fp with
a point of order ℓ for as many primes as possible. These properties make the computations
of the cl(O)-action efficient, as we will see in the following. However, finding an ordinary
elliptic curve with those properties is hard, and the main research focus for CRS is on
speeding up this search.

In the supersingular case, if we assume p > 3, the fact that #E(Fp) = p + 1 for
all supersingular curves implies automatically that #E(Fp) ≡ 0 mod ℓ for all primes ℓ
dividing p + 1. Hence, if we choose p = ℓ1 · · · ℓn − 1, we can easily satisfy the required
condition and choose any supersingular curve.

The choice of supersingular curves boasts many other advantages. The class group
cl(O) is a finite abelian group whose cardinality asymptotically is

# cl(O) ∼
√
∆,

where ∆ = |t2 − 4p| is the discriminant of O, see [31]. Recall that the trace of the
Frobenius morphism of a supersingular elliptic curve over Fp is zero, so the discriminant
is as large as possible. Hence, we have

# cl(O) ∼ √p, (4.1)

and thus, for a fixed choice of p, the size of the class group is nearly as large as possible.
Thanks to this observation, one can choose p to be relatively small, which directly affects
the key size positively. This observation combined with Theorem 4.1.1 explains why
CSIDH has a really small key size.

As always, assume that K is a field of characteristic different from 2 and 3. The short
Weierstrass equation is not the only possible equation for an elliptic curve. In CSIDH, it
is preferable to use another one, called Montgomery equation, which is

y2 = x3 + Ax2 + x, (4.2)

with A ∈ K and A2 − 4 ̸= 0. This condition excludes singular curves. Its j-invariant is
defined as

j =
256(A2 − 3)3

A2 − 4
.

Every Montgomery equation can be converted into a short Weierstrass equation: starting
from an elliptic curve E with equation (4.2), we can perform the coordinate change
(x, y) 7−→ (x− A/3, y) and we get a new equation

y2 = x3 + ax+ b, where a =
3− A2

3
, b =

2A3 − 9A

27
.
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Not all elliptic curves can be put into Montgomery form. However, since we are interested
in supersingular curves over a particular type of prime field, we can use the Montgomery
form thanks to the following theorem.

Theorem 4.1.1. Let p > 3 be a prime such that p ≡ 3 mod 8 and let E/Fp be a
supersingular elliptic curve. Then Endp(E) = Z[π] if and only if there exists A ∈ Fp such
that E is Fp-isomorphic to the curve EA of Montgomery equation

y2 = x3 + Ax2 + x.

Moreover, if such an A exists, then it is unique and it is called Montgomery coefficient.

Proof. See [4, Proposition 8].

Notice that if we assume p ≡ 3 mod 8, we have p ≡ 3 mod 4, which implies that
the curve of j-invariant 1728 is supersingular. We will refer to this curve as E0, it has
equation

y2 = x3 + x,

and it will be the starting curve for our key-exchange protocol. We would like to exclude
the cases in which the curves with j-invariant 0 and 1728 have additional automorphism,
as we have discussed in Remark 3.1.3. Since the base field is of the form Fp, we just need
to make sure that Fp does not contain nontrivial elements of order 3 and 4. This happens
if the order of F∗

p is coprime both with 3 and 4. For example, we can see that if we choose
p ≡ 11 mod 12, then p − 1 ≡ 1 mod 3 and p − 1 ≡ 2 mod 4. Moreover, notice that
choosing p ≡ 11 mod 12 implies that p ≡ 3 mod 8, so that we can apply Theorem 4.1.1.

Now, we present an efficient way to identify supersingular curves over Fp, taken from
[4]. This is useful for the key-exchange protocol we will describe in the next section. As
we have already pointed out, an elliptic curve over Fp is supersingular if and only if it has
exactly p + 1 Fp-rational points. The idea is that if we can find a point in E(Fp) with
order d > 4

√
p that is a divisor of p + 1, we can conclude that E is supersingular. The

reason is that the Hasse interval in our case is

H(p) = [p+ 1− 2
√
p, p+ 1 + 2

√
p].

Therefore, if P ∈ E(Fp) has order d > 4
√
p, there is only one multiple of d in the Hasse

interval. If d divides p+ 1, we can conclude #E(Fp) = p+ 1.
In the setting for our protocol, we will choose p = 4 · ℓ1 · · · ℓn − 1, with ℓi small odd

distinct primes. In this case, a random point on a supersingular elliptic curve over Fp
must have order dividing p+ 1.

This observation leads to the verification method presented in Algorithm 1. If the
condition d > 4

√
p does not hold at the end of Algorithm 1, the point P has not enough

big order. This happens with very low probability, as we have observed. However, one
can try to run the algorithm with another random point. In (1), Algorithm 1 gives the
correct answer, since [ℓi]Qi ̸= O implies [p+ 1]P ̸= O, i.e. #E(Fp) does not divide p+ 1.
In (2), Algorithm 1 multiplies d (which at the end of the algorithm stores the order of the
examined point) by ℓi: from the previous command, we deduce that [p+ 1]P = O; since
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[(p + 1)/ℓ1]P ̸= O, ℓi must divide the order of P . Hence, if the randomly chosen point
has not small order, Algorithm 1 is correct and always classifies properly elliptic curves.
There is no possibility of wrongly classifying an ordinary curve as a supersingular one.

The algorithm is very efficient, since it only involves choosing a random point and
taking multiples of that point in the elliptic curve.

Moreover, the probability of choosing a random point of large order is very high.
Indeed, by [36, Theorem 4.1], we have that

E(Fp) ≃ Z/nZ or E(Fp) ≃ Z/n1Z× Z/n2Z,

for some integers n ≥ 1 or n1, n2 ≥ 1, with n1 dividing n2. By definition of p, the second
possibility cannot occur. Hence, by the Chinese Remainder Theorem and the fact that
E(Fp) = p+ 1, we have that

E(Fp) ≃ Z/(p+ 1)Z ≃ Z/4Z×
n∏
i=1

Z/ℓiZ.

Ignoring the even part, a random Fp-rational point corresponds to a random n-tuple
(m1, ...,mn) ∈

∏n
i=1 Z/ℓiZ. If the i-th entry is nonzero, then the prime ℓi divides the order

of the point. If we denote by d such an order, we have that ℓi divides d with probability
(ℓi − 1)/ℓi, because that is the probability of having the i-th entry nonzero. Hence,
heuristically, we can assume that a random point has large order with high probability.

Algorithm 1 Verifying supersingularity

Require: An elliptic curve E/Fp, where p = 4 · ℓ1 · · · ℓn − 1. O is the identity of the
group.

Ensure: Supersingular or Ordinary.
Randomly choose a point P ∈ E(Fp).
d← 1
for i ∈ {1, ..., n} do

Qi ← [(p+ 1)/ℓ1]P
if [ℓi]Qi ̸= O then return Ordinary ▷ (1)
end if
if Qi ̸= O then d← ℓi · d ▷ (2)
end if
if d > 4

√
p then return Supersingular

end if
end for

4.2 Key-exchange Protocol

First, we introduce the standard situation in a Diffie-Hellman key-exchange protocol.
We have three characters playing: Alice, Bob and Eve. Alice and Bob need to com-

municate and share secret information through a channel, and every piece of data passing
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through this channel can be stored by Eve, the evil character. Eve’s goal is to steal Alice’s
and Bob’s secret information. Each user of our system has a set of secret (or private)
keys SU and a set of public keys PU . A key-exchange protocol is a number of prescribed
actions involving the keys SA,SB,PA,PB performed by Alice and Bob in order to agree
on a common secret key that Eve cannot recover using the information she stored during
the process and her own keys SE,PE. We assume that Alice and Bob do not share with
anybody their secret keys and that Eve knows how our protocol works.

CSIDH needs the following public global parameters.

(1) A prime number p of the form p = 4 · ℓ1 · · · ℓn − 1 such that p ≡ 3 mod 8, where
{ℓ1, ..., ℓn} is the set of all distinct odd small primes up to a given bound.

(2) The elliptic curve E0 of equation y
2 = x3+x over Fp. Remember it is supersingular,

since p ≡ 3 mod 4.

A classical number theoretic result due to Dirichlet ensures that there exist infinitely
many primes of the form we require.

Theorem 4.2.1 (Dirichlet). Let n,m be coprime positive integers. There are infinitely
many prime numbers of the form n+ km, with k ∈ Z.

Proof. See [15].

The trace of the Frobenius endomorphism π is zero, and so π satisfies π2 = −p.
By Theorem 3.3.2, Endp(E0) = O is an order in the quadratic imaginary number field
Q[π] = Q[

√
−p]. Precisely, Theorem 4.1.1 shows that O = Z[π], which has conductor 2.

This choice of parameters implies that the ℓi-isogeny graph is a disjoint union of cycles,
by Theorem 3.3.8. Indeed, for each ℓi, we have that(

∆

ℓi

)
=

(
− 4p

ℓi

)
=

(
− p
ℓi

)
=

(
− 4ℓ1 · · · ℓn + 1

ℓi

)
=

(
1

ℓi

)
= 1,

where ∆ is the discriminant of Q[π]. Moreover, since π2 − 1 ≡ 0 mod ℓi, by the classical
number theoretic result [24, Theorem 27], we have that the ideals ℓiO split as ℓiO = lili,
where

li = (ℓi, π − 1) and li = (ℓi, π + 1),

and the length of each cycle equals the order of l in cl(O). We would like to know the exact
structure of the class group cl(O) and be able to sample uniformly elements at random.
The cryptographic size of the discriminant makes this currently not feasible. Hence, we
need some heuristic arguments. Recall that in the ring of integers of a number field we
have unique factorization into prime ideals. However, O is strictly contained in the ring
of integers Z[1+π

2
], because p ≡ 3 mod 4. Hence, in general, we cannot expect uniqueness

of the factorization in O. We assume that the li do not have small order in cl(O) and are
“evenly distributed” in the class group, so that we can expect different ideals of the form
le11 · · · lenn for small ei to lie in the same class only occasionally. For efficiency reason, it
is preferable to sample exponents ei from a short range around zero. We will show that
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{−m, ...,m} with m such that 2m + 1 ≥ n
√
#cl(O) ∼ 2n

√
∆ = 2n

√
4p is enough. As the

ideals li are fixed global parameters, we can represent the ideal

n∏
i=1

leii

simply as a vector (e1, ..., en).
At this point, we need to understand how we can walk on the isogeny graph, i.e. how

to compute the target curve of the isogeny induced by the action of cl(O). We are only
interested in the codomain since this is the only necessary information to move along the
isogeny graph. Let’s say we want to compute the isogeny ϕli , the one produced by the
action of the ideal li on a supersingular curve E/Fp. One method can be the following.
We start by finding a basis of the ℓ-torsion subgroup

E[ℓ] =
Z
ℓZ
×

Z
ℓZ
.

This is a 2-dimensional vector space over Z/ℓZ. Then, we compute the eigenspace of the
Frobenius, i.e. we want to find a point P ∈ E such that π(P ) = λP . We already know
that the eigenvalues are +1 and −1. Hence, we may simply choose P among Fp-rational
points of order ℓi. Notice that the vector subspace generated by such a P is exactly the
torsion group E[li], since we have

E[li] = E[(ℓi, π − 1)] = {Q ∈ E : [ℓi]Q = O and π(Q) = Q} = E[ℓi] ∩ ker(π − 1).

Hence, having computed E[li], using Velú formulas, we can efficiently compute the target
curve of the corresponding isogeny ϕ. By Theorem 2.3.19, ϕ coincides up to isomorphism
with the isogeny we were looking for, i.e. ϕ = ϕli . If we wanted to compute the action of
the ideal li, we could go through the same steps, but choose P to be a Fp2-rational point
of order ℓi that is not Fp-rational. Recall that every supersingular elliptic curve is defined
at most over Fp2 .

Notice that we can use the Montgomery coefficients to identify classes of supersin-
gular elliptic curves up to Fp-isomorphism, thanks to Theorem 4.1.1. Recall that each
j-invariant of a supersingular elliptic curve corresponds to two distinct Fp-isomorphism
classes, by Lemma 3.3.3. This is the reason why it is preferable to use the Montgomery
coefficient to represent each class. Indeed, if the classic j-invariant were to be used, we
would not be able to distinguish between the two different Fp-isomorphism classes.

We are ready to describe precisely how the CSIDH key-exchange protocol works. Each
user has one private key and one public key. The private key is a n-tuple (e1, ..., en) of
integers, each sampled from the set {−m, ...,m}. These integers represent one ideal class
[a] in the way we have already explained. The public key is the Montgomery coefficient
A ∈ Fp of of the supersingular elliptic curve [a]E0, the one obtained by applying the action
of [a] to E0.

Now, suppose Alice and Bob have key pairs ([a], A) and ([b], B). If Alice wants to
agree on a common secret key with Bob, she needs to verify that Bob’s public key B
corresponds to a supersingular curve over Fp with endomorphism ring O = Z[π]. We will
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denote by EB Bob’s curve. This verification can be performed efficiently, using Algorithm
1. Then, Alice applies the action of her secret ideal [a] to EB, ending up with the curve
[a]EB = [a][b]E0. Bob should proceed analogously with his own secret ideal [b] and Alice’s
public key A to compute the curve [b][a]E0. The shared secret is now the Montgomery
coefficient S of the common secret curve [a][b]E0 = [b][a]E0, which is the same for Alice
and Bob, thanks to the commutativity of cl(O) and Theorem 2.1.13.

Algorithm 2 Key-exchange protocol

Require: Alice’s and Bob’s secret keys, [a] and [b] respectively; the public curve E0.
Ensure: Secret key agreement.
A ← Montgomery coefficient of [a]E0 ▷ Alice’s public key
B ← Montgomery coefficient of [b]E0 ▷ Bob’s public key
Alice computes SA, the Montgomery coefficient of [a][b]E0.
Bob computes SB, the Montgomery coefficient of [b][a]E0.

4.3 Security Assumptions

In this section, we first want to recall some basic definitions in time complexity theory.
After that, we will focus on understanding on which security assumptions CSIDH relies.

Definition 4.3.1. Let A be an algorithm that performs computations involving the in-
teger n of k bits. A is said to be:

(1) a polynomial algorithm if there exists a polynomial p(x) such that the number of
bit operations required to complete the algorithm is O(p(k));

(2) a subexponential algorithm if the number of bit operations required to complete the
algorithm is O(2k

ε
), for all ε > 0;

(3) an exponential algorithm if there exists a polynomial p(x) such that the number of
bit operations required to complete the algorithm is O(2p(k)).

The algorithm A is said to be probabilistic if there is the possibility that some inputs
do not produce the desired output, in the sense that it may be wrong or inconclusive.
The definition of probabilistic algorithm is opposed to that of deterministic algorithm,
for which every input produces the desired output.

An example of a probabilistic algorithm is Algorithm 1. Indeed, one could choose a
random point of small order, which would not produce an answer. A probabilistic algo-
rithm is considered good if it produces the desired output with high enough probability.
In this sense, Algorithm 1 is a good algorithm. Typically, the trade-off consists of giving
up determinism and achieving a lower time complexity.

Let us look at the key-exchange protocol from Eve’s point of view. She possesses
her private and public keys ([e], E) and can store the two public keys of Alice and Bob.
If she wants to be able to recover the shared secret S, she needs to compute the curve
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[a][b]E0. The only obvious way to do so is to recover either Alice’s or Bob’s secret key.
This problem is considered computationally hard.

Problem 1. Given two supersingular elliptic curves E,E ′ defined over Fp with the same
Fp-rational endomorphism ring O, find an ideal a of O such that [a]E = E ′.

Moreover, notice that the ideal needs to be represented in such a way that its action
on a curve can be evaluated efficiently, for example, using the method described in Section
4.2. For instance, the ideal could be given as a product of prime ideals of small norms.

Actually, the security of the primitive of CSIDH is based on a slightly different hardness
assumption. It is conjectured that the CSIDH primitive is an instance of Couveignes’
hard homogeneous space, which is a finite commutative group action for which some
computations can be performed efficiently and others are hard. See [9].

Definition 4.3.2. A hard homogeneous space consists of a free and transitive group action
(G,X, ⋆), where G is a finite commutative group and X is some set such that #G = #X.
The following tasks need to be easy.

(1) Given g1, g2 decide whether they are elements of G, compute g−1
1 , g1g2 and decide if

g1 = g2.

(2) Sample a random element from G with (close to) uniform distribution.

(3) Given x, decide if x is an element in X.

(4) Given x1, x2 ∈ X, decide if x1 = x2.

(5) Given g ∈ G and x ∈ X, compute the action g ⋆ x.

The following tasks need to be hard:

(1) Given x1, x2 ∈ X, find g ∈ G such that g ⋆ x1 = x2.

(2) Given x1, x2, x3 ∈ X such that x2 = g ⋆ x1 for some g ∈ G, find x4 such that
x4 = g ⋆ x3.

By easy task, we mean a computation for which there exists a polynomial-time algo-
rithm (at least probabilistic). By hard task, we mean a computation for which there is
no known probabilistic or deterministic polynomial-time algorithm.

Remark 4.3.3. We would like to make the security of CSIDH rely on what we discussed
in Chapter 3, Section 4, because everything we proved is adaptable to the isogeny graphs of
CSIDH, thanks to Remark 3.4.13. For the cryptosystem CSIDH, we have p = 4ℓ1 · · ·ℓn−1
and the choice suggested by the authors of the original paper of CSIDH is n = 74. This
is a compromise to make the system both secure and efficient. If we take ℓ1, ..., ℓ73 to be
the first 73 primes, the first prime number that makes p a prime number is ℓ74 = 587.
In order to obtain an expander graph and take advantage of its rapid mixing properties,
after fixing B > 2, we should consider the isogeny graph Gp,P , where P is a set containing
all primes up to

(log 4p)B ∼ (350)B,
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which is way larger than 587. Hence, we cannot be sure whether the CSIDH isogeny graph
is actually an expander. However, as pointed out in [18, Section 7.2], it seems that the
requirement B > 2 is not sharp and B > 1 is expected. If this turns out to be true, by
performing a slightly different choice on the primes ℓi, we could make the CSIDH isogeny
graph into an expander graph.

4.4 Classical Security

By classical security, we allude to the resistance of a cryptosystem to key-recovery at-
tempts that can run on classical computers.

The most naive approach to attack CSIDH and recover the private key of another user
is to perform a search through all possible keys. This method is called brute force attack.
Recall that a private key for CSIDH consists of a vector of exponents (e1, ..., en) such that
each exponent can take value in the range {−m, ...,m}. Every vector represents the ideal
class [ℓe11 · · · ℓenn ], but there may be multiple possible representations, since the order we
are working with is not the ring of integers. This means that the morphism of groups

(e1, ..., en) 7−→
n∏
i=1

[le1i ]

has nontrivial kernel. Even if it is not clear how to explicitly determine the kernel of
the above morphism, we argue with an heuristic argument that the number of short
representatives per ideal class is small. With the adjective short, we mean that the
exponents are taken from the set {−m, ...,m}.

Assume that cl(O) is almost cyclic, in the sense that there exists a very large cyclic
subgroup G. Indeed, [7, 9.1] provides a heuristic argument on why this is true with high
probability for an arbitrary imaginary quadratic number field. Let us consider the group
homomorphism

ρ : cl(O) −→ Z/NZ,
where N is the order of the large cyclic subgroup in cl(O). This map is the projection from
cl(O) to G composed with the isomorphism G ≃ Z/NZ. By assumption, ρ is surjective.
Let αi = ρ([li]). Let us suppose that α1 = 1, which can be done without loss of generality
if one of the ideals ℓi has order N . If this is not the case, we can replace cl(O) with the
subgroup generated by the ideals li and everything works fine in a completely analogous
way. For any fixed [a] ∈ cl(O), any of short representations [a] = [le11 · · · lenn ] correspond
to a solution to the linear congruence

e1 + e2α2 + · · ·+ enαn ≡ ρ([a]) mod N. (4.3)

Therefore, if we count the number of solutions to this linear congruence, we can establish
an upper bound for the number of short representations of the ideal class [a]. Notice
that the number of solutions coincides with the number of solutions of the associated
homogeneous linear congruence

e1 + e2α2 + · · ·+ enαn ≡ 0 mod N. (4.4)
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Definition 4.4.1. A lattice of rank m Λ in Rn, with m ≤ n, is a discrete subgroup of Rn

such that the R-linear space spanned by its elements has dimension m. Equivalently, it is
a free Z-module of rank m. If the vectors forming any basis of Λ have integer coordinates,
we say that Λ is an integer lattice.

Given Λ a rank-m lattice in Rn and a basis {u1, ..., um}, we can define its volume to
be

vol(Λ) = |det(u1, ..., um)|.

The volume of a lattice can be interpreted as the m-dimensional volume of the paral-
lelepiped singled out by any of its bases.

The solution of the homogeneous congruence (4.4) are exactly the points in the integer
lattice Λ spanned by the vectors v1, ..., vn, where

v1 = (N, 0, 0, ..., 0)

v2 = (−α2, 1, 0, ..., 0)

v3 = (−α3, 0, 1, ..., 0)

...

vn = (−αn, 0, 0, ..., 1).

Lemma 4.4.2 (Gaussian Heuristic). Let Λ be a rank-n lattice in Rn and M a measurable
subset of Rn. The Gaussian Heuristic predicts that the number of points in Λ ∩ M is
roughly

vol(M)

vol(Λ)
.

For a more detailed insight on the motivations underlying the Gaussian Heuristic, see
[27, Definition 2.8].

Applying the Gaussian Heuristic to our case, we can deduce that the number short
representations for the ideal class [a] is roughly

vol([−m,m]n)

vol(Λ)
=

(2m)n

N
.

We assumed that cl(O) is almost cyclic, so we have

(2m)n

N
≈

(2m)n

cl(O)
.

Hence, if we choose m to be as small as possible such that (2m)n ≥ cl(O), we can hope
that the number of short representations of the ideal class [a] is small.

Let now ([a], A) be Alice’s pair of keys. If we assume that the number of short
representations for each ideal class is small, then we can deduce that a brute-force attack
has at least exponential computational complexity. Indeed, for every possible secret key
(e1, ..., en), one needs to compute the action of the corresponding ideal class [e] on E0 and
verify if the Montgomery coefficient of [e]E0 equals A, using the method we described in
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Section 4.2. Notice that the number of bits of a secret key is n(logm+1). The brute-force
attack we have just described has computational cost

O(Vn(2m+ 1)n) = O(Vnen logm),

where V is the computational cost for the action of the largest among the prime ideals li
using Velú formula. Notice that for each candidate tuple, it is preferable to apply n times
Velú formula for the action of a prime ideal of small norm rather than apply Velú formula
only once to a large norm ideal. The computational cost is at least O(en logm), which is
exponential in the length of the private key. Using the estimate 4.1 and our choice or m
and n, we can give the computational cost in terms of p: the computational cost of the
brute force attack on CSIDH is O(p).

Currently, there is no known classical algorithm running fast enough to pose a threat
to CSIDH. Moreover, it is crucial to notice that Shor’s algorithm does not apply to CSIDH
trivially, because there is no clear way to translate the CSIDH primitive into a discrete
logarithm or a factoring problem. Precisely, the reason why the CSIDH primitive is not
based on discrete logarithm is that the set of vertices of the isogeny graph we work with,
which is EllZ[π](Fp), does not have a group structure. However, this does not directly
imply that CSIDH is quantum-resistant. Indeed, [21] describes a quantum key-recovery
attack that runs in sub-exponential time. At the moment, there is no known attack on
CSIDH that runs in polynomial time.
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[35] J. Vélu, Isogénies entre courbes elliptiques, Comptes-Rendus de l’Académie des
Sciences, 273 (1971), pp. 238–241.

[36] L. C. Washington, Elliptic curves: number theory and cryptography, Chapman
and Hall/CRC, 2008.

[37] W. C. Waterhouse, Abelian varieties over finite fields, in Annales scientifiques de
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