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Abstract. In modern society, where digital security is a major preoccupation, the 

perception of trust is undergoing fundamental transformations. Blockchain 

community created a substantial body of knowledge on design and development 

of trustworthy information systems and digital trust. Yet, little research is focused 

on broader scope and other forms of trust. In this study, we review the research 

literature reporting on design and development of blockchain solutions and focus 

on trustworthiness requirements that drive these solutions. Our findings show that 

digital trust is not the only form of trust that the organizations seek to reenforce: 

trust in technology and social trust remain powerful drivers in decision making. 

We analyze 56 primary studies, extract and formulate a set of 21 trustworthiness 

requirements. While originated from blockchain literature, the formulated 

requirements are technology-neutral: they aim at supporting business and 

technology experts in translating their trust issues into specific design decisions 

and in rationalizing their technological choices. To bridge the gap between social 

and technological domains, we associate the trustworthiness requirements with 

three trustworthiness factors defined in the social science: ability, benevolence 

and integrity. 

Keywords: Trust, Trustworthiness, Requirements, Blockchain, Literature 

review. 

1 Introduction 

Trust is a social construct that emerges from relationships and interactions between individuals or 

groups. It involves a willingness to rely on others based on perceived ability, integrity, and 

benevolence [1], [2] and is influenced by factors such as past experience, reputation, and social 

norms. Digital technologies enable novel models of social and business interactions, where trust 

becomes a critical design consideration for information systems. The impact of trust on system 

design is twofold: firstly, modern technologies act as mediators in interactions between individuals 
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and organizations, with the expectation of increasing trust between them; secondly, these 

technologies themselves must be trusted by users to provide them with a positive experience [3].  

In the technological domain, trust is often connotated with security, reliability, and usability of 

digital systems or platforms. The extended ISO 27000 definition for trust [4] includes the CIA-

triad (confidentiality, integrity, availability) as well as authenticity, accountability, non-

repudiation, and reliability. Within this conceptualization, trust is often established through 

technological mechanisms, algorithms, and automated processes, and can be objectively assessed. 

The gap between the social and technology-centric definitions of trust arises due to the 

challenges of translating the subjective, context-dependent nature of social trust into objective, 

measurable terms that can be addressed by technical mechanisms. To bridge this gap, it is 

important to recognize the multidimensional nature of trust and consider the social and cultural 

contexts in which technological systems are developed and used.  

Three forms of trust are widely recognized in the literature: social trust, digital trust, and trust 

in technology. Social (or interpersonal) trust is defined as the subjective probability that an entity 

– a trustee – has the required capacity and willingness to perform an action that is beneficial or at 

least not detrimental to another entity – a trustor – in a specific context [1]. Compared to social 

trust, digital trust defines relationships between entities in the digital world. It is the measure of 

confidence that a trustor has in the trustee's ability to protect data and privacy of individuals [5]. 

Trust in technology is another form of trust that reflects trustor’s beliefs that a specific technology 

has the attributes necessary to perform as expected in a given situation where negative 

consequences are possible [6], [7]. Social, digital, and trust towards technology are intrinsic to 

organizations and have important implications in organizational decision-making and technology 

adoption [6], [8]–[11]. They need to be explicitly addressed in the design of technological 

solutions. 

During the past decade, the blockchain community provided a substantial contribution to the 

body of knowledge on the design and development of trustworthy information systems [12]–[14]. 

Blockchain technology fosters digital trust through reliable and efficient information sharing [15]. 

In the blockchain literature, trust is mainly connotated with specific technical properties such as 

decentralization, transparency, traceability, data integrity, etc. [11], [16]–[18]. Many of these 

properties are granted by the fundamental features of the blockchain technology itself [19].  

While digital trust provides a foundation for secure and reliable digital interactions, it may not 

fully capture the complexities of social trust that arise from human relationships, emotions, and 

cultural factors. Moreover, different architectural and design choices, consensus mechanisms, and 

governance structures impact the level of trust and confidence that users have in the blockchain 

solutions [8]. Therefore, the broader scope and implications of trust in blockchain solution design 

need to be studied. 

In this work, we investigate how social trust, digital trust, and trust in technology are addressed 

in the blockchain literature. We follow the guidelines for systematic literature review (SLR) 

defined by Kitchenham et al. in [20] and review primary research studies that focus on trust 

conceptualization, trustworthy system design, and acceptance in blockchain.  

With this study, we intend to make the following contributions: 

• Descriptive overview of current research in information systems engineering and blockchain 

that addresses trust issues and trustworthiness requirements.  

• Definition and classification of trustworthiness requirements extracted from primary research 

studies in blockchain.  

• Qualitative analysis of trustworthiness requirements. 

Grounded on the lessons learned from the blockchain community, this work addresses a broader 

audience. First, it will help organizational stakeholders to better understand their trustworthiness 

requirements and to assess potential value of technological (in particular, blockchain) solutions to 

meet these requirements. Second, it will address technology professionals and researchers, helping 

them to align their design decisions with a social context. We formulate the identified 

trustworthiness requirements in technology-neutral language and make them reusable in different 
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problem and solution domains. To bridge the gap between technological and social domains, we 

associate the defined requirements with the three trustworthiness factors from social science: 

ability, benevolence, and integrity [2]. In order to effectively address the concerns of various 

experts involved in solution design, we identify each trustworthiness requirement with its 

corresponding type of trust. Additionally, we propose a mapping of these requirements on three 

abstraction levels: strategic, operational, and IT, to facilitate their expression in different 

organizational contexts. Our final intended contribution is: 

• Identification of key challenges and directions for future work that would lead to improved 

alignment between organizational requirements and technological solutions for resolving trust 

issues. 

The remainder of this article is organized as follows: Section 2 presents the background for this 

study and analyses the related works. Section 3 presents our research method. Section 4 reports on 

the results of this literature review with respect to the defined research questions. In Section 5, we 

discuss our findings and provide directions for future research. Finally, in Section 6, we conclude 

our article. 

2 Fundamentals and Related Work 

2.1 Trust and Trustworthiness 

In the research literature on trust, the act of trust is often represented as a relationship between a 

subject (the trustor) and an object of trust (the trustee) [21], [22]. Outcome of trust is defined as 

an interaction between trustor and trustee and is characterized by the resulting experience (negative 

or positive). Antecedents of trust refer to the factors that influence trustor’s willingness to trust 

and include factors related to the subject (trustor’s propensity to trust), to the object 

(trustworthiness of the trustee) and to the environment where interaction between the subject and 

the object takes place (e.g., institutional trust) [2], [6], [23], [24]. 

In this study, we consider trustor’s propensity to trust and institutional trust as invariant for a 

given interaction. Our primary focus is on trustworthiness factors, which are associated with the 

expected attributes of trustee. Trustor perceives the trustworthiness of a trustee by collecting 

information on that particular trustee. This perception can evolve based on the trust outcomes 

(good or bad experience) [1], [2]. Trustors expectations about trustworthiness of a trustee can be 

formulated as trustworthiness requirements (TwR). TwR can be met by incorporating certain 

attributes, features, or properties by the trustee, whether a social entity or a technological solution. 

Whereas researchers in social sciences study trust as relationships between social entities 

(individuals, groups or organizations), in information systems research, trust is considered as a 

socio-technical concept. It can be defined as a relationship between social entities and 

technological components (e.g., information systems, applications, infrastructure, etc.), in which 

a technological component can be either an object (trustee) or a subject (trustor) [25]. To address 

this complex nature of the concept, we consider three types of trust: social trust (trust between 

social entities), trust in technology (trust between a social entity – a trustor, and a technological 

component – a trustee) and digital trust (trust between social entities where technological 

components play the role of mediator and act “on behalf of” a trustor or a trustee).  

Depending on whether the trustee is a social entity or an IT object, the trustor needs to consider 

different trustworthiness factors prior to engage into interaction with this trustee. Below, we 

provide a brief overview of social trust, trust in technology and digital trust and their 

trustworthiness factors. We summarize the presentation in Table 1. 
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Table 1. Overview of trust types 

Type of Trust Trustor (subject) Trustee (object) 
Trust antecedents (factors 

of trustworthiness) 
Outcome 

Social Trust Org. / Individual Org. / Individual 
Ability, benevolence, 

integrity 

Interaction / 

collaboration 

Trust in 

Technology 
Org. / Individual IT object 

Functionality, 

helpfulness, usefulness, 

reliability 

Acceptance, use 

Digital Trust 

Org. / Individual IT object Privacy, security, 

transparency, traceability, 

control 

Interaction / transaction 

in digital environment 
IT object Org. / Individual 

IT object IT object 

Social Trust 

Social trust is a precondition of collaboration. It is described by a situation in which an individual 

or an organization (trustor) is willing to rely on the chosen actions of another individuals (trustee). 

Gambetta [1] defines trust as a level of the subjective probability with which the trustor assesses 

that the trustee will perform a particular action. Mayer, Davis and Schoorman define trust 

antecedents and outcomes in their integrative model of organizational trust [2]. The authors define 

the trust for a trustee as “a function of the trustee’s perceived ability, benevolence, and integrity 

and of the trustor’s propensity to trust.” Whereas propensity to trust is an intrinsic characteristic 

of a trustor, ability, integrity and benevolence are the factors of (perceived) trustworthiness that 

characterize a trustee and thus can be evaluated. According to [2], ability defines a group of skills, 

competencies, and characteristics that enable a trustee to have influence within some specific 

domain; benevolence defines the extent to which a trustee is believed to want to do good to the 

trustor, aside from an egocentric profit motive; integrity refers to trustee’s moral quality of being 

sincere, honest, and her capacity and willingness to adhere to some rules/principles. Social trust is 

used as the basis for decision-making in diverse contexts, including enterprise strategy, governance 

of operations and technology [26].  

Trust in Technology 

Trust in technology is described by a situation in which an individual user or an organization 

(trustor) is willing to rely on technology (trustee) to accomplish a specific task [6]. Trust in 

technology reflects trustor’s beliefs that a specific technology (IT object) has the attributes 

necessary to perform as expected in a given situation in which negative consequences are possible.   

The trustworthiness factors in trust in technology include functionality, helpfulness, reliability 

and credibility of information [6], [7]. According to Sutcliffe [3], needs for trust in technology can 

be fulfilled by solutions’ usability, functionality, aesthetics. He also highlights that trust can be 

facilitated via customizability and adaptability. In [27], [28], trustworthiness of technology is 

associated with (perceived) usefulness, ease of use, enjoyment and value (quality/price ratio). In 

[29] trustworthiness of software is associated with transparency, verifiability and compliance of 

the development process.  

Trust in technology is an antecedent of technology acceptance and use [28], [30], [31]. To 

improve the acceptance, user’s expectations about trustworthiness of technology need to be 

explicitly formulated as respective (trustworthiness) requirements and considered in technology 

design.  

Digital Trust  

Digital trust is a precondition for social and business interactions in a digital environment. In these 

interactions, technology (IT object) plays the role of a mediator and can impersonate a trustor or a 

trustee. Digital trust reflects trustor’s beliefs that trustee (a social entity or an IT object) has the 

attributes necessary to support secured digital interactions [5]. Trustworthiness factors in digital 

trust include (perceived) privacy, security, transparency, traceability, and control [19], [32]. 

According to [3], the role of technology as a trust mediator can be also fulfilled by increasing 

accessibility of information, transparency of processes, communication of intent and identity. 
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2.2  Trustworthiness Requirements in Software and Systems Engineering  

In systems engineering, trustworthiness of a particular system or component means “to be worthy of 

being trusted” to fulfil some specific requirements [33]. ISO/IEC 25010 Standard [34] addresses systems 

and software quality requirements and defines trust as a degree to which a user or other stakeholder 

has confidence that a product or system will behave as intended. Whereas these definitions provide 

some reference to the social context where the system is used, the implications of trust are not 

explored much further. Subjectivity, context sensitivity and emergence are characteristics of 

trustworthiness that make it difficult to capture and formalize in product design. Consider an example of 

a mobile phone: if we examine the trustworthiness factors that influence a user’s decision to buy, to use 

for specific purposes and to rely upon this product, we discover that for different users and contexts of 

use these factors will not be the same. For an elderly person, the antecedents of trust will include usability 

and helpfulness; for people with active lifestyle they will include robustness and cost efficiency; for 

professionals they will include performance, resilience, data security and so on. Further, stakeholders’ 

“needs for trust” can run into conflict with other needs and impact the requirements. For instance, using 

a cloud storage is attractive because of its high accessibility and low price, however this raises trust 

concerns related to resilience and possibility of unauthorized access to your personal or business data. 

Trustworthiness requirements considered in this work provide a ground for reasoning about such 

conflicts and their resolution.  

In requirements engineering, a requirement is defined as a statement which identifies an operational, 

functional or design characteristic or constraint of the product or process, which is unambiguous, 

testable or measurable, and necessary for the product or process to be accepted by consumers or internal 

quality assurance guidelines [35]. A set of explicit, clearly stated requirements facilitates communication 

between stakeholders: it justifies technological and design decisions and provides a basis for solution 

validation. When expressed in natural language, the statement of requirement should include a subject 

(e.g., system, software, etc.), an active verb and other elements necessary to specify the requirement. The 

guidelines for writing requirements are specified by ISO/IEC standard [35]. 

In software engineering and systems engineering, two types of requirements are widely used during 

the product design: functional requirements (FRs) define a function of a system or its component; non-

functional requirements (NFRs) define the properties and specify the criteria according to which the 

system’s functioning can be judged or evaluated. In other terms, FRs define what the system has to do, 

while NFRs define how it should do it. Whereas FRs and NFRs focus on measurable product quality, 

phenomena related to people and social context where the product is developed, deployed and used 

require not less attention in RE. In [36] a taxonomy of ‘soft’ requirements is introduced. Soft 

requirements are a linguistic concept that addresses a wide range of phenomena related to people, 

organizations and society: values, attitudes, motivations, emotions. SR are extending NFR/soft goals and 

can be refined by FR/hard goals and met by some properties of a (software) solution. However they also 

address social concepts, including trust, that do not always require technological solution. Compared to 

FR and NFR, SR may be implicit, with their influences subtle and difficult to anticipate at design time 

[36]. Trust is associated in SR with the aspects of the social system where a technological system is used 

– its context. Context of use SR influence user requirements (FR and other SR) as well as product 

qualities (FR and NFR). 

In this work, we focus on trustworthiness requirements (TwR) that can be associated with FR and 

NFR contributing to trust between the entities (e.g., a user and a software product) in a given socio-

technical system (see Figure 1). We define trustworthiness requirement as a statement made by a trustor 

about the expected trustworthiness of a trustee. This statement has to clearly express an operational, 

functional, design or other characteristic, which, according to trustor’s believes, positively impacts 

trustworthiness of this trustee and interaction between the two. The nature of trustor, trustee, relationship 

between them as well as trustworthiness factors can vary depending on the type of trust (see Table 1). 

Similar to SR from [36], TwR for a given product can be emergent and can vary depending on 

characteristics of a trustor (e.g., her propensity to trust, perception of risk) and the context where the 

interaction with the product will take place; if explicitly defined, TwR can change (extend) the set of 

product requirements (see TwR’ in Figure 1). 
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Whereas trustworthiness is considered as an important factor of product satisfaction [34] and 

recognized as an antecedent of adoption, little research explicitly addresses trust and 

trustworthiness as a part of system requirements. In [37] the role of trustworthiness in the software 

development lifecycle is examined. Trustworthiness requirements are derived from user trust concerns 

and include usability, availability, reliability, transparency. Once users’ trust concerns are elicited 

during a requirement engineering process, they are translated into trustworthiness requirements 

and mapped onto specific features / properties of the (prospective) technological solutions.  

 

Figure 1. Trustworthiness requirements (TwR) compared to FR and NFR. If explicitly defined, TwR can 

change (extend) the set of product requirements (see TwR’) 

2.3 Trust and Trustworthiness in Blockchain  

In practice, digital trust solutions consist in implementing a set of control mechanisms, which 

intend to modify the feasible set of alternatives (undesirable scenarios) that can be realized within 

a trustor-trustee interaction in a digital environment. Paraphrasing Gambetta [1], digital trust can 

be seen as “a device for coping with the freedom of others”, which increases the probability that 

the other party will not (be given an opportunity to) act in a harmful way. Blockchain technology 

enforces digital trust by providing a set of such control mechanisms as intrinsic features.  

Blockchain technology has emerged as a potential solution to cope with mistrust in traditional 

(centralized) institutions and online intermediaries in general [8]. Blockchain can be defined as a 

distributed database that allows its users to transact in a public and pseudonymous setup without 

the reliance on an intermediary or central authority [38]. According to [39], trust is the most 

influential factor driving interest in the blockchain. In blockchain, trust is not placed into the 

(social) entities participating in an interaction, but into specific properties of the technology. 

Belotti et. Al. [19] point out, “Whenever trust cannot be laid on a set of network nodes, it is better 

to have confidence in a protocol (i.e., a set of rules) ... that punishes or makes unfeasible any 

violation and thus guarantees the correct functioning of a system”. Decentralized architecture, use 

of cryptography, distributed consensus protocols and smart contracts are fundamental features of 

blockchain that enable immutability, integrity, auditability and transparency of transactions. These 

properties are recurrently associated with digital trust in the literature [11], [16]–[18]. 

However, with a sheer use of blockchain, trust is not granted. While blockchain platforms 

support digital trust building between parties they do not remove the requirements for social (inter-

personal) trust in organizations [8], [40]. Moreover, alleviating some social factors of 

trustworthiness, blockchain introduces their digital counterparts. For instance, independence from 

a central authority comes at the cost of privacy; distributed consensus and trustful transactions 

come at the cost of performance and interoperability etc. Depending on the industry sector and the 

use case, privacy, security, scalability, interoperability, performance are considered the main 

challenges and strongly impact blockchain adoption and trust in blockchain technology [19], [41], 

[42]. To meet these challenges, the blockchain technology trustworthiness has to be examined 

against the trustworthiness requirements in each particular use case. 

2.4 Related Works 

Trustworthiness of blockchain solutions is widely discussed in the related secondary studies. In 

[42], the authors evaluate the potential of blockchain against traditional databases in four domain 
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areas, including required trust assumptions, context requirements, performance characteristics and 

required consensus mechanisms. The literature review in [43] examines how trustworthiness of data 

provider (“the oracle”) is addressed by blockchain solutions. In [44], the authors evaluate blockchain 

solutions and discuss requirements and considerations related to trust for identity management in 

healthcare domain. The literature review in [10] examines the barriers to blockchain adoption and 

highlights the issues related to high computing power requirements and implementation costs. In [45], 

the overview of trust-free sharing services in the financial sector is presented. Authors highlight security 

aspects as main trustworthiness factors.  The work in [46] identifies key factors and non-functional 

requirements related to adoption of blockchain solutions in construction industry 4.0. These factors 

include information trustworthiness, transparency, traceability, and immutability. In [41], security, 

privacy, latency and computational cost are also identified as the main technical challenges of 

blockchain, however only privacy is explicitly related to trustworthiness of blockchain.  

Whereas many studies discuss technical challenges in blockchain and their impact on the 

blockchain adoption, only a few relate these challenges with trust (social trust or trust in 

technology). In [47] the role and the multi-perspective view on trust in the context of the sharing 

economy and blockchain technology is examined. The authors identify trust in peers, trust in 

platform and trust in other targets (including products) and put forward the social antecedents of 

trust (ability, integrity, benevolence). In [48], a goal-oriented approach for business process 

reengineering is discussed. Here trustworthiness concerns are explicitly represented as (soft) goals 

and mapped to the relevant trust-enhancing features of blockchain, supporting business process 

reengineering. 

In this work, we capture the issues and requirements expressed in the blockchain literature (FR, NFR, 

process requirements, etc.) that are associated with trust and trustworthiness and formulate them as non-

blockchain-agnostic TwR. These requirements are intended to serve as a knowledge base and to 

facilitate the mapping between trust issues expressed by both technical and non-technical 

stakeholders in organizations and trust-enabling features of solutions, rationalizing technological 

and design choices. 

3 Research Method 

The research method used in this study follows the guidelines for systematic literature review 

(SLR) from [20]. The methodology consists of the following steps that will be further explained 

in this section: definition of the research questions, definition of the search strategy, primary source 

selection, data extraction, analysis and synthesis. 

3.1 Research Questions 

This study aims to examine the existing research on design, development and acceptance of 

blockchain solutions and to provide a comprehensive overview of the organizational requirements 

related to social trust, digital trust and trust in technology that drive these solutions. We formulate 

the following research questions for this study: 

RQ1: What are the contributions of primary studies? 

RQ 2: How trust is defined in primary studies? 

RQ 3: What are the trustworthiness requirements used by primary studies? 

RQ 4: What types of trust are addressed by the identified requirements? 

RQ 5: At what abstraction levels the trustworthiness requirements are defined?  

3.2 Search Strategy and Selection Process 

The flow diagram adopted from PRISMA (Preferred Reporting Items for Systematic Reviews and 

Meta-Analyses) [49] presents an overview of the source selection process in Figure 2.  
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Figure 2. PRISMA flow diagram for selection process 

1: Identification. To identify the initial set of records, we selected the following databases: 

Scopus, ACM digital library, IEEE.  

Using the PICOC criteria [20], we define the search terms forming the following search string: 

“blockchain” AND (“trust” OR “trustworthy” OR “trusted”) AND “requirement” AND 

(“architecture” OR “design” OR “development” OR “engineering” OR “adoption”).  

We limit the publication year (PUBYEAR < 2023) to obtain a consistent set of publications that 

will not be affected by more recent apparitions. We conducted an automated search in the selected 

databases and identified 793 records in total. After removing duplicates and non-primary sources 

(e.g., proceedings, books etc.) we kept 415 records for screening.  

2: Screening Relevant Publications. We screened titles and abstracts of identified records and 

eliminated publications based on the following exclusion criteria:  

EC1: A study is unavailable for retrieval  

EC2: A study is not a peer-reviewed publication 

EC3: A study is not primary research 

EC4: A study does not focus on requirements  

EC5: Issues or requirements motivating the solution are not related to trust or trustworthiness. 

We kept 78 records for the full text assessment.  

3: Eligibility Assessment. We examined the full text of the preselected publications for eligibility 

based on the exclusion criteria EC3-EC5. The full text assessment was executed by the two authors 

independently; the results were compared and the conflicts were resolved. 48 records were kept 

for the final data set.  

4: Snowballing and Final Data Set. We conducted backward and forward citation analysis of the 

eligible publications from the previous step (a so-called “snowballing” technique) using other 

databases (e.g., Google scholar) and identified a set of 26 records which was reinjected into the 

process. These records were screened and assessed for eligibility following the steps above. 18 

records have been eliminated.  

The selection process resulted in a final data set of 56 articles ([7], [11], [16]–[18], [30], [40], 

[49]–[97]). The overview of the selected studies is presented in Table 2. In our further analysis, 

we use consecutive enumeration of the studies: S1-S56. 
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Table 2. Overview of the selected studies 
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S27 2020 [72] EA  *   other  OP 
S, D, 

TT 

S28 2020 [16] Other *    evidence TECH OP, T 
S, D, 

TT 
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Table 2 continued 
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S29 2020 [73] Banking *  *  
proposal 

architecture 
TECH T D 

S30 2020 [74] Education *  *  architecture TECH OP, T D 

S31 2020 [75] 
Vehicular 

Networking 
* * *  

architecture 

concept 
TECH T TT, D 

S32 2020 [76] BPM * *   
evidence 

taxonomy 
SOC S, OP, T 

S, D, 

TT 

S33 2020 [77] BPM *   * 
evidence 

method 
SOC S, OP, T 

S, D, 

TT 

S34 2020 [7] MIS  *  * model SOC S, OP, T TT 

S35 2020 [17] 
Edge 

Computing 
*  *  architecture IM T D 

S36 2020 [78] Other *  *  

architecture 

evidence 

technology 

blueprint 

IM S, OP, T TT, D 

S37 2020 [79] Healthcare  *   model IM S, OP, T D 

S38 2020 [80] BPM *  * * 

framework 

tool 

process 

IM S, OP S, D 

S39 2020 [81] 
Healthcare 

EA 
*  * * 

architecture 

proposal 

approach 

IM T, OP S, D 

S40 2020 [82] BPM *   * 
evidence 

approach 
TECH S,OP, T S, D 

S41 2020 [30] Other  *   framework IM OP S, TT 

S42 2019 [83] SCM * *   other TECH OP TT 

S43 2019 [84] Other * *   
framework 

principles 
TECH S, OP, T D 

S44 2019 [85] Healthcare *  *  
proposal 

protocol 
IM OP, T S, D 

S45 2019 [86] 
Electronic 

Voting 
*    proposal IM S S 

S46 2019 [87] Healthcare *    proposal IM OP, T 
S, D, 

TT 

S47 2019 [88] 
IoT 

Industry 4.0 
* *   framework SOC S, OP, T 

S, TT, 

D 

S48 2019 [89] BPM *   * 
approach 

proposal 
IM S, OP, T S, D 

S49 2019 [90] BPM * *   model SOC OP, T 
S, D, 

TT 

S50 2019 [91] Cloud * *   
framework 

proposal 
TECH T D 

S51 2018 [92] BPM *    proposal TECH OP S, D 

S52 2018 [93] Healthcare *    proposal TECH T D 

S53 2018 [94] 
BPM 

MAS 
*  *  

architecture 

proposal 
IM OP, T S, D 

S54 2018 [95] SCM * * *  
protocol 

model 
IM T D 

S55 2018 [96] 
BPM 

Industry 4.0 
* *   

proposal 

framework 
IM T D 

S56 2017 [97] Other *  *  tool TECH T D 
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3.3 Data Extraction, Analysis and Synthesis 

Table 3 defines the data items that have been systematically extracted from the selected sources. 

Each data item is defined in connection with one of the research questions. Year of publication 

and Application domain provide a descriptive information about our data set and are not explored 

any further in this study. Overview of the extracted data is presented in Table 2. The results of our 

data analysis are presented in the next section.  

Table 3. Data extraction Form 

Data Item Value RQ 

Year of publication NUM -- 

Application Domain Text -- 

Quantitative analysis:  

Contribution type 
{Empirical, Artifact, Theoretical, Methodological, Dataset, Survey, 

Opinion} 
RQ1 

Research outcome Text RQ1 

Qualitative analysis: 

Trust: definition {IM, SOC, TECH}; IM = implicit; SOC = social; TECH = technical RQ2 

Trust Issue(s) Text  RQ3-5 

Trustworthiness  

Requirement(s) 
Text  RQ3-5 

Type of trust  

addressed  
{S, D, TT}; S = Social, D = Digital, TT = trust in technology RQ4 

Level of abstraction {S, OP, T}; S = Strategic, OP = Operational, T = Technical RQ5 

For the analysis of contributions, we used the guidelines of Wobbrock [98] to code the 

contribution types and research outcomes. For the qualitative analysis of trustworthiness 

requirements, first, we examined which underlying theories of trust are used in the studies and to 

which definition of trust (social or technology-centric) the studies adhere. Next, we extracted text 

evidences of trust issues and trustworthiness requirements. Further, the extracted data was coded 

by the authors following both semantic and latent approaches [99].  

We defined the codes for our trustworthiness requirements based on the trustworthiness properties 

specified by the related secondary studies (Table 4).  The codes most frequently used in these studies are: 

Security, Privacy, Data integrity, Confidentiality, Availability, Reliability, Accountability. Other codes 

used are: Decentralization, Costs/resource efficiency, Traceability, Immutability, Transparency, 

Resilience, Authenticity. 

Table 4. Related literature used to define the codes for trustworthiness requirements 

Article Method Articles analyzed 

Alamri, B. et al., 2022 SLR 24 

Ali, O. et al., 2020 SLR 87 

Caldarelli, G., Ellul, J., 2021 SLR 49 

Casino, F. et al., 2019 SLR 314 

Durneva, P. et al., 2020 SLR 70 

Hawlitschek, F. et al., 2018 SLR 62 

Konstantinidis, I. et al., 2018 SLR 44 

Pietrzak, P., 2021 SLR 34 

Ross, R., et al., 2016 Technical Report n/a 

Standard ISO/IEC TR 27000, 2018. Standard n/a 

Teisserenc, B., Samad, S., 2021 LR + Interviews n/a 

Wang, Y. et al., 2019 SLR 29 

During the analysis, the set of codes was refined and new codes have been added. For instance, 

considering that Security is closely associated with other categories (e.g., Confidentiality, Integrity, 
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Availability, Authentication) in the literature, we removed it from our code list. Conversely, other 

categories recurrently used in the primary sources (e.g., Compliance, Interoperability, Auditability) have 

been added to the code list.  

The evidences of requirements have been extracted and analytically mapped on the identified codes 

and categories, including type of trust and abstraction level (available in Table 2).  

4 Results 

4.1 What are the Contributions of Primary Studies? (RQ1) 

In this review, we examine 56 primary research studies that address trust issues and requirements 

by designing and developing technological solutions. We apply the classification of Wobbrock 

[98] to analyze the general forms this new knowledge takes. This classification defines seven 

research contribution types: empirical, methodological, theoretical, artifact, survey and opinion. 

We coded each research study with the contribution type and the type of research outcome that 

was produced (Table 2). The majority of studies reports on multiple contributions and outcomes. 

The summary is presented in Figure 3. 

 

 

 
(a) (b) 

Figure 3. (a) Distribution of the research contributions by type. (b) Distribution of the developed 

artifacts. 

Empirical research contributions refer to findings based on observation and data gathering. The 

created knowledge is embedded in new evidences and proposals [98]. 48 out of 56 (86%) 

examined studies make empirical research contributions providing evidences on trustworthiness 

requirements, issues and solutions.  

Theoretical contributions aim at improving the existing understanding or the existing way of 

reasoning about things. They provide new definitions, concepts, models, principles, or frameworks 

grounded on analytical thinking and reasoning [98]. Theoretical contributions are made by 27 out 

of 56 (48%) examined studies.  

Methodological contributions aim at improving the existing practice by defining novel ways to 

“carry out our work”. They influence how we design, develop, analyse or run systems or processes 

and result in new knowledge in a form of approaches, methods, metrics, techniques etc. 

Methodological contributions are identified in 13 studies (23%). Proposed methods and 

approaches are mostly grounded on observations (experience, empirical data).  
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Artifact contributions result from design and development activities. Here new knowledge is 

manifested by working prototypes, architectures, tools, processes, algorithms that demonstrate 

new concepts, or enable new explorations in the future [98]. Artifacts are developed in 26 

examined studies (46%) including 9 working prototypes, tools or systems and 14 architectures. 

Other artifacts include process, protocols, algorithms.  

Survey research contributions create knew knowledge by synthesizing the previous work and 

identifying trends and open issues. Survey contributions are also referred to as “secondary 

research”. Following the selected research protocol [20], secondary research papers have been 

eliminated during the selection process (see Section 3.2.).  

Dataset contributions support the research community providing common ground for testing, 

analysis and evaluation of other contributions. Opinion contributions propose the arguments and 

seek not only to inform but to persuade the reader. These contribution types were not identified in 

the examined set of studies. 

4.2 How Trust is Defined in Primary Studies? (RQ2) 

In addressing trust in the text, the examined primary research is divided as follows: studies that 

provide an explicit definition of trust grounded on social sciences, studies that provide technology-

centric heuristics on trust, and studies that do not provide an explicit definition of trust. Figure 4 

illustrates the distribution of studies.  

We found 10 articles (18%) that define trust as a social concept and recognize the role of the 

social context in their technical solution design (S17, S18, S20, S26, S32, S33, S34, S47, S49, S8). 

In 13 articles (23%), trust is presented not as a “cause” but as an “effect” of a technological 

solution. For instance, a solution is considered trusted if it exhibits some specific properties such 

as decentralization, transparency, traceability, data integrity, etc. (S1, S2, S28, S29, S30, S31, S40, 

S42, S43, S50, S51, S52, S56). The remaining studies (59%) refer to trust and trustworthiness 

without defining it explicitly. Our findings show little consensus in understanding trust and its 

social dimension in the blockchain community. This lack of theoretical foundation impacts the 

way the trust issues and the trustworthiness requirements are expressed in the studies.  

 

Figure. 4. Definition of trust in the primary studies: TECH – technology-centric view; SOC – social 

view; IM – no explicit definition of trust 

4.3 What are the Trustworthiness Requirements Used by Primary Studies? (RQ3) 

We extracted evidences referring to trustworthiness requirements from 56 articles and identified 21 

requirements recurrently expressed in these studies – TwR. Text related to the same requirement from 

different sources was generalized and reformulated to comply with the ISO recommendations from [35]. 

In the requirement statements we use the terms “trustor” and “trustee” to identify the corresponding party 

in an interaction as defined in Section 2.1. The term “process” refers to an interaction between trustor 
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and trustee or to a service that trustee provides for trustor (depending on the context). The term “system” 

refers to a technological solution implementing, supporting or mediating the “process”. We present the 

summary of requirements in Tables 5–7. Here RID – requirement identifier; Requirement – requirement 

name; Type of trust – indicates the type(s) of trust this requirement refers to (S – social, D – digital, TT 

– trust in technology); EA domain refers to the level of abstraction where requirement can be 

formulated (S – strategic, OP – operational, T – technical). 

Trust issues often emerge in the social domain, are grounded on (subjective) beliefs of the 

organizational stakeholders and conditioned by culture, politics, personality etc. Whereas 

trustworthiness factors defined by social science (e.g., ability benevolence, integrity) are suitable 

to describe and reason about users’ trust issues they are not providing enough details to guide 

technological solutions. Conversely, trustworthiness factors defined in technological domain (i.e., 

blockchain) provide a blueprint for technological solutions. Nevertheless, they are hard to trace 

back to the social context where the trust issues emerge on the first place and in which these 

solutions will be exploited. To bridge the gap between social and technological domains, we relate 

the extracted TwR to perceived trustworthiness factors defined by Mayer at al [2]: ability, 

benevolence and integrity.  

Ability refers to a group of skills, competencies, and characteristics that enable a party to have influence 

within some specific domain [2]. We identified 7 trustworthiness requirements that refer to trustee’s 

ability to fulfil a specific task or to ensure this task to be fulfilled in a specific way (Table 5). These 

requirements include: 

Table 5. Trustworthiness requirements: Ability 

TwR1 – Competence: Trustor must be able to assess trustee’s ability/competence/skills/expertise to 

deliver a service or to perform a (part of) entrusted process with respect to some predefined level of 

quality. This requirement specifies relationships between social entities (individuals or organizations) 

and is related to social trust. 

TwR2 – Automation of data processing: Trustee must minimize physical and maximize digital 

processing of data. Trustee fulfils this requirement by automating their processes and/or implementing 

dedicated services. This requirement is grounded on an assumption that the automated process reduces 

(human) errors, transaction time, transaction cost. This requirement determines technology acceptance 

and digital interactions in the examined studies; it is related to digital trust and trust in technology. 

TwR3 – Decentralization: Control over process activities and data must not be delegated to a third 

party or to one specific party involved in the process itself.  The system (trustee) has to support distributed 

coordination and control over transactions. This requirement is closely related to Disintermediation: 

trustor - trustee interaction must not rely on any intermediary for process coordination or control. This 

requirement is associated with social and digital trust in the literature. Only few studies mentioned 

decentralization in connection with technology acceptance or trust in technology. 

RID Requirement Type of trust 
EA 

domain 
Articles 

TwR1 Competence S OP, T S17, S47, S49 

TwR2 Automation TT, D OP, T, (S) S21, S16, S19, S27, S28, S34, S55 

TwR3 Decentralization S, D, (TT) S, OP, T 
S3, S21, S12, S15, S18, S19, S20, S29, S32, S36, S48, 

S51, S53, S54, S55, S9, S23, S25 

TwR4 Interoperability S, D, TT OP, T S14, S15, S31, S36, S44, S46, S48, S55, S56 

TwR5 Performance S, TT OP, T S12, S18, S31, S32, S33, S34, S47, S49 

5.1 
Efficiency/ 

Robustness 
TT, S, D T, OP 

S1, S21, S22, S12, S14, S15, S16, S17, S18, S19, S27, 

S28, S29, S31, S32, S33, S34, S47, S52, S55, S56, S8, 

S11 

5.2 Cost effect. TT S, OP, T S21, S14, S15, S16, S19, S27, S28, S8 

TwR6 Resilience S, TT, (D) OP, T, (S) S1, S6, S12, S17, S18, S27, S33 

TwR7 Availability S, TT, (D) S, OP, T S15, S16, S17, S18, S20, S32, S33, S49, S56, S17 
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TwR4 – Interoperability: Trustee must demonstrate a capability to work with trustor despite 

organizational, technological, cultural or other differences. This requirement is associated with all three 

types of trust in the studies. For digital trust and trust in technology, it can be expressed as follows:  

System (trustee) must be able to integrate without undue delay / work with various heterogeneous 

components (physical or technological). Various kinds of available data resources should be integrated.  

TwR5 – Performance: While providing a service / executing an entrusted task, trustee (an organization, 

individual or a technological solution) must ensure an efficient distribution of resources, with respect of 

defined timeframe and budget. These resources may include physical, human, technological resources.  

In S47 performance is defined as a perception of an automated system’s capability for supporting user’s 

goals. While some sources associate performance with efficiency and robustness (related to social trust 

and trust in technology), other put forward cost effectiveness (related to trust in technology).  

TwR6 – Resilience: Trustee has to guarantee the process execution in case of failure of one of 

components. Trustor must be able to recover the data and to transmit it into other system.  

TwR7 – Availability: All resources (human, physical, hardware/software, information) needed for 

process/activity execution has to be available. This requirement has to be fulfilled by a trustee (an 

organization, an individual, or a mediating infrastructure). According to the literature, resilience and 

availability mostly determine social trust and trust in technology. 

Benevolence is the extent to which a trustee is believed to want to do good to the trustor, aside from an 

egocentric profit motive [2]. We identified 7 trustworthiness requirements that refer to trustee’s ability to 

guarantee (or to trustor’s capacity to control) that trustee’s actions will cause trustor no harm (Table 6).  

Table 6. Trustworthiness requirements: Benevolence 

TwR8 – Authentication (entity): Trustor must be able to verify the identity of trustee.  

TwR9 – Authentication (data): Trustor must be able to determine the correctness and reliability of 

reported data (e.g., messages, events). This requirement is also referred to as data authenticity, data 

accuracy, data reliability in the studies. Both data and entity authentication are mainly associated with 

digital trust.  

TwR10 – Confidentiality: Trustor’s sensitive information (including identity) must not be disclosed 

to unauthorized parties; the executed activity is only visible to authorized resources/entities. This 

requirement is associated with all types of trust in the literature.  

TwR11 – Authorization: Trustor must be able to determine whether trustee has the appropriate 

permissions (i.e., is authorized) to perform a specific action or access a specific resource. This 

requirement is mainly associated with digital trust and is related to TwR12. 

TwR12 – Accountability: Trustee is held responsible for her actions and cannot deny them. In case of 

malicious activity/information, an authorized authority has to ensure accountability by tracing the identity 

of a source of malicious activity/information.  

RID Requirement 
Type of 

trust 

EA 

domain 
Articles 

TwR8 
Authentication 

(entity) 
D, S, (TT) S, OP, T 

S1, S4, S21, S22, S17, S31, S35, S36, S37, S44, S45, 

S47, S48, S9, S10, S23, S25 

TwR9 
Authentication 

(data) 
D, S, (TT) S, OP, T S1, S21, S22, S30, S31, S35, S36, S47 

TwR10 Confidentiality S, D, TT S, OP, T 
S6, S18, S19, S20, S27, S33, S38, S43, S44, S46, S47, 

S49 

TwR11 Authorization D (S, TT) S, OP, T S1, S4, S15, S17, S47 

TwR12 Accountability S, D S, OP, T S1, S17, S43, S47, S11 

TwR13 Privacy S, D, (TT) S, OP, T 
S1, S7, S12, S17, S26, S27, S36, S44, S49, S52, S54, 

S9, S10 

TwR14 Usability S, TT S, OP, T S12, S47, S14 
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TwR13 – Privacy: Trustor's identity information must not be disclosed. Trustor must have the power 

to make decisions concerning collection, use and disclosure of personal information by trustee. This 

requirement is associated with social and digital trust. 

TwR14 – Usability: The system (trustee) must be intuitive, easy to use, requiring minimum specific 

training or skills from trustor. The system must be adapted for specific needs (e.g., age, handicap). This 

requirement determines trust in technology and associated with acceptance/adoption. 

Integrity is the moral quality of being sincere, honest, and consistent in one's behavior; capacity and 

willingness to adhere to some rules/principles [2]. Table 7 presents requirements that refer to trustee’s 

ability to guarantee (or to trustor’s capacity to control) that trustee’s actions comply with predefined rules, 

norms or agreements. 

Table 7. Trustworthiness requirements: Integrity 

RID Requirement 
Type of 

trust 
EA domain Articles 

TwR15 Integrity (process) S, D, TT (S), OP, T 
S5, S18, S20, S27, S32, S33, S39, S40, S45, 

S47, S48, S49, S53 

TwR16 Integrity (data) D, S, (TT) T, OP, (S) 

S1, S6, S21, S15, S16, S17, S19, S28, S29, 

S30, S39, S40, S45, S47, S48, S50, S52, S54, 

S56, S8, S24, S25 

TwR17 Non-repudiation D, S OP, T S1, S4, S15, S16, S20, S28, S32, S33 

TwR18 Compliance S, D, TT S, OP, (T) 
S22, S14, S17, S18, S26, S27, S40, S42, S8, 

S17 

TwR19 Auditability S, D, (TT) S, OP, T 
S3, S4, S21, S22, S13, S16, S18, S27, S28, 

S40, S42, S46 

TwR20 Transparency S, D, TT S, OP, T 

S2, S3, S22, S14, S15, S16, S17, S18, S19, 

S28, S32, S33, S40, S42, S43, S46, S47, S53, 

S55, S8, S9, S11, S17 

TwR21 Traceability D, S, (TT) OP, T, (S) 
S21, S22, S12, S14, S16, S28, S38, S53, S8, 

S11, S25 

TwR15 – Integrity (process): Trustee must ensure correct and timely execution of activities, with 

respect of contract agreements or process specifications. This requirement is associated with all three 

types of trust: it can determine trustworthiness of both social and digital interactions as well as trust into 

technology (an IT object).  

TwR16 – Integrity (data): Trustee must ensure the overall accuracy, completeness, and consistency 

of data over its entire life-cycle. This includes data protection from unauthorized modification or 

alteration.  

TwR17 – Non-repudiation: Trustee must ensure that any activity, once performed, cannot be denied. 

All the information artefacts should be written in a permanent, tamper-proof way. TwR16–17 are 

primarily associated with digital trust. 

TwR18 – Compliance: Trustee has to act according to predefined rules, agreements or regulations 

(e.g., GDPR for data protection). Primarily associated with social trust, this requirement also determines 

digital trust and trust in technology. It is related to auditability, transparency and traceability 

requirements. 

TwR19 – Auditability: Trustor must be able to validate the trustee’s compliance with predefined rules 

(e.g., by executing the audit, by examining the execution traces, by supervising the trustee's process at 

run time etc.). 

TwR20 – Transparency: Trustee’s process (e.g., workflow) must be transparent and explicitly 

documented. Trustee must provide an accessible and non-repudiable audit trail showing use, change and 

viewing of the data. 

TwR21 – Traceability: Trustor has to access any or all information related to provenance of a physical 

or information object accurately and trace it upward (to its source). This requirement is mainly associated 

with digital trust. 
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4.4 What Types of Trust are Addressed by the Identified Requirements? (RQ4) 

In Table 5–7, each TwR is associated with one or several types of trust. Using Table 1, these 

requirements can be re-formulated for the relevant type of trust, by replacing “trustor” and 

“trustee” qualifiers by the corresponding types of entities involved in an interaction (e.g., 

individual, organization, IT object). For instance, in social trust, the compliance requirement 

(TwR18) can be expressed as follows: A company (= trustee) must obtain explicit consent from 

individuals (= trustor) before collecting or processing their data. For trust in technology: An 

information system (= trustee) must provide the means for users (= trustor) to express their 

consent and must not collect and/or use their personal data without their explicit consent. For 

digital trust: A blockchain-based system (= trustee) has to ensure that no personal data is collected 

and/or used by the network from the connected individuals or devices (= trustor) without their 

explicit consent. 

Our analysis shows that, in spite of growing importance of digital trust, social trust and trust to 

technology remain important drivers in organizational decision making. The TwR identified in 

this study not only drive the design and development of trust-enabling technological solutions but 

also determine relationships between individuals and organizations. They reflect the needs for all 

three types of trust in organizations.   

4.5 At What Abstraction Levels the Trustworthiness Requirements are Defined? 

(RQ5) 

Trust concerns can be expressed by stakeholders at different abstraction levels, characterized by 

their scope (e.g., organization, activity, application) and/or vocabulary used. In this study, we map 

the identified TwR onto three abstraction levels consistent with the discipline of enterprise 

architecture [100], [101]: strategic, operational and IT level. To support the solution design, each 

trust concern should be addressed by TwR formulated at adequate abstraction level. 

The strategic level addresses the organizational vision and strategic objectives. For instance, 

for the trust issue from (S22):“In the gem industry, provenance of origin is critically important for 

environmental, social, and regulatory reasons.” the corresponding traceability requirement 

(TwR21) will be formulated as follows: Buyer (= trustor) has to access any or all information 

related to provenance of a gemstone accurately and trace it upward (to its source).  

The operational level defines how these strategic objectives are to be met through the business 

processes and operations. Consider the following issue from (S28): “the title registry is vulnerable 

to modification, essentially, the title records could be manipulated by malicious parties”.  The 

corresponding integrity requirement (TwR16) will be formulated as follows: The title registry 

provider (= trustee) must ensure the overall accuracy, completeness, and consistency of data over 

its entire life-cycle. This includes data protection from unauthorized modification or alteration. 

The technological level focuses on the IT resources necessary for the digitalization of these 

operations and processes. Examples of TwR expressed at technical abstraction level include: 

“architectures must also guarantee the integrity and the confidentiality of data while remaining 

resilient to distributed attacks.”(S6); “citizens should not have privacy concerns about the 

information systems. These trust issues and privacy concerns can be solved by using decentralized 

identity and zero-knowledge proof-based mechanisms.” (S12). 

5 Discussion 

Figure 5 summarizes the scope and the contributions of this work and presents the directions of 

the future research. The selected 56 primary studies constitute the input for this work (I).  

First, we provided a descriptive overview of the collected primary studies and analyzed the 

nature of their research contributions (C1). Our analysis shows that 86% of the examined research 

is grounded on empirical data and contributes to the domain with new evidences and proposals. 
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Models, frameworks, and new concepts are developed in 48% of the examined publications. 

Working prototypes are presented in 46% while methods and approaches for design are addressed 

by 23% of studies. This encourages further research on new design approaches based on explicit 

analysis of TwR. 

During our data extraction, we focused on the trust issues and trust-related requirements 

expressed in these primary studies. Following the ISO guidelines, we formulated a set of 21 TwR 

consistent with the related works (C2). While originated from blockchain literature, the TwR are 

formulated in a technology-neutral language and do not advocate blockchain or any other specific 

technological solution.  

To bridge the gap between social and technological domains, we associated the identified TwR 

with the three trustworthiness factors defined in the social science: ability, benevolence and 

integrity (C3).  

Our literature analysis shown that trust issues can be expressed by stakeholders at different 

organizational levels, varying in scope and technical details. We discussed how TwR can be 

mapped on three abstraction levels consistent with enterprise architecture (strategic, operational 

and IT) (C4).  

 

Figure 5. Overview of the contributions and the future work 

While being strongly presented in the literature, digital trust is not the only form of trust that the 

organizations seek to reenforce: trust in technology and social trust remain powerful drivers in 

decision making. Specified in the problem domain and technology-neutral, trustworthiness 

requirements presented in this work are not bound to blockchain technological solutions and can 

be used to drive alternative design decisions and technological choices. We plan to elaborate on 

this topic in the future (F). 

5.1 Trust as a Value vs. Trust as a Requirement 

To enhance the trustworthiness of systems, a significant investment is needed in the requirements, 

architecture, design, and development of systems, alongside a fundamental shift in organizational 

culture [102]. The degree of trustworthiness achievable in complex systems today depends on our 

ability to integrate both social and technical perspectives of trust.  

An important number of articles examined in this study addresses trust from the solution 

provider perspective (some examples include [11], [16], [71], [72], [77], [80], [91]): here trust is 
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considered as a value created for an end-user by a given technological solution (e.g., blockchain-

based system), whereas the user’s need for trust or trust concerns are taken for granted and rarely 

elicited. As a result, many research studies report on technology acceptance issues [11], [70], [71], 

[77]. 

To ensure better fit between trust-enabling solutions and organizational needs, deeper 

understanding of trust concerns and explicit analysis of TwR is needed. The advantage of system 

design based on explicit TwR is twofold:  

1. For organizations and end-users: Translating subjective (and often implicit) trust issues into and 

explicit trustworthiness requirements, an organization develops better visibility and 

understanding of potential threats, risks and priorities. It can clearly express its needs and ensure 

better strategic alignment of its prospective (trust-enabling) solutions.  

2. For solution providers: Shifting from design of value-creating features to meeting specific 

trustworthiness requirements, technology providers and solution developers can ensure better 

acceptance for their (trust-enabling) solutions. 

5.2 Threats to Validity and Directions for the Future Work 

This study follows a systematic literature review approach [20] to ensure accuracy and eliminate 

bias, nevertheless the following limitations can be listed:  

This study examines primary research focused on design of blockchain-based solutions. This 

threatens completeness of our presented requirements taxonomy. More general analysis of trust 

issues can bring new insights and extend this taxonomy.   

This SLR reveals very little agreement on trust definition in blockchain community. Whereas 

both social and technology-centric definitions of trust are in use, the majority of studies do not 

provide an explicit definition of trust. This discrepancy in trust definition represented a challenge 

during data extraction, analysis and coding. The authors often had to rely on their experience and 

interpretation, what presents a threat to the internal validity of this study. 

Among identified TwR, confidentiality, integrity, availability, authentication and non-

repudiation are properties commonly associated with information security. Detailed analysis of 

relation between trustworthiness and security and between security and trust will be addressed in 

our future work.  

This study presents our preliminary findings on how TwR can be expressed at different 

abstraction levels (strategic, operational, IT). In our future work we plan to elaborate on this 

important topic by formalizing TwR for different enterprise architecture levels. 

This work presents a list of generic TwR. Healthcare, supply chain management, banking, IoT 

are examples of domains addressed by the articles analyzed in this study. Domain-specific 

taxonomies of trust issues and their corresponding TwR may be of particular interest for 

practitioners from these domains. The work presented in [103] addresses TwR in supply chain 

management. Other domains need to be addressed by researchers in the future. 

6 Conclusion 

In this work, we followed the SLR guidelines defined by Kitchenham et al [20] and reviewed 56 

primary research studies in ISE and blockchain that focus on trust conceptualization, trustworthy 

system design and development. We analyzed the trust issues presented in the literature and 

formulated a set of 21 TwR following the ISO guidelines. Our goal is to provide support for 

business and technical experts who seek to identify and articulate the scope of a problem related 

to trust, and to lay out the arguments that will guide design decisions and technical choices.  

Generalizability and completeness of the defined set of TwR is out of the scope for this study 

and will be addressed in the future. 
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