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Abstract: The cross-border collaboration between the medical industry and the tourism industry has gained significant attention as a promising 

avenue for economic growth and development. Data mining techniques are employed to extract valuable patterns and insights from large-scale 

datasets, shedding light on the opportunities and challenges associated with this collaborative effort. This study proposes an integrated approach 

that combines feature selection with Gaussian Seahorse Optimization Data Mining (GSH-DM) to identify the most relevant features and optimize 

the data mining process. The GSH-DM assembling comprehensive datasets encompassing information from both the Malaysian medical industry 

and tourism industry. The integrated GSH-DM model then applies the Gaussian Seahorse Optimization algorithm to optimize the data mining 

process, enhancing the accuracy and efficiency of pattern discovery. the GSH-DM model, this study aims to uncover hidden patterns, relationships, 

and predictive models that can guide decision-making and strategy development for cross-border business cooperation. The findings of this study 

contribute to a deeper understanding of the factors that influence cross-border business cooperation between the Malaysian medical industry and 

the tourism industry. The integrated GSH-DM approach showcases the potential of combining feature selection techniques with advanced 

optimization algorithms in data mining applications. The results of GSH-DM provide actionable insights for stakeholders, enabling them to make 

informed decisions and foster successful cross-border collaborations between the Malaysian medical industry and the tourism industry. The 

analysis of the results demonstrated that GSH-DM exhibits improved performance for feature selection and classification. 

Keywords: Data mining, cross-border business cooperation, tourism industry, feature selection, Gaussian Seahorse Optimization. 

 

I. Introduction 

Cross-border medical tourism refers to the practice of 

individuals traveling across international borders to seek 

medical treatments or procedures [1]. It involves the 

collaboration between the medical industry and other sectors, 

such as tourism, to provide healthcare services to patients from 

different countries. To facilitate this collaboration and decision-

making processes, the feature selection process can be 

employed [2]. Feature selection is a crucial step in data mining 

and machine learning, where the most relevant and informative 

features are selected from a dataset. In the context of cross-

border medical tourism and cross-border business, feature 

selection helps identify the key factors that contribute to the 

success of this collaboration [3]. These factors can include 

various aspects such as medical treatments offered, quality of 

healthcare facilities, travel convenience, cultural attractions, 

accommodation options, and transportation infrastructure [4]. 

With feature selection techniques, organizations 

involved in cross-border medical tourism and cross-border 

business can gain insights into the most influential features that 

affect patient preferences, choices, and satisfaction levels [5]. 

This knowledge can drive strategic decision-making, marketing 

efforts, resource allocation, and partnership development. The 

feature selection process involves data collection, data 

preprocessing, defining the target variable or objective, and 

extracting the relevant features [6]. By applying advanced data 

mining techniques, such as Integrated Gaussian Seahorse 

Optimization (IGSO), organizations can efficiently identify the 

most significant features that contribute to successful cross-

border medical tourism and cross-border business 

collaborations. In [7] focuses on assessing the tourist and 

recreational potential of cross-border regions of Russia and 

Kazakhstan during the COVID-19 pandemic. It evaluates the 

current state of cross-border tourism in these regions and 

identifies potential risks. The study provides insights into the 

impact of the pandemic on the tourism industry, particularly in 

cross-border regions, and highlights the challenges and 

opportunities for tourism recovery. In [8] explores sustainable 

cross-border tourism management and focuses on the COVID-

19 avoidance motive on resident hospitality. It investigates the 

impact of the pandemic on residents' perceptions and attitudes 
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towards cross-border tourism. The study emphasizes the 

importance of considering local communities' perspectives and 

concerns in the development of sustainable tourism strategies. 

In [9] examines the accessibility of an exclave, Ceuta in Spain, 

and its influence on cross-border travel and tourism. It analyzes 

the transportation infrastructure, border control measures, and 

policy implications that affect visitor flows to the exclave. The 

study provides insights into the dynamics of cross-border travel 

and the challenges and opportunities associated with exclave 

destinations.  

In [10] discusses the attitudes towards reproductive 

tourism and cross-border reproductive care (CBRC). It explores 

the legal, economic, ethical issues, dilemmas, possibilities, and 

limitations associated with reproductive tourism. The study 

sheds light on the challenges and considerations in cross-border 

reproductive services and their impact on the tourism industry. 

In [11] focuses on understanding cross-border mobility in 

medium-small Mexico-US binational regions, with a case study 

of Mexicali-Imperial Valley. It explores the factors influencing 

cross-border mobility patterns, such as transportation 

infrastructure, border crossing dynamics, and socioeconomic 

factors. The study provides insights into the complexities of 

cross-border travel and its implications for transportation 

planning and policy-making. These are a few selected literature 

references related to cross-border tourism, mobility, and feature 

selection in various contexts. Each study offers unique insights 

into different aspects of cross-border business and feature 

selection techniques, providing valuable knowledge for 

understanding the dynamics and challenges of cross-border 

collaborations.  

In [12] focuses on evaluating the impact of 

multivariate imputation by Multivariate Imputation by Chained 

Equations (MICE) in the context of feature selection. MICE is 

a popular imputation method used to handle missing data by 

imputing missing values based on observed values in other 

variables. The researchers investigate how the use of MICE for 

imputation affects feature selection algorithms and the resulting 

selected features. They compare the performance of feature 

selection techniques with and without MICE imputation, 

providing insights into the effectiveness of MICE in preserving 

the integrity and quality of selected features. In [13] presents a 

comprehensive analysis of nature-inspired meta-heuristic 

techniques for the feature selection problem. It explores various 

meta-heuristic algorithms, such as Genetic Algorithm, Particle 

Swarm Optimization, Ant Colony Optimization, and Artificial 

Bee Colony, and their application in feature selection. The study 

evaluates the performance and efficiency of these algorithms in 

identifying relevant features and optimizing feature subsets for 

different applications. It provides valuable insights into the 

strengths and weaknesses of different meta-heuristic techniques 

in solving feature selection problems. 

In [14]  focuses on the stability analysis of different 

aggregation techniques in ensemble feature selection. 

Ensemble feature selection combines the results of multiple 

feature selection algorithms to enhance the accuracy and 

robustness of the feature selection process. The researchers 

compare and evaluate various aggregation techniques, such as 

majority voting, weighted voting, and stacking, to determine 

their stability and effectiveness in ensemble feature selection. 

The study provides insights into the reliability and performance 

of different aggregation techniques and their impact on the final 

selected features. In [15] proposes a two-layer feature selection 

method that combines the Genetic Algorithm (GA) and Elastic 

Net. The Genetic Algorithm is a popular evolutionary algorithm 

used for feature selection, while Elastic Net is a regularization 

method that combines the L1 and L2 penalties for feature 

selection and regression. The researchers develop a two-layer 

framework where the Genetic Algorithm is employed in the 

first layer to select the relevant features, and then Elastic Net is 

applied in the second layer to further refine the selected 

features. The study demonstrates the effectiveness of the 

proposed method in achieving optimal feature subsets and 

improving classification or regression performance. 

In [16] evaluated on crop prediction based on soil and 

environmental characteristics using feature selection 

techniques. It explores the application of feature selection 

algorithms to identify the most relevant soil and environmental 

variables for predicting crop yield or other crop-related 

parameters. The researchers compare and evaluate different 

feature selection techniques, such as Information Gain, ReliefF, 

and Genetic Algorithm, to determine their effectiveness in 

selecting the key variables that contribute to accurate crop 

prediction. The study provides insights into the use of feature 

selection techniques in agricultural applications and their 

impact on crop prediction models. In [17] presents a 

comparative study on attack classification using feature 

selection techniques. It focuses on the application of feature 

selection algorithms in the domain of cybersecurity to identify 

the most discriminative features for classifying different types 

of attacks. The researchers compare the performance of various 

feature selection techniques, such as Information Gain, Chi-

square, and ReliefF, in selecting the relevant features that 

contribute to accurate attack classification. The study provides 

insights into the effectiveness of different feature selection 

methods in improving the accuracy and efficiency of attack 

detection and classification systems. 

In [18] proposes a customer churn prediction model 

for the telecom industry using a Swish Recurrent Neural 

Network (RNN) and a novel feature selection strategy. 
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Customer churn refers to the phenomenon of customers 

switching from one service provider to another. The researchers 

develop a predictive model that utilizes the Swish RNN 

architecture and a feature selection strategy based on 

permutation importance and partial dependence plots. The 

study demonstrates the effectiveness of the proposed approach 

in accurately predicting customer churn and identifying the 

most influential features in the telecom industry. In [19] 

provides a comprehensive review of swarm intelligence-based 

feature selection methods. Swarm intelligence algorithms, 

inspired by the collective behavior of social insect colonies, 

have gained popularity in solving optimization problems, 

including feature selection. The study presents an overview of 

various swarm intelligence algorithms, such as Particle Swarm 

Optimization, Ant Colony Optimization, and Bee Algorithm, 

and their application in feature selection. It discusses the 

strengths, limitations, and potential applications of swarm 

intelligence-based feature selection methods, providing 

valuable insights for researchers and practitioners in the field. 

In [20]  a hyper learning binary dragonfly algorithm 

for feature selection, with a specific focus on its application in 

a COVID-19 case study. The dragonfly algorithm is a nature-

inspired meta-heuristic optimization algorithm that mimics the 

behavior of dragonflies in search and optimization processes. 

The researchers propose an enhanced version of the dragonfly 

algorithm that incorporates hyper learning and binary coding 

for feature selection. They apply the algorithm to select relevant 

features for COVID-19 prediction models, demonstrating its 

effectiveness in achieving accurate feature subsets and 

improving the performance of classification or regression 

models in the context of the pandemic.  In [21] focuses on 

feature selection for classification using Principal Component 

Analysis (PCA) and Information Gain. Principal Component 

Analysis is a dimensionality reduction technique that 

transforms the original features into a lower-dimensional space, 

while Information Gain is a feature selection method that 

measures the relevance of features based on their information 

content. The researchers propose a hybrid approach that 

combines PCA and Information Gain to select the most 

informative features for classification tasks. The study 

evaluates the performance of the proposed method and 

compares it with other feature selection techniques, 

highlighting its effectiveness in achieving accurate and efficient 

classification models. 

In [22] addresses the problem of microscopic brain 

tumor detection and classification using a combination of 3D 

Convolutional Neural Networks (CNN) and feature selection 

architecture. The researchers propose a framework that utilizes 

3D CNN for the automatic detection and classification of brain 

tumors from microscopic images. They also introduce a feature 

selection architecture that selects the most discriminative 

features from the input images to enhance the performance of 

the classification model. The study demonstrates the 

effectiveness of the proposed approach in accurately detecting 

and classifying brain tumors, showcasing the potential of 

combining deep learning techniques with feature selection 

strategies in medical imaging applications. 

The contribution of feature selection with integrated 

Gaussian Seahorse Optimization Data Mining (GSH-DM) in 

the context of cross-border business cooperation between the 

Malaysian medical industry and the tourism industry. The 

collaboration between these two industries has gained attention 

due to its potential for economic growth. To extract valuable 

patterns and insights from large-scale datasets, data mining 

techniques are employed. This study proposes an integrated 

approach that combines feature selection and GSH-DM to 

optimize the data mining process. The integrated GSH-DM 

model utilizes comprehensive datasets from both the Malaysian 

medical industry and the tourism industry. The Gaussian 

Seahorse Optimization algorithm is applied to optimize the data 

mining process, improving the accuracy and efficiency of 

pattern discovery. The objective is to uncover hidden patterns, 

relationships, and predictive models that can guide decision-

making and strategy development for cross-border business 

cooperation. 

II. Feature Selection with Gaussian Seahorse 

Optimization  

Feature selection is an important task in machine learning 

and data analysis, where the goal is to select a subset of relevant 

features from a larger set of available features. This process 

helps in improving model performance, reducing 

computational complexity, and enhancing interpretability. 

Gaussian Seahorse Optimization (GSO) is a metaheuristic 

algorithm inspired by the behavior of seahorses and the 

principles of Gaussian probability distribution. It is a relatively 

new optimization algorithm used for solving various 

optimization problems, including feature selection. The GSO 

algorithm maintains a population of candidate solutions, called 

seahorses, which represent potential subsets of features. Each 

seahorse is characterized by a position vector that corresponds 

to the binary representation of feature inclusion or exclusion. 

The algorithm searches for the optimal subset of features by 

iteratively updating the position vectors of seahorses based on 

their fitness values. The steps involved in Feature Selection 

with Gaussian Seahorse Optimization (GSO) can be 

summarized as follows: 

Initialization: Generate an initial population of seahorses, 

where each seahorse represents a candidate solution (subset of 

features). 
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Evaluation: Evaluate the fitness of each seahorse in the 

population. The fitness function measures the quality or 

performance of a particular subset of features, typically based 

on some evaluation metric (e.g., accuracy, F1-score, or cross-

validation error). 

Selection: Select the best seahorses from the population 

based on their fitness values. The selection process can be based 

on techniques like elitism, tournament selection, or roulette 

wheel selection. 

Update: Apply Gaussian perturbation to the position 

vectors of selected seahorses. The perturbation is guided by a 

Gaussian probability distribution, allowing exploration of the 

search space while maintaining the best solutions found so far. 

Termination: Repeat steps 2-4 until a termination criterion 

is met. This criterion can be a predefined number of iterations, 

convergence of the fitness values, or a user-defined threshold. 

The choice of fitness function, population size, termination 

criterion, and other algorithmic parameters depends on the 

specific problem and dataset being considered. It is important 

to tune these parameters appropriately to achieve good 

performance. The integrated approach proposed in this study 

combines feature selection with Gaussian Seahorse 

Optimization Data Mining (GSH-DM) to improve the data 

mining process. The study focuses on the Malaysian medical 

industry and tourism industry, utilizing comprehensive datasets 

from both domains. 

Algorithm 1: Feature Selection and Classification with 

GSH-DM 

Initialize: 

                        Set the population size (N) 

                        Set the maximum number of iterations 

(max_iter) 

  Set the termination threshold (threshold) 

  Initialize the position vectors of seahorses randomly 

Repeat for each iteration until max_iter or termination 

condition is met: 

  Evaluate the fitness of each seahorse using a fitness 

function 

  Select the best seahorses from the population based on 

their fitness values 

  Repeat for each selected seahorse: 

    Generate a random perturbation vector using a 

Gaussian probability distribution 

    Update the position vector of the seahorse by adding 

the perturbation vector 

    Clip the position vector to ensure the feature 

inclusion/exclusion boundaries 

  Check the termination condition: 

    If the improvement in fitness values is below the 

threshold, terminate the algorithm 

Return the best seahorse (subset of features) found 

during the optimization process 

 

In the context of Gaussian Seahorse Optimization in GSH-

DM (Gaussian Seahorse Optimization Data Mining), the term 

"Gaussian" refers to the use of a Gaussian probability 

distribution for generating perturbation vectors during the 

optimization process. In the GSH-DM approach, the seahorses 

represent candidate solutions (subsets of features) within the 

population. The algorithm aims to iteratively update the 

position vectors of the seahorses to improve their fitness values 

and discover optimal feature subsets. During the update step, a 

perturbation vector is generated for each selected seahorse. The 

perturbation vector determines the direction and magnitude of 

the update applied to the seahorse's position vector. The 

Gaussian probability distribution is used to guide the generation 

of this perturbation vector. A Gaussian distribution, also known 

as a normal distribution, is a continuous probability distribution 

that is often represented by a bell-shaped curve. It is 

characterized by two parameters: the mean (μ) and the standard 

deviation (σ). The mean represents the center of the 

distribution, while the standard deviation controls the spread or 

dispersion of the distribution. In the context of Gaussian 

Seahorse Optimization, the Gaussian probability distribution is 

used to generate random perturbation vectors that introduce 

randomness and exploration during the optimization process. 

The mean and standard deviation of the Gaussian distribution 

can be adjusted to control the extent of the perturbation applied 

to the seahorse's position vector. With using a Gaussian 

distribution for perturbation, the algorithm can explore the 

search space effectively and strike a balance between 

exploitation (exploiting promising areas) and exploration 

(exploring new areas). This helps in avoiding premature 

convergence to suboptimal solutions and improving the 

chances of finding better feature subsets with higher fitness 

values. 

 

Figure 1: Gaussian Distribution 

 Figure 1 presented the gaussian distribution model 

estimated for the proposed GSH-DM model for the estimation 
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of the features with the GSO model. The proposed GSH-DM 

model illustrates the flow chart model for the estimation of the 

Gaussian features for the cross-border medical tourism.  

 

Figure 2: Flow Chart of GSH-DM 

In Gaussian Seahorse Optimization (GSO) within the 

GSH-DM framework, the use of a Gaussian distribution. 

Consider a seahorse represented by a position vector x, where 

each element of x corresponds to the inclusion or exclusion of 

a feature (1 for inclusion, 0 for exclusion). During the update 

step, a perturbation vector p is generated for each selected 

seahorse. This perturbation vector is sampled from a Gaussian 

distribution, denoted as N(μ, σ), where μ is the mean and σ is 

the standard deviation of the distribution. The perturbation 

vector p can be generated by sampling from the Gaussian 

distribution using the following equation (1)  

𝑝 =  𝜇 +  𝜎 ∗  𝜀                                         (1) 

In equation (1), ε is a vector of random numbers sampled 

from a standard Gaussian distribution (mean = 0, standard 

deviation = 1). Each element of ε corresponds to a random 

number for the perturbation vector p. After generating the 

perturbation vector p, it is added to the position vector x of the 

selected seahorse to update its position presented in equation 

(2) 

𝑥′ =  𝑥 +  𝑝                                          (2) 

However, it's important to ensure that the updated position 

vector x' remains within the boundaries of feature inclusion and 

exclusion. Therefore, the position vector is often clipped or 

modified to enforce these boundaries after the update. Clipping 

can be performed using constraints to ensure that the updated 

position vector remains within the valid range defined as in the 

equation (3) 

𝑥′ =  𝐶𝑙𝑖𝑝(𝑥′, 𝑙𝑜𝑤𝑒𝑟_𝑏𝑜𝑢𝑛𝑑, 𝑢𝑝𝑝𝑒𝑟_𝑏𝑜𝑢𝑛𝑑)        (3) 

Where lower_bound and upper_bound define the 

boundaries for each element of the position vector, typically 0 

and 1 for binary inclusion/exclusion variables. With generating 

perturbation vectors based on a Gaussian distribution and 

applying them to the position vectors of the seahorses, the 

algorithm explores the search space effectively, strikes a 

balance between exploitation and exploration, and guides the 

optimization process in discovering optimal feature subsets. 

III. Results and Discussion 

The experimental setup for GSH-DM (Gaussian Seahorse 

Optimization Data Mining) typically involves several key 

components. The choice of simulation parameters in GSH-DM 

(Gaussian Seahorse Optimization Data Mining) depends on the 

specific requirements of the problem and the characteristics of 

the dataset. Table 1 presents the performance of the GSH-DM 

algorithm across 10 different experiments. Each experiment 

varied in population size, maximum iterations, termination 

threshold, mean (μ), and standard deviation (σ). The evaluation 

metrics used to assess the algorithm's performance include 

accuracy, precision, recall, F1-score, and AUC. In Experiment 

1, with a population size of 50, maximum iterations of 10, and 

a termination threshold of 0.001, the algorithm achieved an 

accuracy of 0.85, precision of 0.87, recall of 0.82, F1-score of 

0.84, and an AUC of 0.92. Similarly, in Experiment 2, with a 

population size of 100 and different parameter values, the 

algorithm achieved an accuracy of 0.80, precision of 0.82, 

recall of 0.79, F1-score of 0.80, and an AUC of 0.88. 
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Table 1: Performance of GSH-DM 

Iteration Population 

Size (N) 

Max 

Iterations 

Termination 

Threshold 

Mean 

(μ) 

Standard 

Deviation (σ) 

Accuracy Precision Recall F1-

Score 

AUC 

1 50 10 0.001 0.5 0.1 0.85 0.87 0.82 0.84 0.92 

2 100 10 0.0005 0.2 0.2 0.80 0.82 0.79 0.80 0.88 

3 75 10 0.0001 0.8 0.15 0.87 0.89 0.85 0.87 0.94 

4 50 10 0.0002 0.6 0.12 0.82 0.85 0.79 0.81 0.90 

5 100 10 0.0003 0.3 0.18 0.81 0.84 0.78 0.80 0.89 

6 75 10 0.0004 0.7 0.14 0.88 0.90 0.86 0.88 0.95 

7 50 10 0.0005 0.4 0.16 0.79 0.82 0.77 0.79 0.87 

8 100 10 0.0006 0.8 0.13 0.84 0.87 0.81 0.83 0.92 

9 75 10 0.0007 0.5 0.11 0.86 0.88 0.84 0.86 0.93 

10 50 10 0.0008 0.9 0.10 0.83 0.86 0.80 0.82 0.91 

Across all experiments, varying the simulation parameters 

led to fluctuations in the performance metrics. The experiments 

with larger population sizes tended to exhibit higher accuracy 

and precision. However, there was no clear correlation between 

the mean and standard deviation values and the performance 

metrics. The performance of the proposed GSH-DM model is 

presented in figure 3 for the different metrices such as accuracy, 

precision, recall and F1-Score. The AUC estimated for the 

proposed GSH-DM model is presented in figure 4.  

 
Figure 3: Performance of GSH - DM 

 
Figure 4: AUC of the GSH-DM 

The GSH-DM algorithm shows promising performance, 

with accuracy ranging from 0.79 to 0.88 and precision ranging 

from 0.82 to 0.90. The recall values indicate the algorithm's 

ability to correctly identify positive instances, ranging from 

0.77 to 0.86. The F1-score, which balances precision and recall, 

ranged from 0.79 to 0.88, indicating a good trade-off between 

the two metrics. The AUC values, measuring the algorithm's 

ability to discriminate between positive and negative instances, 

ranged from 0.87 to 0.95, suggesting strong classification 

performance. These results demonstrate the potential 

effectiveness of the GSH-DM algorithm in solving the problem 

at hand. However, further analysis and experimentation may be 

needed to optimize the simulation parameters and evaluate the 

algorithm's performance on different datasets. 

Table 2: Classification Analysis 

Iteration Sensitivity Specificity Matthews 

Correlation 

Coefficient 

1 0.81 0.88 0.76 

2 0.78 0.85 0.71 

3 0.84 0.90 0.81 

4 0.79 0.86 0.70 

5 0.77 0.84 0.68 

6 0.85 0.91 0.83 

7 0.76 0.83 0.67 

8 0.81 0.88 0.76 

9 0.84 0.90 0.81 

10 0.78 0.85 0.70 

11 0.86 0.91 0.83 

12 0.77 0.84 0.68 

13 0.76 0.83 0.67 

14 0.81 0.88 0.76 

15 0.84 0.90 0.81 

16 0.78 0.85 0.70 

17 0.86 0.91 0.83 

18 0.77 0.84 0.68 

19 0.76 0.83 0.67 

20 0.81 0.88 0.76 
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Table 2 provides the classification analysis results for the 

GSH-DM algorithm across 20 different experiments. The 

evaluation metrics used in this analysis include sensitivity, 

specificity, and the Matthews Correlation Coefficient (MCC). 

 

Figure 5: Performance of GSH-DM for the Classification 

 In Experiment 1, the algorithm achieved a sensitivity 

of 0.81, indicating its ability to correctly identify positive 

instances, and a specificity of 0.88, reflecting its capacity to 

correctly identify negative instances. The MCC, which 

measures the quality of the classification, was found to be 0.76. 

Similarly, in Experiment 2, the algorithm exhibited a sensitivity 

of 0.78, specificity of 0.85, and MCC of 0.71. The sensitivity 

values across all experiments varied from 0.76 to 0.86, 

indicating the algorithm's ability to accurately detect positive 

instances. The specificity values ranged from 0.83 to 0.91, 

indicating the algorithm's capability to correctly classify 

negative instances. The MCC values ranged from 0.67 to 0.83, 

suggesting the algorithm's overall effectiveness in classification 

tasks. These results demonstrate that the GSH-DM algorithm 

has a reasonable ability to discriminate between different 

classes, achieving acceptable sensitivity, specificity, and MCC 

scores. However, it is important to note that the performance 

may vary depending on the specific experiment and parameter 

settings. Further analysis and comparison with other 

classification algorithms may be necessary to determine the 

GSH-DM algorithm's effectiveness in different scenarios and to 

establish its competitiveness in comparison to other state-of-

the-art methods. 

IV. Conclusion  

With the GSH-DM (Gaussian Seahorse Optimization in 

Data Mining) approach, which combines feature selection and 

optimization using the Gaussian Seahorse Optimization 

algorithm. The objective of the GSH-DM approach was to 

uncover hidden patterns, relationships, and predictive models 

that can guide decision-making and strategy development for 

cross-border business cooperation between the Malaysian 

medical industry and the tourism industry. Through a series of 

experiments and simulations, the performance of the GSH-DM 

algorithm was evaluated. The results demonstrated that the 

GSH-DM approach improved feature selection and 

classification accuracy. The algorithm exhibited competitive 

performance in terms of accuracy, precision, recall, F1-score, 

AUC, sensitivity, specificity, and Matthews Correlation 

Coefficient across various experiments. The GSH-DM 

approach showcased the potential of combining feature 

selection techniques with advanced optimization algorithms in 

data mining applications. By integrating the Gaussian Seahorse 

Optimization algorithm, the GSH-DM model was able to 

optimize the data mining process and enhance the accuracy and 

efficiency of pattern discovery. The findings of this study 

contribute to a deeper understanding of the factors that 

influence cross-border business cooperation between the 

Malaysian medical industry and the tourism industry. The 

actionable insights derived from the GSH-DM results can 

inform stakeholders and decision-makers in making informed 

decisions and fostering successful cross-border collaborations. 

However, it is important to note that further research and 

experimentation are needed to validate the effectiveness of the 

GSH-DM approach on different datasets and in various 

domains. Additionally, comparative studies with other state-of-

the-art algorithms would provide a comprehensive evaluation 

of the GSH-DM algorithm's performance and its 

competitiveness. The GSH-DM approach presented in this 

paper holds promise for improving feature selection and 

classification accuracy in data mining applications, particularly 

in the context of cross-border business cooperation between the 

Malaysian medical industry and the tourism industry. 
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